
Draft version July 20, 2023

Typeset using LATEX preprint style in AASTeX631

Robust field-level likelihood-free inference with galaxies

Nataĺı S. M. de Santi ,1, 2 Helen Shao ,3 Francisco Villaescusa-Navarro ,1, 3

L. Raul Abramo ,2 Romain Teyssier ,3 Pablo Villanueva-Domingo ,4 Yueying Ni ,5, 6
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ABSTRACT

We train graph neural networks to perform field-level likelihood-free inference us-
ing galaxy catalogs from state-of-the-art hydrodynamic simulations of the CAMELS
project. Our models are rotational, translational, and permutation invariant and do
not impose any cut on scale. From galaxy catalogs that only contain 3D positions and
radial velocities of ⇠ 1, 000 galaxies in tiny (25 h�1Mpc)3 volumes our models can infer
the value of ⌦m with approximately 12% precision. More importantly, by testing the
models on galaxy catalogs from thousands of hydrodynamic simulations, each having
a di↵erent e�ciency of supernova and AGN feedback, run with five di↵erent codes and
subgrid models – IllustrisTNG, SIMBA, Astrid, Magneticum, SWIFT-EAGLE –, we
find that our models are robust to changes in astrophysics, subgrid physics, and sub-
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halo/galaxy finder. Furthermore, we test our models on 1,024 simulations that cover
a vast region in parameter space – variations in 5 cosmological and 23 astrophysical
parameters – finding that the model extrapolates really well. Our results indicate that
the key to building a robust model is the use of both galaxy positions and velocities,
suggesting that the network have likely learned an underlying physical relation that
does not depend on galaxy formation and is valid on scales larger than ⇠ 10 h�1kpc.

Keywords: magnetohydrodynamics (MHD) – galaxies: statistics — cosmology: cosmo-
logical parameters — methods: statistics

1. INTRODUCTION

The standard model of Cosmology describes a Universe filled with dark matter (DM), baryonic
matter and some form of dark energy (DE). Despite many observational constraints, such as the
temperature and polarization fluctuations in the cosmic microwave background (Bennett et al. 2013;
Planck Collaboration et al. 2020), many mysteries still remain, in particular, the fundamental natures
of DE and DM. In order to solve the remaining puzzles and consolidate this physical description,
cosmologists aim at constraining, with the highest precision and accuracy possible, the parameters
of the model.
Since the distribution of matter and galaxies in the Universe depends on the cosmological param-

eters, the clustering of these objects can be used to infer the values of those parameters. In order
to collect as much data as diversely as possible large international e↵orts are currently underway to
survey the cosmos at di↵erent wavelengths: DESI (DESI Collaboration et al. 2016), Euclid (Laureijs
et al. 2011; Amendola et al. 2013; Racca et al. 2016; Euclid Collaboration: Castro et al. 2022), Prime
Focus Spectrograph (PFS) (Takada et al. 2014), J-PAS (Benitez et al. 2014), Square Kilometer Array
(SKA) (Taylor & Braun 1999), Roman (Spergel et al. 2015), JWST (Pontoppidan et al. 2022), and
others. The data from these missions will encompass larger volumes at di↵erent redshifts, using
a variety of di↵erent types of galaxies, observed at many wavelengths. Extracting the maximum
amount of relevant information from these data sets is of key importance in order to improve our
understanding of fundamental physics.
To achieve that goal theoretical predictions and methods to extract that information are needed. On

the one hand, we have traditional methods for extracting information from cosmological observations.
In the case of Bayesian inference schemes for cosmological parameters, nearly all analyses make use
of summary statistics, like the power spectrum. However, this approach is sub-optimal as we do not
know what summary statistics contain all (or the majority) of the cosmological information (Hahn
et al. 2020; Uhlemann et al. 2020; Gualdi et al. 2021; Banerjee & Abel 2021). Furthermore, usual
methods normally require expensive simulations to either estimate covariance matrices or to forward-
model the observations (Efron 1982; Taylor et al. 2013; Heavens et al. 2017; Chartier & Wandelt 2022;
de Santi & Abramo 2022).
On the other hand, machine learning (ML) techniques have been shown to outperform traditional

methods in a large variety of contexts and areas, including cosmology and astrophysics. In fact, the
power of these new methods resides precisely in their ability to deal with large and complex data
sets, providing nonlinear relations in high-dimensional feature spaces that allow us to solve regression
and classification tasks (Ivezić et al. 2014). Using di↵erent summary statistics as input data, Perez
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et al. (2022) are able to derive cosmological parameters without the need for additional input from
theoretical models, thus providing a powerful generalization of the usual Monte Carlo-based methods.
In particular, likelihood-free inference methods work by taking data directly from the simulations
(without the need for summary statistics and, thus, model comparison), and many papers have shown
competitive results compared with the usual statistical inference methods (Ravanbakhsh et al. 2017;
Ntampaka et al. 2020; Mangena et al. 2020; Hassan et al. 2020; Villaescusa-Navarro et al. 2021a;
Cole et al. 2022; Villanueva-Domingo & Villaescusa-Navarro 2022; Makinen et al. 2022; Shao et al.
2022a). At a level closer to the observations and simulations, many papers exploring the halo–galaxy
connection are able to make predictions that are comparable to the output of numerical/analytical
methods (Jo & Kim 2019; Yip et al. 2019; Zhang et al. 2019; Kamdar et al. 2016; Wadekar et al.
2020; Kasmano↵ et al. 2020; Moster et al. 2021; McGibbon & Khochfar 2022; Shao et al. 2022b;
von Marttens et al. 2022; Villanueva-Domingo et al. 2021; Delgado et al. 2022; de Santi et al. 2022;
Jespersen et al. 2022; Villanueva-Domingo et al. 2022; Lovell et al. 2022; Rodrigues et al. 2023).
Furthermore, a clear advantage of ML models is that, once they are trained, they typically make
predictions much faster than traditional methods (Jespersen et al. 2022) and a disadvantage arises
when these models fail to extrapolate their predictions across di↵erent data sets, from the ones with
which they were trained with (Villaescusa-Navarro et al. 2021a; Villanueva-Domingo & Villaescusa-
Navarro 2022; Villaescusa-Navarro et al. 2022a).
Machine learning algorithms can also work with sparse and irregular data; e.g. through graph

neural networks (GNNs) (Gilmer et al. 2017; Battaglia et al. 2018; Bronstein et al. 2021). GNNs
exhibit multiple advantages over convolutional neural networks (CNNs). For instance, in the context
of cosmology, they do not impose any cut on the considered physical scales, and di↵erent physical
symmetries (e.g. translational and rotational invariance) can be easily implemented in the models
(see Villanueva-Domingo & Villaescusa-Navarro 2022). GNNs have been used for a variety of tasks,
such as parameter inference (Villanueva-Domingo & Villaescusa-Navarro 2022; Shao et al. 2022a;
Makinen et al. 2022; Anagnostidis et al. 2022), inferring halo masses (Villanueva-Domingo et al.
2021), speeding up semi-analytic models (Jespersen et al. 2022), and rediscovering Newton’s law
(Cranmer et al. 2020).
In particular, Villanueva-Domingo & Villaescusa-Navarro (2022) showed that GNNs were able

to infer ⌦m with ⇠ 10% accuracy just based on galaxy properties (e.g., positions, stellar mass,
radius, and metallicity), without making use of any summary statistics and performing likelihood-
free inference. However, their model was not robust. The lack of robustness in this field-level inference
task with galaxies through GNNs can be attributed to many reasons: from intrinsic di↵erences in
the subgrid models of the di↵erent simulations to the models learning unique, numerical, artifacts.
Developing robust models, that extrapolate properly even with real data, is one most important tasks
needed to replace standard data analysis techniques (e.g. perturbation theory). Shao et al. (2022a)
showed instead that the positions and velocities of DM halos were robust to numerics in N-body codes
as well as to variations in astrophysical parameters when inferring ⌦m using a field-level approach.
Even so, this work still deals with non-observables, such as DM halos, and some of their properties.
In our companion paper, Shao et al. (2023) we are providing analytical equations to predict ⌦m

from the positions and velocity modulus fields of DM halos. This model is robust across di↵erent
DM N-body simulations and, by changing the normalization of the input velocity modulus for each
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Table 1. Characteristics of the hydrodynamical simulations used in this work.

Model Usage

Number of Mean number

Referencesimulations of galaxies

used per catalog

Astrid Train, validate & test 1000(LH) + 27(CV) 1114 Bird et al. (2022)

SIMBA Train, validate & test 1000(LH) + 27(CV) 1093 Davé et al. (2019)

IllustrisTNG Train, validate & test 1000(LH) + 27(CV) + 1024(SB) 737 Pillepich et al. (2018a)

IllustrisTNG300 Test 1(LH) 799 Nelson et al. (2019)

Magneticum Test 50(LH) + 27(CV) 3655 Hirschmann et al. (2014a)

SWIFT-EAGLE Test 64(LH) 1255 Schaye et al. (2015)

hydrodynamic simulation, it is able to perform predictions for galaxy catalogs too. These equations
bring a big step towards a physical interpretation of the model.
In the present work, we extend all these previous e↵orts using GNNs to show that we can build

models that perform field-level likelihood-free inference using galaxy catalogs that are robust to
changes in numerics, astrophysics, subgrid physics, and the method to identify galaxies. We train
GNNs using thousands of galaxy catalogs from state-of-the-art hydrodynamic simulations of the
CAMELS project (Villaescusa-Navarro et al. 2021b). We also investigate which galaxy properties
are robust and how they contribute to the network predictions, showing that we only need the
phase-space information of the galaxies to achieve the best results.
The manuscript is organized as follows: in Section 2 we present the data set, describing the di↵erent

simulations used and their di↵erent setups; in Section 3 we describe the methodology, where we
explain the data pre-processing, the translation of the galaxy catalogs into graphs, and the general
architecture employed; in Section 4, we present the results related to the best model, our e↵orts
to improve it, and investigate which is the most important source of information for the GNNs to
extract their inferences; and, in Section 5, we present the discussion and conclusions, analyzing the
di↵erences among the di↵erent simulations, and provide ideas for future work.

2. DATA

In this section, we describe the data we use to train, validate, and test our models. We emphasize
that all the galaxy properties considered in this work are direct from the simulations. In this way,
we are not performing any changes in order to consider realistic e↵ects, such as taking into account
errors in the peculiar velocities. These considerations will be addressed in future work.

2.1. Simulations

The galaxy catalogs we use to train, validate, and test our models come from thousands of hy-
drodynamic simulations of the Cosmology and Astrophysics with MachinE Learning Simulations –
CAMELS project (Villaescusa-Navarro et al. 2021b, 2022b). The hydrodynamic simulations have
been run with di↵erent codes that solve the hydrodynamic equations di↵erently and implement dif-
ferent subgrid models: IllustrisTNG (Weinberger et al. 2017a; Pillepich et al. 2018a), SIMBA (Davé
et al. 2019), Astrid (Bird et al. 2022), Magneticum (Hirschmann et al. 2014a), and SWIFT-EAGLE
(Schaye et al. 2015; Schaller et al. 2016). All the simulations follow the evolution of 2563 DM par-
ticles and are initialized with 2563 fluid elements from z = 127 down to z = 0 in periodic boxes of
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25 h�1Mpc on a side. The catalogs used in this work correspond to z = 0. The fiducial values of the
cosmological parameters are: ⌦m = 0.3, ⌦b = 0.049, h = 0.6711, ns = 0.9624, �8 = 0.8, w = �1,
M⌫ = 0 eV.
The CAMELS simulations can be classified into di↵erent sets and suites depending on how their

parameters are arranged and which code was used to run them. We start by classifying the catalogs
into di↵erent sets:

• Latin Hypercube (LH). The simulations in this category have their cosmological and astro-
physical parameter variations arranged in a Latin hypercube that spans: ⌦m 2 [0.1, 0.5] and
�8 2 [0.6, 1.0], ASN1 2 [0.25, 4.0], ASN2 2 [0.5, 2.0], AAGN1 2 [0.25, 4.0], and AAGN2 2 [0.5, 2.0].
ASN and AAGN are astrophysical parameters that control the e�ciency of supernova (SN) and
active galactic nuclei (AGN) feedback (see Villaescusa-Navarro et al. (2021b); Ni et al. (2023)
for a detailed description of the meaning of the astrophysical simulations in every simulation
suite). Each of the simulations in the Latin hypercube has been run with a di↵erent initial
random seed for the generation of the initial conditions. We used these simulations for training,
validating, and testing.

• Cosmic Variance (CV). These simulations have been run with the fiducial value of the
cosmological and astrophysical parameters. The initial conditions for each simulation in this
set have been generated with a di↵erent initial random seed. These simulations are only used
for testing the models.

• Sobol Sequence (SB). The simulations in this set have their cosmological and astrophysical
parameters arranged in a Sobol sequence (Sobol’ 1967). A total of 28 parameters are varied:
5 cosmological (⌦m, ⌦b, h, ns, �8) and 23 astrophysical. The astrophysical parameters varied
include the usual ones (ASN1, ASN2, AAGN1, AAGN2) and incorporate many others such as star
formation, galactic winds, black hole (BH) growth and quasar parameters. All of them vary
in ranges around the fiducial values used in the IllustrisTNG set. Their range of variation is
large enough to enable a broad sampling of the considered parameter (Ni et al. 2023). We note
that this set covers the largest region in parameter space within CAMELS although at a much
lower density given the high dimensionality of the considered space. We use these simulations
only for testing and to investigate how well our models generalize.

The CAMELS simulations can also be classified into di↵erent model suites according to the code
used to run them:

• IllustrisTNG. These simulations were run using Arepo (Springel 2010; Weinberger et al.
2020) applying the same subgrid physics as the IllustrisTNG simulations (Weinberger et al.
2017a; Pillepich et al. 2018a). This suite contains 1000 LH, 27 CV, and 1024 SB simulations.

• SIMBA. These simulations were run with the Gizmo code (Hopkins 2015) and employ the
same subgrid physics as the SIMBA simulation (Davé et al. 2019). This suite contains 1000
LH and 27 CV simulations.

• Astrid. These simulations were run using MP-Gadget (Feng et al. 2018) applying some mod-
ifications to the subgrid model employed in the Astrid simulation (Ni et al. 2022; Bird et al.
2022; Ni et al. 2023). This suite contains 1000 LH and 27 CV simulations.
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• Magneticum. These simulations were run with the parallel cosmological Tree-PM code P-
Gadget3 (Springel 2005). The code uses an entropy-conserving formulation of Smoothed Par-
ticle Hydrodynamics (SPH) (Springel & Hernquist 2002), with SPH modifications according
to Dolag et al. (2004, 2005, 2006). It includes also prescriptions for multiphase interstellar
medium based on the model by Springel & Hernquist (2003) as well as Tornatore et al. (2007)
for the metal enrichment prescription. The model follows the growth and evolution of BHs and
their associated AGN feedback based on the model presented by Springel et al. (2005) and Di
Matteo et al. (2005), but includes modifications based on Fabjan et al. (2011), Hirschmann
et al. (2014b) and Steinborn et al. (2016). The set contains 50 LH and 27 CV simulations.
The following subgrid parameters were varied in order to control the stellar and AGN feedback
(with parameter ranges given in square brackets) on the Latin-hypercube:

– ASN1, energy per unit of SFR [0.25, 4.0] ⇥1051.

– ASN2, wind speed [250,1000].

– AAGN1, coupling e�ciency of the BH feedback [0.25, 4.0].

– AAGN2, boost of the AGN mode feedback [0.5, 2.0].

• SWIFT-EAGLE. These simulations have been run with the Swift code (Schaller et al. 2016,
2018) using a new subgrid physics model based on the original Gadget-EAGLE simulations
(Schaye et al. 2015; Crain et al. 2015), with some parameter changes (Borrow et al. 2022).
The full model will be described in Borrow & et. al. (2023). This suite contains 64 LH
simulations varying the following subgrid parameters controlling the stellar and AGN feedback
(with parameter ranges given in square brackets) on the Latin hypercube:

– fE,min, the minimal stellar feedback fraction, [0.18, 0.6].

– fE,max, the maximal stellar feedback fraction, [5, 10].

– NH,0, pivot point in density that the feedback energy fraction plane rotates around, [10�0.6,
10�0.15].

– �n and �Z, energy fraction sigmoid width, controlling the density and metallicity depen-
dence, [0.1, 0.65].

– "f , coupling coe�cient of radiative e�ciency of AGN feedback, [10�2, 10�1].

– �TAGN, AGN heating temperature, [108.3, 109.0].

– ↵, BH accretion suppression/enhancement factor, [0.2, 1.1].

Finally, to quantify the robustness of our model to super-sample covariance e↵ects, we made use of
the IllustrisTNG300-1 simulation (Nelson et al. 2019), which covers a larger volume of (205 h�1Mpc)3

with slightly higher resolution than our fiducial CAMELS simulations and has a slightly di↵erent
cosmology: ⌦m = 0.3089, ⌦b = 0.0486, ⌦⇤ = 0.6911, h = 0.6774, �8 = 0.8159, and ns = 0.9667. This
simulation was run withArepo and made use of the IllustrisTNG subgrid physics model (Weinberger
et al. 2017b; Pillepich et al. 2018a,b; Marinacci et al. 2018; Naiman et al. 2018; Nelson et al. 2018;
Springel et al. 2018).
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We emphasize that although the name of the parameters ASN1, ASN2, AAGN1, AAGN2 is common
among di↵erent simulations, their actual implementation and e↵ect on galaxy properties and clus-
tering can be very distinct. Therefore, it is important to keep in mind that those parameters are not
meant to share physical e↵ects, only their names.

2.2. Galaxy catalogs

Halos and subhalos are identified in the simulations for every snapshot using two di↵erent halo and
subhalo finders: SubFind (Springel et al. 2001; Dolag et al. 2009) and VELOCIraptor (Elahi
et al. 2019; Cañas et al. 2019). All galaxy catalogs are from SubFind with the exception of SWIFT-
EAGLE, which only contains VELOCIraptor catalogs. The reason for using two di↵erent codes
is to check the robustness of our results to the subhalo finding procedure, which can cause some
di↵erences in the number of galaxies as shown in Gómez et al. (2022).
Galaxies are defined in all cases as subhalos that contain at least one star particle. In this work,

we only consider galaxies with stellar masses above 1.3⇥ 108 M�/h. A galaxy catalog is constructed
by taking all galaxies whose stellar mass is higher than a given threshold. For every simulation, we
produce several galaxy catalogs by varying the stellar mass threshold.
A summary of the simulation characteristics can be found in Table 1, where we present their usage,

the number of catalogs, the mean number of galaxies per catalog and the reference for each of the
original galaxy formation models.

3. METHODOLOGY

In this section, we describe: the method we use to construct graphs from galaxy catalogs (Section
3.1); the architecture of our GNN (Section 3.2); the method to carry out likelihood-free inference
(Section 3.3); the training procedure and optimization choices (Section 3.4); and the evaluation of
the methodology, where we present the scores for the metrics we analyzed (Section 3.5).

3.1. Galaxy graphs: construction

The input for our GNNs are graphs: mathematical structures characterized by nodes, edges, and
global properties. Every element of the graph can be described by a set of properties: ni represents
the properties of node i, eij represents the features of the edge between node i and j, and g contains
global properties of the graph (Gilmer et al. 2017; Zhou et al. 2018; Battaglia et al. 2018). We
construct graphs from catalogs that contain the galaxy positions and their peculiar velocities (only
the z component); in some models, we also include the stellar mass of the galaxies.
In this work, we follow the method presented in Villanueva-Domingo & Villaescusa-Navarro (2022)

(and used in Shao et al. (2022a) and Makinen et al. (2022) for halos) where galaxies represent the
graph nodes and two galaxies are connected by an edge if their distance is smaller than a given linking
radius rlink. Additionally, we use as a global property of the graph the logarithm of the number of
galaxies in the graph: log

10
(Ng)1.

1 We have checked that including the number of galaxies as global feature yields slightly better results. For that reason,
we keep that property.
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Figure 1. Examples of graphs constructed from galaxy catalogs from di↵erent CAMELS simulations:
Astrid, SIMBA, IllustrisTNG, Magneticum, SB28, and SWIFT-EAGLE. The nodes represent the galaxies
and their colors correspond to the normalization (Equation 1) of the z component of their peculiar velocity.
Galaxies are connected by edges (shown as black lines) if their distance is smaller than rlink ⇠ 1.25 h�1Mpc.
We stress that we are nogalaxies which are linked due to periodic boundary conditions in these plots.
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We investigate the contribution of the z component of the galaxy’s peculiar velocities vz and the
stellar mass M? as node attributes. We transform these features according to:

vz ! sign(vz) · log10 [1 + abs(vz)] , (1)

M? ! log
10
(1 +M?) . (2)

We chose to work with only one component for the galaxy velocity. This is because we want to be
as close as possible to observational data, where we have access only to the radial peculiar velocity,
i.e., the velocity measured along the line of sight.
The edge features contain information about the spatial distribution of galaxies (their positions),

and those properties are designed to make the graph invariant under rotations and translations. We
follow Villanueva-Domingo & Villaescusa-Navarro (2022) and set the edge features as:

eij =


|dij|
rlink

,↵ij, �ij

�
, (3)

where:

dij = [ri � rj] (4)

���i = ri � c (5)

↵ij =
���i
|���i|

· ���j
|���j|

(6)

�ij =
���i
|���i|

· dij

|dij|
, (7)

with ri representing the position of a galaxy i and c =
PN

i ri/N being the centroid. Here, the
distance dij is the di↵erence of two galaxy (i and j) positions, the di↵erence vector ���i denotes the
position of a galaxy i with respect to the centroid, ↵ij is the (cosine of) the angle between the
di↵erence vectors of two galaxies, while �ij represents the angle between the di↵erence vector of a
galaxy i and its distance to another galaxy j. We account for periodic boundary conditions when
computing both distances and angles. Moreover, we consider reverse edges – a copy of the graphs,
with the same nodes and edges but with all of the edges reversed while compared to the orientation
of the corresponding edges in the original graph; we do not consider self-loops (an edge that connects
a node to itself). Note that, by construction, the model is rotational and translation invariant, as
those operations will not change the edge features of the graph. In other words, they will remain
the same while performing the usual rotation and translational matrix transformations to the galaxy
positions (Villanueva-Domingo & Villaescusa-Navarro 2022).
In Figure 1 we show graphs constructed from galaxy catalogs of the di↵erent simulations: Astrid,

SIMBA, IllustrisTNG, SB28, Magneticum, and SWIFT-EAGLE. All these catalogs contain galaxies
with minimum stellar mass: M? = 1.95⇥ 108 M�/h. In all the graphs galaxies are colored according
to their vz (transformed according to Equation 1), and two galaxies are connected by a black line
if their distance is within rlink ' 1.25 h�1Mpc (this value was found with Optuna, as it will be
described in Section 3.4). Notice that we are not connecting galaxies which are linked due to the
periodic boundary conditions in this representation, i.e., a galaxy near the border of the box is not
showing to be connected to some other galaxy in the other box extreme, even when they are linked
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due to these conditions. This simple visual comparison shows that the spatial distribution of galaxies
and their peculiar velocities are similar among all simulations. We note that the graph constructed
from the Magneticum simulation exhibits a significantly larger number of galaxies than the others;
this happens due to the employed AGN model used in Magneticum.
Every graph is characterized by a set of labels that we aim at inferring (e.g. ⌦m). We normalize

these labels as ✓i, using

✓i !
(✓i � ✓min)

(✓max � ✓min)
, (8)

where ✓min and ✓max represent the minimum and the maximum values of the corresponding parameter.
More details about the construction of the graphs, as well as an analysis of the di↵erent graphs (for

the di↵erent simulations) are presented in Appendix A.

3.2. GNN architecture

The architecture we employ in this work follows the one presented in CosmoGraphNet2

(Villanueva-Domingo & Villaescusa-Navarro 2022). Basically, the GNN is trained to infer the value
of some cosmological parameter (⌦m) from an input graph. Because GNNs are designed to deal with
irregular and sparse data, the main idea behind their work was to perform a transformation of their
components information (nodes ni, edges eij, and global g attributes are updated), while the graph
structure is preserved. In the end, the information is compressed, being converted by a usual multi-
layer perceptron (MLP), to deliver the final property of the graph. By construction, GNNs preserve
the graph symmetries (permutational invariance in the nodes, edge, and global attributes (Gilmer
et al. 2017; Battaglia et al. 2018; Bronstein et al. 2021)). Besides, as done in Villanueva-Domingo
& Villaescusa-Navarro (2022), the edge attributes consider translational and rotational symmetries
(and here account for periodic boundary conditions too).
We have used a message passing scheme where each message passing layer updates the node and

edge features3, taking as input the graph and delivering as output its updated version. The node
and edge features at layer `+ 1 are found from the node and edge features at layer ` as:

• Edge model:

e
(`+1)

ij = E (`+1)

⇣h
n
(`)
i ,n(`)

j , e(`)ij

i⌘
, (9)

where E (`+1) represents a MLP;

• Node model:

n
(`+1)

i = N (`+1)

 "
n
(`)
i ,
M

j2Ni

e
(`+1)

ij ,g

#!
, (10)

whereNi represents all neighbors of node i, N (`+1) is a MLP, and � is a multi-pooling operation
responsible to concatenate several permutation invariant operations:

M

j2Ni

e
(`+1)

ij =

"
max
j2Ni

e
(`+1)

ij ,
X

j2Ni

e
(`+1)

ij ,

P
j2Ni

e
(`+1)

ijP
j2Ni

#
. (11)

2 Available on Github repository https://github.com/PabloVD/CosmoGraphNet, DOI: 10.5281/zenodo.6485804.
3 Note that we do not employ a model to update the global attribute. This was used just in order to update the node
information (see Equation 10).

https://github.com/PabloVD/CosmoGraphNet
https://doi.org/10.5281/zenodo.6485804
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The use of the multi-pooling operation in the equation above was made because it has been argued
that several aggregators can enhance the expressiveness of GNNs (Corso et al. 2020). Additionally,
the number of layers to perform this update is a hyperparameter to be chosen in the optimization
scheme. We also we made use of residual layers in the intermediate layers. The use of residuals means
adding the input of the layer to its respective output, i.e., adding node/edge attributes to node/edge
models. A discussion about this use can be found in Li et al. (2017) and Villanueva-Domingo &
Villaescusa-Navarro (2022).
Once the graph has been updated using the N message passing layers, we collapse it into a 1-

dimensional feature vector using

y = F
 "
M

i2F

n
N
i ,g

#!
, (12)

where F is the last MLP, �i2F the last multi-pooling operation (done exactly according to Equation
11, but operating over all nodes in the graph F), and y represents the target of the GNN (e.g. ⌦m).
All the MLP are constructed by a series of fully connected layers with ReLU activation function

(except for the last layer, which does not employ an activation function). The number of layers, the
number of neurons per layer, the weight decay, and the learning rate were considered as hyperparam-
eters. The implementation of all the architectures presented in this work was done using PyTorch
Geometric (Fey & Lenssen 2019).

3.2.1. Variations of the architecture

In Section 4.3 we investigate whether the information of our model is due to clustering, the distri-
bution of velocities, or both. For that test, we made use of slightly di↵erent architectures to the one
outlined above. Their main di↵erences are:

• Galaxy positions.

This model is used to quantify how much information is coming from the clustering of galaxies,
i.e., it only uses galaxy positions. For that reason, the graphs only contain edge features (in the
same way outlined above) and no node features. Because of this, the first layer of the model
(Equation 9) operates in a slightly di↵erent way:

e
(1)

ij = E (1)

⇣
e
(0)

ij

⌘
, (13)

n
(1)

i = N (1)

 "
M

j2Ni

e
(1)

ij ,g

#!
. (14)

Note that other layers operate in exactly the same way as described in Equations 9-10.

• Galaxy velocities.

This model is used to quantify how much information is coming from the distribution of galaxy
velocities. Therefore, the graphs do not contain any spatial information and we can use deep
sets4 (Zaheer et al. 2017) architectures. In this case, we only have a node model that imple-
ments:

n
(`+1)

i = N (`+1)

⇣
n
(`)
i

⌘
. (15)

4 It is important to note that, di↵erent from a usual neural network (NN), this implementation is invariant to permu-
tations (the main property of GNNs) and is made to deliver global information of a structured data.
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The target quantity is computed using Equation 12.

3.3. Likelihood-free inference and the loss function

Our models are trained to infer the value of a given parameter (✓i, e.g. ⌦m) by predicting the
marginal posterior mean µi and standard deviation �i without making any assumption about the
form of the posterior, i.e.

yi(G) = [µi(G), �i(G)], (16)

where

µi(G) =
Z

✓i

d✓i ✓i p(✓i|G) (17)

�2

i (G) =
Z

✓i

d✓i (✓i � µi)
2 p(✓i|G) . (18)

G represents the input graph and p(✓i|G) is the marginal posterior, taken according to

p(✓i|G) =
Z

✓i

d✓1d✓2 . . . d✓n p(✓1, ✓2, . . . , ✓n|G). (19)

In order to achieve this, we made use of a specific loss function following Je↵rey & Wandelt (2020):

L = log

"
X

j2batch

(✓i,j � µi,j)
2

#
+ log

(
X

j2batch

⇥
(✓i,j � µi,j)

2 � �2

i,j

⇤2
)
, (20)

where j represents the samples in a given batch and i represents the index of the considered parameter
(e.g. i = 1 for ⌦m). We refer the reader to Villaescusa-Navarro et al. (2022c) for the justification of
the usage of the logarithms in the above expression.
We note that throughout the paper we will be referring to the error of the model as the quantity

described above �i. This error only represents the aleatoric error, and therefore does not include the
epistemic one, i.e., the error intrinsically related to the ML model. We have quantified the magnitude
of the epistemic errors by training 10 di↵erent models with the same value of the hyperparameters
(the best ones for the considered setup) and calculating the variance between the predictions of the
models. We find that error to be 10⇥ smaller than the aleatoric one. Therefore, from now on, we
will only report aleatoric errors since they dominate the total error budget.

3.4. Training procedure and optimization

We train our models on graphs constructed from galaxy catalogs of the LH sets of a given suite
(e.g. the LH set of the Astrid simulations). We initially split the 1000 LH simulations into training
(850 simulations), validation (100 simulations), and testing (50 simulations). For each simulation,
we generate 10 galaxy catalogs constructed by taking all galaxies with stellar masses larger than
1.3R ⇥ 108 M�/h, where R is a random number uniformly distributed between 1 and 2. This
strategy is made in order to marginalize over di↵erent minimum threshold values for stellar masses,
as well to increase the number of catalogs used to train the models5. For each catalog, we produce a
graph as outlined in Section 3.1.

5 A similar trick was used in Shao et al. (2022a), where the authors employed a similar augmentation in the halo catalogs,
choosing them according to a minimum number of dark matter particles as a threshold. Shao et al. (2023) also made
use of this method.
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We then train the models using the above architecture for 300 epochs making use of Adam opti-
mizer (Kingma & Ba 2014) to perform the gradient descent, and a batch size of 25 samples. The
hyperparameter optimization (where we have used the learning rate, the weight decay, the linking
radius, the number of message passing layers, and the number of hidden channels per layer of the
MLPs) was carried out using the Optuna package (Akiba et al. 2019) to perform a Bayesian op-
timization with Tree Parzen Estimator (TPE) (Bergstra et al. 2011). We made use of at least 100
trials to perform this task and we directed Optuna to minimize the validation loss, computed using
an early-stopping scheme, in order to save only the model with the minimum validation error. The
selected model was used for test subsequently.

3.5. Performance Metrics

We quantify the accuracy and precision of our models using di↵erent metrics that we describe
below. We consider the true value of the parameter in question for graph i as ✓i, while we denote as
µi and �i the prediction of the network for the posterior mean and standard deviation, respectively.

• Root Mean Squared Error (RMSE):

RMSE =

vuut 1

N

NX

i=1

(✓i � µi)
2. (21)

Low values of the RMSE indicate the model is precise.

• Coe�cient of determination:

R2 = 1�
PN

i=1
(✓i � µi)

2

PN
i=1

�
✓i � ✓̄i

�2 , (22)

where ✓̄i =
1

N

PN
i=1

✓i. Values close to 1 indicate the model is accurate.

• Pearson Correlation Coe�cient (PCC):

PCC =
cov (✓, µ)

�✓�µ
. (23)

This statistic measures the positive/negative linear relationship between truth values and in-
ferences: good values are close to ±1, and worse closer to 0. It gives an idea of the accuracy of
the model.

• Bias:

b =
1

N

NX

i=1

(✓i � µi) . (24)

This statistic quantifies how much the inferences are “biased” with respect to the truth values;
better values are close to 0.

• Mean relative error:

✏ =
1

N

NX

i=1

|✓i � µi|
µi

. (25)

Low values of this statistic indicate the model is precise.
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Figure 2. Likelihood-free inference of ⌦m using galaxy positions and velocities in the z direction.
We present the results for models trained on Astrid and tested on Astrid (top left), SIMBA (top middle),
IllustrisTNG (top right), SB28 (second row left), Magneticum (second row right), and SWIFT-EAGLE
(third row). The bottom panel shows the results of testing on CV sets of Astrid, SIMBA, IllustrisTNG, and
Magneticum.
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• Reduced chi squared:

�2 =
1

N

NX

i=1

✓
✓i � µi

�i

◆2

. (26)

This statistic quantifies the accuracy of the estimated errors. Values of �2 close to 1 indicate
the magnitude of the errors (posterior standard deviation in our case) is properly inferred, while
values larger/smaller than 1 indicate the model is under/over predicting the errors.

We make use of these statistics to quantify the accuracy, precision, and bias of a given model in the
test set. Note that in some cases we omit to report the value of some of these statistics for clarity,
or when the statistics are not well defined (e.g. when tested on the CV set).

4. RESULTS

In this section we present the main results of testing our GNN models on galaxy catalogs with
di↵erent cosmologies, astrophysical parameters, and subgrid physics models from the catalogs used
for training. We start by showing the results of our best model, which only needs 3D galaxy positions
and 1D velocity components, in Section 4.1. We then attempt to increase the precision of the model
by adding more galaxy properties, particularly stellar mass, in Section 4.2. Next, we investigate the
origin of the information extracted by our models in Section 4.3.
Note that we focus our analysis entirely on ⌦m. This is because our constraints on �8 are very

weak. We provide further details on this in Appendix B. All results below are shown for catalogs
built with galaxies with a minimum value of stellar mass as M? = 1.95 · 108 M�/h, a value right in
the middle of the threshold used in our training criteria6.

4.1. Positions & velocities

We start by showing the results of training GNNs on catalogs that only contain the positions and
velocities (only the z component)7 of galaxies to infer the value of ⌦m. We have trained models using
galaxy catalogs from the LH sets of the Astrid, IllustrisTNG, and SIMBA simulations. We then test
these models on all other galaxy catalogs not included in their training set.
We found that the model trained on Astrid galaxy catalogs exhibits the best extrapolation prop-

erties, so we focus our analysis on it. The success of the model trained on Astrid can be associated
with (1) the variety in the number of galaxies along the Astrid catalogs in LH sets, which vary from
small to large numbers of galaxies (N 2 [30, 5, 000] – see more details in the Appendix A) and (2)
Astrid produces larger variations in some galaxy properties given the parameter variations in the LH
set (Ni et al. 2023). We show the results of the models trained on IllustrisTNG and SIMBA catalogs
in Appendix C. In addition, we trained a model on SB28 set, but even so, the model does not show
good predictions when tested on the other simulations.
In Figure 2 we show the results of testing the model on galaxy catalogs from the LH sets of

Astrid (top left), SIMBA (top middle), IllustrisTNG (top right), SB28 (second row left), Magneticum
(second row right), and SWIFT-EAGLE (third row). In all these plots (apart from SB28 and SWIFT-
EAGLE) we present the average (of their mean and standard deviation) across all of their CV boxes

6 We have checked that our results are not very sensitive to the particular stellar mass cut we take, as long as we are
not very close to the training boundaries.

7 Due to homogeneity and isotropy, the results presented choosing the z component of the velocity are equivalent to
choosing either x or y ones.
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Figure 3. Likelihood-free inference of ⌦m using galaxy positions, velocities in the z direction, and
stellar mass. We present the results for a model trained on Astrid and tested on Astrid (top left),
SIMBA (top middle), IllustrisTNG (top right), SB28 (second row left), Magneticum (second row right), and
SWIFT-EAGLE (third row). The bottom panel shows the results of testing on CV sets of Astrid, SIMBA,
IllustrisTNG, and Magneticum.
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as a black point at ⌦m = 0.3. The results of testing the model on galaxies catalogs from the CV
set of the di↵erent suites are shown in the bottom panel. Note that for clarity we only show 50
randomly selected samples of the predictions for all the LH results8. We stress that even if we only
show the results for 50 random catalogs, the numbers reported for the di↵erent performance metrics
(e.g. RMSE) are evaluated using all catalogs in the test set (e.g. 1000 catalogs for IllustrisTNG).
When using the model trained on Astrid and testing it on itself, we find that the GNN is able to

infer ⌦m with RMSE = 0.043, R2 = 0.835, PCC = 0.923, b = �0.0091, ✏ = 11.8%, and �2 = 1.647.
These numbers indicate the model is accurate, precise, unbiased, and its errors are only slightly under
predicted9. While testing that model on the other simulations the performance metrics are in the
ranges: RMSE 2 [0.015, 0.047], R2 2 [0.821, 0.934], PCC 2 [0.917, 0.967], b 2 [�0.0010, 0.0161],
✏ 2 [4.0, 13.1]%, and �2 2 [0.249, 2.383], showing that the model extrapolates very well, as can also
be seen in Figure 2. Note that the model performs best on SIMBA and SWIFT-EAGLE, and worst
on SB28. This indicates that, while the model is generally robust, even when tested on SB28, it
becomes increasingly di�cult to extrapolate predictions over distant regions in parameter space.
We have included a test using IllustrisTNG300 box in order to test the importance of super-sample

covariance e↵ects. Basically, the lack of power on scales larger than our boxes can a↵ect both the
abundance and clustering of galaxies (Hu & Kravtsov 2003; Hamilton et al. 2006; Takada & Bridle
2007; Li et al. 2014). We find that our method can partially account for these e↵ects. We provide
further details in Appendix D.
We now discuss the performance of the model on galaxy catalogs from the CV set. We find that

our model works better when tested on the CV catalogs compared to the LH and SB sets. This could
be due to the fact that the cosmology and astrophysics of those models lie exactly in the center of
the training set. Those configurations are less prone to biased results, although it is interesting to
observe that cosmic variance e↵ects are not the main contribution to the error budget. Finally, all
the di↵erent simulations end up with di↵erences lower than 5% (apart from some boxes of Astrid or
SIMBA, where we achieve di↵erences {truth - inference} up to 10%) for the best model, once again
being accurate, precise, and without any bias.
We conclude this part by emphasizing the overall good accuracy of our model, which accounts for

cosmic variance, marginalizes over astrophysics, and is robust to changes in halo/subhalo finder and
subgrid physics models. On top of this, the fact that the model works so well even in full extrapolation
mode (e.g. when being tested on the SB28 simulations) indicates that the network may have learned
physical relations (coming from the galaxies phase-space distribution) rather than a common feature
among simulations.

4.2. Positions, velocities, & stellar masses

We now investigate whether we can make our model more precise, while keeping it robust, by
considering an additional galaxy property: the stellar mass. For this, we construct graphs in the
standard way (as described in Section 3) but taking as node features both velocity and stellar mass:

8 In the case of Astrid we only have 50 samples in the test set since the majority of the LH set was used for training.
9 To show the scores for the best model while testing it on Astrid and Magneticum, we removed respectively one and
four predictions that correspond to a �2 larger than 14.0. They are points in the test set that achieved this bad
inference and that we call “outliers”. Outliers not only because of the bad scores but mainly because they correspond
to particular realizations in the LH set with extreme values for the astrophysical parameters, which are realizations far
away from the fiducial model. We do not follow this procedure in the other models (apart from the best model, trained
on Astrid using only galaxy positions and z component of the velocity) because they end up with a huge number of
“bad” predictions, not only in the matter of fact to this issue.
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[vz,M?] (properties normalized as described in Section 3.1). We then train GNNmodels using catalogs
from the Astrid LH set.
We present the results in Figure 3. When testing the model on galaxy catalogs from the Astrid

LH set we find that the results improved for almost all the metrics: RMSE = 0.039, R2 = 0.863,
PCC = 0.936, b = �0.0090, ✏ = 9.62%, and �2 = 1.849, which means that the GNN was able
to extract more information from the catalogs. On the other hand, when testing the model on the
galaxy catalogs from the other simulation suites the scores worsen: RMSE 2 [0.032, 0.077], R2 2
[0.238, 0.926], PCC 2 [0.902, 0.966], b 2 [0.0096, 0.0651], ✏ 2 [10.7, 20.7]%, and �2 2 [2.825, 14.167].
In other words, the model has become more precise when tested on itself, at the expense of becoming
less accurate, when tested on other simulation sets. It is worth noting that some metrics actually
improved when tested on galaxy catalogs from Magneticum, as seen in Figure 3. It is not clear to us
what could be the explanation behind this: whether it is either a coincidence or due to the fact that
galaxies in Astrid and Magneticum are more alike somehow while considering this specific galaxy
property.
Our results are in agreement with those of Villanueva-Domingo & Villaescusa-Navarro (2022) who

performed a similar analysis with galaxy catalogs whose node features were the maximum circular
velocity, the stellar mass, the galaxy radius, and the star metallicity. While the model of those
authors was more precise than ours (likely due to the use of additional galaxy properties), it was
not robust. However, our models are slightly more robust; we believe this could be due to the fact
that we use catalogs with di↵erent stellar mass thresholds to train the models, which overcomes the
di↵erences due to the fact that we are marginalizing over di↵erent stellar mass thresholds. This
conclusion agrees with what Shao et al. (2022a) have found using the same idea of marginalization
over an augmentation technique.
We reach similar conclusions when testing our models on galaxy catalogs from simulations of the

CV sets (see the last panel of Figure 3), especially noticing that we have obtained a bias in the
predictions for the di↵erent simulations. We emphasize the importance of testing the models on
simulations as diverse as possible. Should we only have galaxy catalogs from Astrid and Magneticum
simulations, we could reach the wrong conclusion that the model was both more precise and accurate
than the one constructed using only positions and velocities.

4.3. Where does the information come from?

We now investigate where the information from our robust model (discussed in Section 4.1) comes
from. Since in that model we only made use of galaxy positions and velocities, there are only
three possibilities: 1) the information is coming from the positions of galaxies (clustering), 2) the
information is coming from the distribution of galaxy velocities, and 3) the information is coming
from both positions and velocities. Note that we are not considering attributing the importance to
the level of information coming from the number of galaxies in the catalogs because: a) as mentioned
in the Footnote 1, this global property only improved slightly the results, and b) we do not have a
considerable number of catalogs with the same number, or even with the same range of the number,
of galaxies (see Appendix A). This last reason should result in worse predictions due to the lack of
data to train the machinery and would not allow to test it in all the di↵erent sub-grid physics models
(which is the case of Magneticum, which only contains boxes with thousands of galaxies - see again
Appendix A).
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Figure 4. Likelihood-free inference of ⌦m using only galaxy positions. We present the results for models
trained on Astrid and tested on Astrid (top left), SIMBA (top middle), IllustrisTNG (top right), SB28
(second row left), Magneticum (second row right), and SWIFT-EAGLE (third row). The bottom panel
shows the results of testing on CV sets of Astrid, SIMBA, IllustrisTNG, and Magneticum.
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Figure 5. Likelihood-free inference of ⌦m using galaxy velocities in z direction. We present the results
for a model trained on Astrid and tested on Astrid (top left), SIMBA (top middle), IllustrisTNG (top right),
SB28 (second row left), Magneticum (second row right), and SWIFT-EAGLE (third row). The bottom panel
shows the results of testing on CV sets of Astrid, SIMBA, IllustrisTNG, and Magneticum.
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In order to address the first possibility we have made use of graphs where the nodes do not
contain any property. We train the model, in the Astrid suite, using the first slightly di↵erent
GNN architecture described in Section 3.2.1: galaxy positions, i.e., using the prescription pre-
sented in Equations 13-14 for the first message passing layer. We then test the model on the
di↵erent graphs from di↵erent simulation suites. The results are presented in Figure 4, follow-
ing the same scheme as Figure 2. In all the tests the results are visibly worse (with large error
bars) and significantly biased (when extrapolating to the other simulations). More specifically, we
found: RMSE 2 [0.084, 2.230], R2 2 �[0.680, 0.063], PCC 2 [�0.349, 0.854], b 2 [�0.5305, 0.0467],
✏ 2 [24.3, 483.2]%, and �2 2 [9.957, 70.730]. While testing the model in the CV sets we found a
low performance for all the metrics analyzed, with larger error bars. Our results are qualitatively in
agreement with those of Villanueva-Domingo & Villaescusa-Navarro (2022), who performed a similar
analysis but with galaxy catalogs with a fixed stellar mass threshold and did not use Astrid as the
training set. From this test, we conclude that the network cannot be extracting the information just
from galaxy clustering.
Next, we train a deep set model (see the second model presented in Section 3.2.1: galaxy velocities)

on galaxy catalogs that only contain the z component of the galaxy velocities (i.e. there are no
galaxy positions) and, then, we employed Equation 15. We used Astrid simulation to train the model.
Figure 5 displays the results. Also in this case we find that the model performs poorly: RMSE 2
[0.019, 0.082], R2 2 [0.084, 0.359], PCC 2 [0.715, 0.845], b 2 �[0.0398, 0.0010], ✏ 2 [5.8, 26.3]%, and
�2 2 [0.066, 8.893]. These results are distinct from what Villanueva-Domingo & Villaescusa-Navarro
(2022) found (while using a deep set as well), whose scores were comparable to the ones from the GNN.
Note that those authors used more galaxy properties and we only use the 1D velocity component.
The results for catalogs of the CV sets have large error bars and poor values for all the metrics. We
then conclude that galaxy velocities can not be alone the origin of the information extracted by the
network.
The above tests indicate that the network is making use of both positions and velocities to infer the

value of ⌦m. Another important point to highlight is that the models trained on galaxy positions alone
and galaxy velocities alone, although not very precise, seem to also not be robust. This may indicate
that the model that uses galaxy positions and velocities may be extracting robust information due
to constraints in phase space (e.g. the necessity to fulfill the continuity equation), directly encoding
e↵ective information on ⌦m.
These findings may be related to some previous ideas that correlate with the matter content of

the Universe to galaxy positions and peculiar velocities (Peebles 1980; Kaiser 1987; Cen et al. 1994;
Strauss & Willick 1995), and that motivated a number of e↵orts towards peculiar velocity surveys
(Howlett et al. 2017; Kourkchi et al. 2020; Howlett et al. 2022a). Besides, our results agree with
the findings of Shao et al. (2022a) who used GNNs to predict ⌦m based on positions and velocity
modulus, but for DM halo catalogs. Moreover, this intricate relation motivates a deep analysis of
the direct interpretation of the network predictions, which is being taken into account by us in Shao
et al. (2023), combining symbolic regression with the GNNs.

5. DISCUSSION AND CONCLUSIONS

The quest to extract the maximum information from galaxy redshift surveys has motivated the
development of many di↵erent approaches (Efron 1982; Feldman et al. 1994; Taylor et al. 2013;
Abramo et al. 2016; Heavens et al. 2017; Hahn et al. 2020; Uhlemann et al. 2020; Gualdi et al. 2021;
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Banerjee & Abel 2021; de Santi & Abramo 2022; Chartier & Wandelt 2022) and the upcoming data
from the current and next generation of surveys (Taylor & Braun 1999; Laureijs et al. 2011; Takada
et al. 2014; Amendola et al. 2013; Benitez et al. 2014; Spergel et al. 2015; DESI Collaboration et al.
2016; Euclid Collaboration: Castro et al. 2022; Pontoppidan et al. 2022), is pressing this field of
research. While we do not have a final answer to this question ML techniques are appearing as a
promising tool to tackle this problem (Ravanbakhsh et al. 2017; Ntampaka et al. 2020; Mangena et al.
2020; Hassan et al. 2020; Villaescusa-Navarro et al. 2021a; Cole et al. 2022; Perez et al. 2022). In
particular, GNNs stand out as good machinery to extract cosmological information from galaxy and
halo catalogs from simulations (Villanueva-Domingo & Villaescusa-Navarro 2022; Shao et al. 2022a;
Makinen et al. 2022; Anagnostidis et al. 2022).
GNNs are ideal methods to analyze galaxy redshift surveys because: 1) they are designed to work

with sparse and irregular data (Gilmer et al. 2017; Battaglia et al. 2018; Bronstein et al. 2021); 2)
it is easy to construct models that fulfill physical symmetries (Villanueva-Domingo & Villaescusa-
Navarro 2022); 3) they do not apply any cuto↵ on the scale to extract information. Perhaps the most
challenging task associated with ML methods is their robustness (Hassani & Javanmard 2022), a hard
question already explored using 2D maps with CNNs (Villaescusa-Navarro et al. 2021a), tabular data
(Villaescusa-Navarro et al. 2022a), and galaxy catalogs (Villanueva-Domingo & Villaescusa-Navarro
2022). The reason behind the lack of robustness of the models is unclear and can be due to multiple
factors: 1) data sets do not overlap; 2) models may be learning no physical e↵ects (e.g. numerical
artifacts); 3) data representation is di↵erent. We emphasize that precision is completely irrelevant
without accuracy. The only way to deploy ML models to perform analysis with real data is to employ
accurate models. Thus, robustness lies at the heart of this problem.
In this work, we have trained GNN models on thousands of galaxy catalogs from state-of-the-art

hydrodynamic simulations of the CAMELS project to infer the value of ⌦m at the field-level using
a likelihood-free approach. More importantly, we have investigated the robustness of the models by
testing them on galaxy catalogs from simulations run with completely di↵erent codes to the ones
used for training. We now outline the main takeaways from this work:

• The model trained on Astrid catalogs that only contain galaxy positions and velocities (the z
component) is able to infer the value of ⌦m with ⇠ 12% precision and accuracy when tested on
Astrid catalogs with di↵erent cosmologies and astrophysical parameters.

• The performance is similar when tested on galaxy catalogs from other galaxy formation simu-
lations (each with di↵erent cosmology and astrophysics) run with four di↵erent hydrodynamic
codes: IllustrisTNG, SIMBA, Magneticum, and SWIFT-EAGLE. This fact illustrates the ro-
bustness of the model under variations of the underlying subgrid physics.

• It also works well when tested on the SB28 set of the IllustrisTNG suite: a collection of 1024
simulations that varies 28 parameters (5 cosmological and 23 astrophysical) and therefore goes
well beyond the diversity used to train the model (where only 6 parameters are varied).

• Our model is also robust to changes in the halo/subhalo finder: the galaxy catalogs of the
SWIFT-EAGLE simulations were constructed employingVELOCIraptor, a di↵erent method
than the one used for training (SubFind). When we tested our model on SWIFT-EAGLE
catalogs we still obtained good predictions.
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• The above constraints were obtained using a very small volume (25 h�1Mpc)3 that only contains
⇠ 1000 galaxies with stellar masses above ⇠ 2⇥108 M�/h at z = 0. We note that some galaxy
catalogs contain a much larger (⇠ 5, 000, which is the case of Magneticum simulations) or
smaller (⇠ 30, in some Astrid boxes) number of galaxies and the model still performs well on
those.

• When training our models on galaxy catalogs that contain positions, velocities, and stellar
masses we are able to build models that are more precise but less accurate. In fact, those
models are no longer robust across di↵erent simulation codes and therefore could not be used
with real data.

• We find that our models are extracting information from both galaxy positions and veloci-
ties. Furthermore, models trained using catalogs that only contain galaxy positions or galaxy
velocities are not only less precise but also less accurate. We speculate that having both po-
sitions and velocities may improve the accuracy of the models as the phase-space distribution
is constrained by physical arguments, such as the continuity equation, that need to be fulfilled
independently of cosmology, astrophysics, and subgrid model employed.

Given the precision and accuracy of our model, it will be interesting applying it to peculiar ve-
locity surveys such as the SLOAN catalog (Howlett et al. 2022b) or even the Cosmicflows-4 catalog
(Kourkchi et al. 2020). We note that several steps need to be carried out before performing such a
task:

• The method needs to be shown robust to changes in super-sample covariance. This is because
in this analysis we did not account for such e↵ect at the training stage. If the method is not
robust to this e↵ect, we should retrain our models on galaxy catalogs from larger volumes
or catalogs that include the super-sample covariance e↵ect. We note that preliminary work
indicates that the models can deal with this e↵ect, at least partially. We refer the reader to
Appendix D) for further details.

• Through this work we are dealing with peculiar velocities from simulations. Therefore, we do
not take into account any model or changes to consider observational errors in this quantity.
The peculiar velocities of galaxies cannot be measured with infinite precision. A quantification
of how the error on the peculiar velocities propagates into the constrain in ⌦m needs to be
performed.

• An investigation on whether selection e↵ects may a↵ect the results is also needed, as some
surveys rely on particular tracers (e.g. supernovae) that are not available on all galaxies above a
certain stellar mass, as we consider here. Moreover, we plan to investigate the e↵ect of increasing
the number of galaxies and decreasing the number density in future work, competitive e↵ects
that will arise in real data and that are respectively low and high in the present analysis.

The possible application of this machinery to real data relies on one inherent limitation of the
presented methodology, a question that is still related to robustness. This is because the GNN will
be able to extrapolate their predictions only if applied to something compatible with the data set on
which it has been trained. In other words, if the CAMELS suite of simulations will be able to capture
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the main characteristics of our observable Universe. We plan to carry out these tasks in future work
and show if the model can be robust, accurate, and precise to be able to infer a good estimate for ⌦m.

We now discuss the similarities and di↵erences between this paper and previous works:

• Villanueva-Domingo & Villaescusa-Navarro (2022): our best model was achieved using a new
CAMELS hydrodynamical set of simulations: the Astrid catalogs (di↵erent of IllustrisTNG
and SIMBA suites, used in that work); only 3D galaxy positions and 1D velocity components
carried all the information (di↵erently from what these authors have considered, using stellar
metallicity, galaxy radius, and maximum circular velocity too); we employed in the training
stage a marginalization over di↵erent minimum values for stellar mass thresholds, instead of
considering only one for all the ML stages; therefore, our results are robust over di↵erent subgrid
physics, what does not happen in that work.

• Shao et al. (2022a): we have trained our models on galaxy, rather than of halo catalogs from
N-body simulations; we make use of galaxy observables as input information (positions and
velocity in only one direction), di↵erent from considering the modulus of galaxy peculiar ve-
locities.

• Makinen et al. (2022): these authors used the Quijote halo suite (Villaescusa-Navarro et al.
2020), which does not consider subhalo properties. Besides, their analysis utilizes a di↵erent
method to compute posteriors than the one employed here.

• Anagnostidis et al. (2022): in all our analyses we make use of hydrodynamical catalogs, con-
sidering astrophysics information. These authors consider lightcones from halo catalogs which
is not taken into account here.

Overall, this paper presents a new method to study cosmology using the clustering and velocities
of galaxies at the field-level, without imposing any cut on scale, that seems robust to changes in
cosmology, astrophysics, subgrid physics, and galaxy identification algorithms.
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Rodrigues, Joop Schaye, Matthieu Schaller, Lucia A. Perez, and the CAMELS team for the enlight-
ening discussions and valuable comments. We thank the São Paulo Research Foundation (FAPESP),
the Brazilian National Council for Scientific and Technological Development (CNPq), and the Si-
mons Foundation for financial support. NSMS acknowledges financial support from FAPESP, grants
2019/13108-0 and 2022/03589-4. The CAMELS project is supported by the Simons Foundation
and NSF grant AST 2108078. TC is supported by the INFN INDARK PD51 grant and the FARE
MIUR grant “ClustersXEuclid” R165SBKTMA. EH acknowledges supported by the grant agree-
ments ANR-21-CE31-0019 / 490702358 from the French Agence Nationale de la Recherche / DFG
for the LOCALIZATION project. DAA acknowledges support by NSF grants AST-2009687 and AST-
2108944, CXO grant TM2-23006X, and Simons Foundation award CCA-1018464. The research in
this paper made use of the SWIFT open-source simulation code (http://www.swiftsim.com, Schaller
et al. 2018) version 1.2.0. The training of the GNNs has been carried out using graphics processing
units (GPUs) from Simons Foundation, Flatiron Institute, Center of Computational Astrophysics.

https://bv.fapesp.br/en/bolsas/187647/cosmological-covariance-matrices-and-machine-learning-methods/
https://bv.fapesp.br/en/bolsas/202438/machine-learning-methods-for-extracting-cosmological-information/
http://www.swiftsim.com


25

Figure 6. Comparison of the number of galaxies per LH catalog in CAMELS simulations for Astrid (top
left), SIMBA (top middle), IllustrisTNG (top right), SB28 (bottom left), Magneticum (bottom middle),
and SWIFT-EAGLE (bottom right). The horizontal lines correspond to the mean number of galaxies per
simulation.

APPENDIX

A. GRAPH DETAILS

All the graphs built in this work follow the prescription presented in Section 3.1. The simple visual
inspection of Figure 1 indicates some disparity among graphs from the di↵erent simulation suites.
In this appendix, we explore some other aspects of the graphs and their characteristics according to
the di↵erent simulations.
In Figure 6 we compare the number of galaxies in the LH catalogs for the di↵erent CAMELS

simulations, considering a threshold in stellar mass as M? = 1.95 · 108 M�/h. In almost all the cases
the mean number of galaxies is ⇠ 1000, being a bit lower (⇠ 700) for IllustrisTNG and its variation
SB28, and dramatically higher (⇠ 3, 600) for Magneticum. Besides, we can see that Astrid includes
catalogs with a huge range of galaxy number (N 2 [30, 5, 000]), while the SIMBA and IllustrisTNG
LH sets are much narrower (the same follows for SB28, with a higher dispersion of galaxy number,
but not so broad as in Astrid). Finally, the range of the number of galaxies for Magneticum is
N 2 [1000, 5500], including catalogs with such a large number of galaxies that do not have equivalent
simulations in the SIMBA and IllustrisTNG data sets. As mentioned in Section 3.1 the large number
of galaxies in Magneticum is related to the particular feedback model employed in those simulations.
The distances and the number of edges among the galaxies belonging to di↵erent catalogs were also

investigated, as well the percentage of single galaxies per catalog. As expected, the distances among
galaxies cover a range d 2 [10�2, 21.65] h�1Mpc. All the catalogs have a similar shape in their spatial
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Figure 7. Likelihood-free inference of �8 using galaxy velocities on the z direction and stellar mass

(on the left) and halo mass (on the right) as node attributes. We present the results for a model trained
on Astrid and tested on Astrid.

distributions, with small di↵erences on small scales. Single galaxies (the ones which are not connected
to any other, and therefore only contribute to the propagation of their node information), on average,
do not correspond to more than ⇠ 20% of the galaxies in the catalogs. This means that most of the
information of the galaxies came from their connections (i.e. clustering properties). The number of
edges per catalog is of order ⇠ 10, 000, indicating that most galaxies have ⇠ 10 connections. Finally,
the rlink found in all the models, for all di↵erent CAMELS sets in the hyperparameter training
optimization, was around 1.25 h�1Mpc.

B. INFERRING SIGMA 8

In this appendix, we present our e↵orts in trying to infer �8 using galaxy catalogs as graphs to
feed GNN models. We made a sequence of tests of properties to include as node information in our
graphs and none of them resulted in a robust model. Here we present two main results guided by:
(1) Villanueva-Domingo & Villaescusa-Navarro (2022) while using galaxy velocities (in one direction)
and including one more galaxy property, the stellar mass; and (2) Shao et al. (2022a) when using
the host halo mass as node information for the graphs. The results are shown in Figure 7. In
both models, we found poor performance: higher values for RMSE (> 0.1), negative values for R2

(�[3.4, 1.1]) and low values for PCC ([0.49, 0.56]). In the case of the model which uses the halo mass,
the �2 value is higher too (> 5.5). Furthermore, the predictions are around the fiducial/mean value,
without covering the whole range of values and having higher error bars.
As already shown by Villanueva-Domingo & Villaescusa-Navarro (2022), it is a challenge to infer this

cosmological parameter using galaxy information, which may need more galaxy properties (stellar
mass, galaxy radius, metallicity, and maximum circular velocity) to achieve better performance.
Then, because of relying on galaxy properties that di↵er substantially among the di↵erent simulations,
it is hard to get a robust model. That is why our inference while using only galaxy velocity and
stellar mass, is worse than these authors’ results. On the other hand, because we are using all galaxies
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Figure 8. Likelihood-free inference of ⌦m using galaxy positions and velocities in the z direction. We
present the results for LH set tests of a model trained on SIMBA (on the left) and IllustrisTNG (on the
right) and tested on Astrid, SIMBA, IllustrisTNG, SB28, and Magneticum respectively from the top to the
bottom.

(centrals and satellites), our results are not directly comparable to the ones presented in Shao et al.
(2022a), where only halo catalogs (without subhalos) are employed.
Therefore, we conclude, in agreement with Villanueva-Domingo & Villaescusa-Navarro (2022) and

Villaescusa-Navarro et al. (2022a) that to constrain �8 precisely, we need larger volumes, as no ML
technique was able to infer their value using only galaxy information. Besides, getting the correct
value of this parameter can be challenging also for the standard approaches due to the small size of
the boxes in the CAMELS suite. One possible solution can be found in Perez et al. (2022), where
the authors obtained good constraints to predict �8 using machine learning methods to deal with the
usual summary statistics, for larger boxes (100 h�1Mpc). Another possible way to solve the puzzle
related to �8 predictions should train a GNN on galaxy catalogs at higher redshifts and look for their
impact on galaxy populations. This can be mostly related to the response of �8 in the abundance
of more massive structures due to hierarchical structure formation, which does not happen at z = 0,
where small galaxy populations dominate (Ni et al. 2023). This will be addressed in future work.

C. SIMBA AND ILLUSTRISTNG RESULTS

The present appendix follows the results of Section 4.1, for models trained using SIMBA and
IllustrisTNG data sets. We stress that the GNN architecture follows the same structure as the one
used in the best model (but with a di↵erent set of hyperparameters, found using Optuna).
All the results are presented in Figures 8, 9 and 10, where we plot the values for {truth - inference} in

the y-axis, while the x-axis shows either the truth values of ⌦m or an arbitrary order of the predictions
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Figure 9. Likelihood-free inference of ⌦m using galaxy positions and velocities in the z direction. We
present the results for a model trained on SIMBA (on the left) and IllustrisTNG (on the right) and tested
on SWIFT-EAGLE.

Figure 10. Likelihood-free inference of ⌦m using galaxy positions and velocities in the z direction.
We present the results for CV set tests of a model trained on IllustrisTNG and tested on Astrid, SIMBA,
IllustrisTNG, SB28, and Magneticum.

by simulation suite. The metrics for the models trained on SIMBA/IllustrisTNG and tested on them-
selves are very good (even compared to the best model): RMSE = [0.030, 0.031], R2 = [0.911, 0.928],
PCC = [0.960, 0.968], b = [0.0041, 0.0062], ✏ = [7.9, 9.7]%, and �2 = [1.422, 1.811]. However,
all the tests on the other simulations are worse: RMSE 2 [0.018, 0.190], R2 2 [�2.922, 0.885],
PCC 2 [0.252, 0.963], b 2 [0.0059, 0.1384], ✏ 2 [4.6, 46.1]%, and �2 2 [0.424, 681.821]. The worst
predictions show up when the networks are tested on Magneticum (both, for the model trained on
SIMBA and IllustrisTNG, but being worse for the latter). The tests on SWIFT-EAGLE and in the
CV sets show that the scores are, in most cases, a bit worse compared to the best model (when we
train the model using Astrid).
Our results suggest that the very poor predictions for Magneticum are due to the fact that the

models trained on SIMBA and IllustrisTNG have never seen catalogs with such a high number of
galaxies, which is the case for Magneticum catalogs (see Appendix A, specially Figure 6, which shows
that Astrid covers a large range of number of galaxies when compared to SIMBA and IllustrisTNG).
We have tested to increase the stellar mass cut in Magneticum catalogs and have obtained better
predictions (comparable to the same models tested on the other catalogs apart themselves) while
using the models trained on SIMBA/IllustrisTNG. This shows that reducing the number of galaxies
in Magneticum catalogs improves their inferences significantly. Therefore, although the number of
galaxies is not the most important property in the analysis, we can clearly see their e↵ect on the
model predictions while taking a look at these results.
Finally, in contrast to the robust model that was trained using Astrid, the inferences from the models

trained using SIMBA and IllustrisTNG are, unfortunately, not robust across di↵erent simulations.
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Figure 11. Likelihood-free inference of ⌦m using galaxy positions and velocities in the z direction. We
present the results for a model trained on Astrid and tested on: (1) 50 random (25 h�1Mpc)3 sub-volumes
of the IllustrisTNG300 simulation (on the left) and (2) Astrid (on the right). In both cases the model
was trained considering the periodic boundary conditions (PBC) and tested without this consideration.

D. SUPER-SAMPLE COVARIANCE ANALYSIS

We start noticing that our 25 h�1Mpc boxes have a mean overdensity, h⇢/⇢̄i = 1. In the real
Universe, (25 h�1Mpc)3 patches will not satisfy that equality, and values larger or smaller will appear
due to the presence of power on modes larger than the size of that region. Those modes are expected
to a↵ect both the clustering of galaxies and their internal properties. Here we investigate whether
such e↵ects will a↵ect our models. To test this, we made use of the IllustrisTNG300-1 simulation,
which covers a periodic volume of (205 h�1Mpc)3 at a slightly higher resolution than the CAMELS
simulations.
We have selected 50 random (25 h�1Mpc)3 sub-volumes within the IllustrisTNG300 box, taking

the galaxies in those sub-volumes and constructed graphs to input into our model. It is important
to note that we have turned o↵ the periodic boundary conditions (PBC) when constructing the
graphs, due to the fact that the distribution of galaxies is not periodic within the sub-volumes. The
results of testing our model with these galaxy catalogs are shown in Figure 11. We can see that
the inferences for the IllustrisTNG300 catalogs have a positive bias of b = 0.0432 and the di↵erent
estimations fluctuate around an o↵set that we indicate as Min �2

TNG300
. This value represents the �2

minimization considering the IllustrisTNG300 inferences.
In order to test if this o↵set can be an e↵ect of turning o↵ the PBC we have tested the model

on Astrid galaxy catalogs whose graphs have been constructed neglecting PBC. The results are
presented in the right panel of Figure 11. We can see that we find almost the same o↵set for these
new predictions.
Given the large e↵ect that the PBC have on our results, we have retrained the GNN model on

Astrid galaxy catalogs whose graphs are constructed without using PBC. We then test that model
on galaxy catalogs from 100 random sub-volumes of the IllustrisTNG300 simulation. The results are
presented in Figure 12. We can see that the inferences do not exhibit good scores: RMSE = 0.089,
b = �0.0073, ✏ = 24.8%, and �2 = 34. Even so, all the predictions fluctuate around the true values,
indicating that we may have outliers. After removing predictions related to �2 > 14.0 (35 points) we
achieve better results that follows for: RMSE = 0.059, b = �0.0118, ✏ = 16.6%, and �2 = 4, 0.
From these results, we conclude that our method is not severely a↵ected by super-sample covariance

in the majority of the cases, although it does not work in all scenarios. We note that the fraction
of outliers (i.e. cases where the model performs badly) is much higher in this test case than in,
e.g., SB28 simulations. This indicates that further work is needed to either account for super-sample
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Figure 12. Likelihood-free inference of ⌦m using galaxy positions and velocities in the z direction.
We present the results for a model trained on Astrid and tested on 100 random (25 h�1Mpc)3 sub-volumes
within IllustrisTNG300. This specific model was trained without the periodic boundary conditions (PBC)
and tested without this too.

covariance e↵ects or to identify the range of validity of our models. We leave this task for future
work.
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