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Abstract
Point defects in hexagonal boron nitride (hBN) are promising candidates as single-photon emitters
(SPEs) in nanophotonics and quantum information applications. The precise control of SPEs
requires in-depth understanding of their optoelectronic properties. However, how the surrounding
environment of host materials, including the number of layers, substrates, and strain, influences
SPEs has not been fully understood. In this work, we study the dielectric screening effect due to the
number of layers and substrates, and the strain effect on the optical properties of carbon dimer and
nitrogen vacancy defects in hBN from first-principles many-body perturbation theory. We report
that environmental screening causes a lowering of the quasiparticle gap and exciton binding
energy, leading to nearly constant optical excitation energy and exciton radiative lifetime. We
explain the results with an analytical model starting from the Bethe–Salpeter equation
Hamiltonian with Wannier basis. We also show that optical properties of quantum defects are
largely tunable by strain with highly anisotropic response, in good agreement with experimental
measurements. Our work clarifies the effect of environmental screening and strain on
optoelectronic properties of quantum defects in two-dimensional insulators, facilitating future
applications of SPEs and spin qubits in low-dimensional systems.

1. Introduction

Point defects in two-dimensional (2D)materials have
been found to possess outstanding quantum prop-
erties such as stable single-photon emission, and
have been exploited as spin quantum bits (qubits)
for quantum information technologies [1, 2]. The
single-photon emitters (SPEs) in 2D materials are
highly stable and tunable [2–4], and in particular,
their optical activation can be spatially controlled and
tuned by strain [5, 6], emphasizing the great potential
of SPEs in 2D materials.

The defect candidates with promising quantum
properties exhibit deep-level states or form a
defect-bound exciton. A large number of defects
in hexagonal boron nitride (hBN) have been pro-
posed since the report by Tran et al [7]. So far,
spin defect V−

B has been unambiguously identified

from experiment [8–11] and theory [12, 13]. Many
of the other defects, whose atomic origins are yet
to be determined, were found to be ∼2 and ∼4 eV
SPEs [14–17]. From theoretical predictions, NBVN [7,
14], boron dangling bonds [18], CBVN [19, 20], and
carbon trimers [21–24] were proposed to be defect
candidates for the ∼2 eV SPEs, while CBCN [25],
CNON [26], Stone–Wales defect [27], and carbon
ring [28] were propsed for the∼4 eV SPEs.

Among the proposed defect candidates, only par-
tial experimental observations can be explained.Most
importantly, large variations of key physical prop-
erties including zero-phonon line (ZPL), photolu-
minescence lifetime, and Huang–Rhys factor [22, 29]
were observed. The physical origin of such variation
is undetermined, with only some plausible explan-
ations. For example, it is speculated that different
substrates or sample thicknesses used in experiments
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may lead to variation [7, 15, 30]. Strain can be
another source for the variation, as indicated by the
past experimental studies [14, 31, 32]. Natural strain
can be introduced when placing materials on top of
substrates.

Theoretically, first-principles computation has
been a powerful tool for identifying and proposing
new defects as SPEs and spin qubits in 2D materi-
als [33]. However, different structural models includ-
ing monolayer, multilayer or bulk hBN [13, 21–
25] were used in different studies, which lead to
difficulties in comparison with experiments and
comparison among different theoretical studies.
Furthermore, the effect of substrates has been mostly
examined at the mean-field level by DFT with semi-
local functionals, where excitonic effects are not con-
sidered [34–36]. Finally, the effect of strain on optical
properties, such as absorption spectra, exciton bind-
ing energies, and radiative lifetime, has not been
investigated to the best of our knowledge.

In this work, from first-principles calculations,
we investigate the environmental screening effect
due to the layer thickness and substrates, as well as
the strain effect on the optoelectronic properties of
point defects in hBN. In order to pick representat-
ive defects for general conclusions, we choose CBCN
as an example of extrinsic substitutional defects and
NBVN as an example of native vacancy defects, both
of which are commonly found in hBN and previously
proposed to be possible∼4 and∼2 eV SPEs, respect-
ively. Our results provide an estimation of how sens-
itive the excitation energy, exciton binding energy,
and ZPL are to strain, and we explain their qualitat-
ive trends through molecular orbital theory. We also
provide intuitive and comprehensive understanding
of the environmental screening effect on defect prop-
erties through both first-principles many-body per-
turbation theory calculations and analytical models.

2. Computational method

The ground state calculations are carried out by
density functional theory implemented in the
QuantumEspresso package [37], with the Perdew–
Burke–Ernzerhof (PBE) exchange correlation func-
tional [38]. We use the SG15 optimized norm-
conserving Vanderbilt pseudopotentials [39, 40] and
80 Ry wave function kinetic energy cutoff (320 Ry
charge density cutoff) for the plane wave basis set.
The defect calculations are performed with a 6× 6
supercell and 3× 3× 1 k-point sampling, based on
our convergence tests in previous studies [22, 31, 41].

We perform the many-body perturbation the-
ory calculations with G0W0 (one-shot GW, G stands
for Green’s function and W stands for screened
Coulomb interaction) starting from PBE elec-
tronic states for the quasiparticle energies, and solve
the Bethe–Salpeter equation (BSE) for the optical

properties [42] with excitonic effects by the Yambo-
code [43].We note that in our previous work [44], we
compared GW and hybrid functional calculations for
the electronic structure of hBN and its point defects.
We found G0W0@PBE and the Koopmans-compliant
hybrid functional give similar electronic structure
for hBN and its point defects. The GW calculation is
carried out with 8 Ry response block size and 1800
energy bands for the dielectricmatrix and self-energy,
while we use 5 Ry and 80 bands for the BSE kernel and
optical spectra calculations. With the 2D Coulomb
truncation technique [45], the quasiparticle energies
are converged within 10 meV at 33.5 a.u. vacuum
size. More details on convergence tests can be found
in supplementary figures S1 and S2.

We then calculate the ZPL by subtracting the
Frank–Condon shift EFC from the BSE excitation
energy, where the EFC is obtained by the constrained
DFT (cDFT) technique [41]. By taking the excitation
energy and exciton dipole moment from the solu-
tion of BSE, we then evaluate radiative lifetime for
defects in 2D systems derived from Fermi’s golden
rule, with τR = 3πϵ0h4c3/nDe2E3µ2 [41, 46]. Here E
is the exciton energy, c is the speed of light, µ2 is the
modulus square of the exciton dipole moment, and
nD is the reflective index, which is one for monolayer
hBN.

For the study of layer thickness and substrate
effects, we apply our recently developed sum-up
effective polarizability (χeff-sum) with the reciprocal-
space linear interpolation technique, in order to
account for the impact of substrates and multilayers
[47, 48]. This method allows us to separate the total
interface into two subsystems as substrate pristine lay-
ers and defectivemonolayer, allowing a large saving of
computational cost and avoiding artificial strain from
enforcing lattice matching at interfaces.

3. Results and discussion

3.1. Electronic and optical properties of defects in
hBN
We start from a discussion of electronic struc-
ture and optical properties of defects in monolayer
hBN, followed by a discussion of strain and layer
thickness/substrate effects. We choose carbon dimer
(CBCN) and nitrogen vacancy (NBVN) defects in hBN
as our prototypical systems, both of which are com-
mon defects in hBN. In particular, CBCN was identi-
fied as a defect candidate for 4 eV SPE in hBN [49].
The atomic structures and electronic structures of
CBCN andNBVN are shown in figures 1 and 2, respect-
ively. The atomic structures show that both CBCN
and NBVN belong to the C2v point symmetry group.
We label the defect wave functions according to the
irreducible representations to which they transform
(details of symmetry notation can be found in SI
section III). In particular, the 1b1 and 2b1 states of
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Figure 1. Structural and electronic properties of carbon
dimer (CBCN) in hBN. (a) Atomic structure,
(b) defect-related wave functions, and single-particle
diagrams of the ground state at the level of (c) PBE and
(d) G0W0@PBE. The zero energy is aligned to the vacuum
level, and the defect states are labeled by their wave function
symmetry based on the irreducible representation of the
C2v symmetry group.

Figure 2. Structural and electronic properties of nitrogen
vacancy (NBVN) in hBN with C2v symmetry. (a) Atomic
structure, (b) defect-related wave functions, and
(c) single-particle diagram of the ground state at the
G0W0@PBE level. The vacuum level and defect state
notations are set up in the same way as CBCN.

CBCN, and 1b1↑ and 2b1↑ states ofNBVN are of interest
(the symmetry notation of orbitals and the corres-
ponding character table can be found in section III.A
of the supplementary material), as they correspond
to the optically allowed intra-defect transitions [31,
49]. The comparison between the electronic struc-
tures at PBE andG0W0@PBE levels in figures 1(c) and
(d) indicates that the quasiparticle correction shifts
the occupied defect states downward and unoccupied
states upward, opening up the defect gap of CBCN to
6.33 eV from 3.55 eV, and the defect gap of NBVN to
4.30 eV from 2.06 eV at PBE.

We then carried out BSE calculations for the
related vertical excitation energy. The complete BSE
spectra and the exciton wave function are presented
in supplementary figures S3 and S4. We note that
the electronic gap of monolayer hBN is obtained as
7.01 eV in this work, which is consistent with pre-
vious theoretical studies [50–52]. The optical gap by
BSE is 6.01 eV, which is consistent with the ∼6 eV
experimental optical gap of hBN [53], considering
that the bulk and monolayer hBN optical gaps are
very similar as discussed in figure 7. The results of
CBCN indicate the presence of a single isolated peak

Figure 3. Directions of uniaxial strain along || and⊥ to the
C2 axis.

related to the 1b1 → 2b1 transition at the BSE excit-
ation energy (EBSE) of 4.44 eV, with a corresponding
exciton binding energy of 1.89 eV and a radiative life-
time of 1.1 ns. The ZPL energy (EZPL) was calculated
to be 4.32 eV by subtracting the Franck–Condon shift
(EFC) of 0.12 eV from the BSE excitation energy. This
result is in agreement with previous studies, where
a ZPL around 4.3 eV has been obtained using cDFT
with hybrid functional [49] orGW&BSEwith a finite-
size cluster approach [54].

We acknowledge the intricate nature of local
structural distortion and optical transition of the
NBVN defect, and a related detailed discussion is
presented in the supplemetary material, section VI.
However, to keep the main text concise, we focus
on the 1b1↑ → 2b1↑ transition at C2v defect sym-
metry. The vertical transition energy for 1b1↑ → 2b1↑
is 2.12 eV with a 57 ns radiative lifetime. The ZPL is
1.60 eV after subtracting the EFC of 0.52 eV from the
vertical transition by solving the BSE. Upon consid-
ering the transition to the lower symmetry ground
state at Cs symmetry due to out-of-plane distor-
tion, the ZPL energy increases to 1.70 eV. Our result
for 1b1↑ → 2b1↑ transition-related ZPL is lower than
the previous calculation [5, 55] at hybrid functional,
but consistent with previous BSE results of NBVN
in Cs symmetry [56]. This highlights the import-
ant difference when the excitonic effect is taken into
account.

3.2. Effect of strain
We investigate the effect of strain by applying it along
two in-plane uniaxial directions, where the paral-
lel (∥) strain denotes the strain along the C2 axis,
and the perpendicular (⊥) strain denotes the direc-
tion perpendicular to the C2 axis (figure 3). The uni-
axial strain here is defined as the stretching ratio of
the lattice along a certain direction, with its mag-
nitude as ϵ= (l− l0)/l0, where l0 and l are the lat-
tice lengths before and after the strain is applied.
ϵ denotes the macroscopic strain on the entire sys-
tem. The strain tensor can thus be written as ϵi,j =
ϵcosθi cosθj [6] where θi(θj) is the angle between the
strain axis and the ith(jth) coordinate direction (as
defined in figures 1(a) and 2(a)).

Due to the C2v symmetry,the first-order response
of the ZPL to the applied strain depends only on two
in-plane diagonal components of the strain tensor,
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Figure 4. Strain effect on electronic and optical properties of the 1b1 → 2b1 transition at CBCN in hBN. (a) Bond length change of
the CBCN defect as parallel (to C2 symmetry axis, ∥) and perpendicular (⊥) strain is applied. (b) Electronic energy gap change
between defect states, including PBE and GW@PBE results along two directions of strain. (c) Optical spectra (only the energy
range below the bulk-state transition is shown) are red-shifted as the strain increases at both random-phase approximation (RPA)
level (blue) and BSE level (orange). The radiative lifetime is denoted as τR. (d) BSE excitation energy and ZPL energy (up),
exciton binding energy (Eb, down).

and thus can be written as (the detailed derivation
can be found in the supplementary material, section
III.B):

∆EZPL = ϵ(κ∥cos
2θ+κ⊥sin

2θ), (1)

where θ is the angle between the strain axis and
C2 axis. The energy response to strain is quantified
by two linear strain susceptibilities κ∥(⊥). In order
to understand the determining factors on the ZPL
energy change (∆EZPL) when applying strain,∆EZPL
can be decomposed into different contributions as
follows:

∆EZPL =∆EPBE+∆EQP−∆Eb −∆EFC, (2)

where ∆EPBE is the change of DFT single-particle
energy at the PBE level due to strain; ∆EQP is the
change of quasiparticle energy correction;∆Eb is the
change of exciton binding energy by solving the BSE;
and ∆EFC is the change of excited state relaxation
energy (Franck–Condon shift) under strain.

We thus can separate the ZPL’s strain susceptibil-
ity (κZPL) into terms corresponding to different levels
of contribution from equation (2):

κ
∥(⊥)
ZPL = κ

∥(⊥)
PBE +κ

∥(⊥)
QP −κ

∥(⊥)
b −κ

∥(⊥)
FC . (3)

By providing all the strain susceptibility compon-
ents in equation (3), we can reveal the origin of the
ZPL response to strain.

The effect of strain on the structural, electronic,
and optical properties of CBCN in monolayer hBN is
described in figure 4. Figure 4(a) displays the change
in three bond lengths, including the defect–defect
bond length (C–C) and the defect–nearest-neighbor
bond lengths (C–N and C–B). All three bond lengths
increase linearly with strain (where a positive sign
denotes stretching strain and a negative sign denotes
compressing strain). Figure 3(b) illustrates the change

in the defect electronic energy gap at the PBE level
(EPBE) and the G0W0@PBE level (EGW). Figures 4(c)
and (d) present the optical properties of the defect
emitter, including the absorption peak related to
1b1 → 2b1 transition at RPA and BSE levels (c), and
the corresponding BSE excitation energy (EBSE), ZPL
(EZPL), and exciton binding energy (Eb) as a func-
tion of strain (d). Both the optical and electronic
energy gaps of the defect-related transition exhibit a
linear red shift with increasing strain, with the parallel
strain resulting in a larger response compared to the
perpendicular strain. However, the radiative lifetime
(τR) and exciton binding energy (Eb) show negligible
response to the strain.

The linearity of response to strain in figure 4
suggests that the linear response model represented
by equations (1) and (3) is adequate. As a result,
the strain susceptibility and bond length change rate
(Rν , related to the local bond length change speed
under strain, will be defined later) are summarized in
table 1. Similar calculations were performed for the
NBVN defect system and are summarized in the same
table.

The results of ZPL strain susceptibility (κZPL)
reveal that the CBCN defect exhibits a similar neg-
ative strain susceptibility (red shift of ZPL) in both

∥ and ⊥ components, i.e. κ∥
ZPL =−49.63 meV%−1

and κ⊥
ZPL =−36.49 meV%−1. On the other hand,

the NBVN defect exhibits a disparate strain response
behavior in two directions, where the ∥ com-

ponent of strain susceptibility is negative (κ∥
ZPL =

−105.20 meV%−1) and the ⊥ component is pos-
itive (κ⊥

ZPL = 38.02 meV%
−1). The sign difference

in strain susceptibility reflects the different bonding
nature of the defects as discussed later. By substi-
tuting the two components of strain susceptibilities
into equation (1), one can determine the ZPL energy
shift under any uniaxial strain in the linear response
regime. Previous experimental work has shown that
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Table 1. The bond length change rate (R) and strain susceptibilities (κ, with unit of meV%−1) of CBCN and NBVN under parallel (∥)
and perpendicular (⊥) strain. The subscript of R denotes the atomic distance/chemical bond of interest, surrounding the defect center.
The subscript of κ represents various contributions, i.e. ‘QP’ denotes quasiparticle correction; ‘b’ denotes exciton binding energy; ‘FC’
denotes Frank–Condon shift; ‘ZPL’ denotes zero-phonon lines.

CBCN

RC–C RC–B RC–N κPBE κQP κb κFC κZPL

∥ 0.613 0.301 0.411 −41.58 −15.70 −8.90 1.30 −49.63
⊥ 0.144 0.629 0.688 −17.75 −11.40 2.82 4.64 −36.49

NBVN

RB–B RB–N — κPBE κQP κb κFC κZPL

∥ 0.463 1.664 — −59.70 −19.32 −14.27 40.35 −105.20
⊥ 2.072 0.490 — 44.96 1.00 2.05 6.31 38.02

the uniaxial strain susceptibility of 2 eV SPE ranges
from −120 to 60 meV%−1 without specifying the
strain direction [6, 14, 57]. Therefore, our calculated
strain response for the NBVN defect falls within the
experimental strain susceptibility range [58] (more
related discussion is detailed in the supplementary
material).

Our analysis of κZPL composition in table 1 indic-
ates that the determining factors for strain response
are different between the two defect systems. For the
CBCN defect, the change from single-particle level at
PBE and GW (κPBE and κQP)is the dominant con-
tribution, while exciton binding energy κb and the
Frank–Condon shift κFC have a negligible impact.
On the other hand, for the NBVN defect, although
κPBE and κQP still dominate, the other contribu-
tions from κb and κFC have a sizable impact for

κ
∥
ZPL (not for κ

⊥
ZPL). Our analysis of the strain sus-

ceptibility highlights the importance of many-body
effects and excited-state relaxation in determining the
optical strain response. These factors impact both
the magnitude and anisotropicity of the response. In
light of these findings, it is crucial to consider these
effects in the study of strain engineering for optical
spectroscopy.

We then discuss the bond length change rate
(Rν) of local atomic distance ν (table 1) to identify
the most relevant molecular orbitals responding to
strain. The bond length change rate is defined as
(dν − d0ν)/(d0ν), with d0ν and dν as the local atomic
distances before and after applying the strain. This
quantity indicates to what extent the macroscopic
tensile/compression strain can be transferred into
the microscopic local structural change. This helps
us develop insights into optoelectronic properties
based onmolecular orbital theory, given the localized
nature of defect-related wave functions.

For example, in the CBCN defect system, the C–C
bond has the largest change under parallel (∥) strain
to the C2 axis (therefore the largest RC–C), which
induces change to the correspondingmolecular orbit-
als (MO) between two carbon atoms. From the defect
wavefunctions in figure 1(b), we find that the lower
defect level 1b1 has a π bonding character between

two C atoms; instead, the higher defect level 2b1 has
a π∗ antibonding character. As a result, the stretch-
ing of the C–C bond weakens charge density over-
lap between two C atoms, leading to a decrease of the
energy gap between π (1b1) and π∗ (2b1), shown as
a red shift in figures 4(b) and (c). This change also
results in a negative strain susceptibility in table 1.
Similar discussions can be applied to the NBVN defect
system; one exception is that the strain susceptibil-
ity is positive when applying strain perpendicular to
the C2 axis of the NBVN defect, where we find the B–
B distance has the largest change (RB–B close to 1).
Interestingly, the highest occupied defect level 1b1 has
a nearly non-bonding character between twoB atoms,
but the lowest unoccupied defect level 2b1 in the
same spin channel has a bonding character between
two B atoms. Stretching the B–B bond will decrease
the charge density overlap between the two B atoms,
which increases the energy of 2b1 but weakly affects
1b1. As a result, the energy gap between two defect
levels is increased, which explains its positive κ along
the⊥ direction, opposite to the others in table 1.

In summary, our study analyzed the effects of
strain on the electron and optical properties of hBN
defects through the use of two representative sys-
tems: the carbon dimer defect CBCN and the nitrogen
vacancy complex NBVN. Our calculations included
both many-body effects and relaxation of excited
states in determining the strain susceptibility of the
ZPL. Our findings emphasized the importance of
incorporating many-body contributions in studies of
optical spectroscopy under strain. Additionally, we
analyzed the different signs of strain response sus-
ceptibility through molecular orbital theory, after
identifying the primary molecular orbitals respond-
ing to strain.

3.3. Layer thickness dependence and substrate
effect
We next look at the layer thickness dependence and
substrate effects on defect emitter properties. We use
our implicit χeff-sum method [47, 48] to calculate
the properties of one isolated defect within 1–3 layers
(figures 5(a) and (b)) and bulk hBN (figure 5(c)). We
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Figure 5. Lattice structures of (a) defect in double-layer
hBN, (b) defect in three-layer hBN, (c) defect in bulk hBN,
(d) defect in monolayer hBN on MoS2 and SnS2 substrates.

Figure 6. Benchmark calculations of CBCN in two-layer
hBN for χeff -sum implicit method. The figure shows the
absorption spectra by solving the BSE. The table below the
absorption spectra listed the BSE defect peak transition
energy (EBSE), radiative lifetime (τR), electronic energy gap
between defect states at GW@PBE level (EGW), and exciton
binding energy of the defect peak (Eb). The errors (Error)
are the difference of results obtained by implicit and explicit
methods. We noticed there is an error cancellation between
EGW and Eb.

choose the AA’ stacking structure and set the inter-
layer distance to the bulk value of 3.33 Å [59]. For
the substrate effect study, we choose two different
transition metal dichalcogenides (TMD) materials as
substrates (figure 5(d)) with layer distance to defect-
ive hBN of 3.31 Å for SnS2 and 3.33 Å for MoS2
substrates [47].

To validate the result from our implicit χeff-sum
method [47, 48], we compare its results with expli-
cit bilayer calculations by using CBCN in hBN as
an example. In figure 6, the panel above is the BSE
absorption spectrum of defect-related peaks, where
we show that explicit (orange) and implicit (green)
two-layer calculations give similar results for the
carbon-dimer defect, which are both red-shifted by
0.03 eV compared to the monolayer one (blue). The
table appended to figure 6 summarizes the excitation
energy (EBSE), electronic gap (EGW), and radiative

lifetime (τR) of the defect emitter, calculated from
explicit and implicit interface methods.

We then show the results of layer thickness and
substrate effects on optical spectra by using the impli-
cit χeff-sum method in figures 7(a) and (c). On
increasing the number of layers or adding substrates,
the position of defect peaks remains nearly constant,
with a tiny shift (within 80 meV). The radiative
lifetime (τR) also has negligible change. This result
is consistent with experimental observations, where
defect emitters did not change their ZPL energy either
from 1L to 5L or with various substrates [60].

In figures 7(b) and (d), we show the layer thick-
ness and substrate effect on the GWenergy gap (EGW)
and the exciton binding energy (Eb) of intra-defect
transitions. A monotonic decrease of both EGW and
Eb has been observed with increasing layer thickness,
where the changes nearly cancel each other, leav-
ing the optical excitation energy unchanged (Eopt =
EGW− Eb). Interestingly, the substrate/layer effects
on two defect emitters are similar; for example, for
CBCN, EGW decreases by 1.348 eV from monolayer
to bulk, and for NBVN it decreases by 1.370 eV. This
finding indicates that the defect state energy renor-
malization by layer thickness and substrates weakly
depends on the specific defects, but is mostly determ-
ined by the host environment.

We then qualitatively show that the energy renor-
malization of EGW and Eb of defects is directly related
to the environmental dielectric screening surround-
ing the defects, represented by total 2D effective

polarizability (α2D,tot) [61, 62]. α2D,tot can be calcu-
lated by summing up the 2D effective polarizabil-
ity from each subsystem (α2D,tot = α2D,def +α2D,sub;
‘sub’ denotes substrate and ‘def ’ denotes defected
hBN monolayer), where the 2D effective polarizab-
ility of the subsystem is obtained by α2D = (ϵ− 1) ·
L/(4π). Here, L is the supercell lattice constant along
the out-of-plane direction, and ϵsub is the in-plane
component of the macroscopic dielectric tensor of
the substrate calculated by density functional per-
turbation theory (DFPT) [63] (The dielectric con-
stants are listed in the supplementary materials.) We
then use the equation E= A/α2D,tot +C to fit the
relation between α2D,tot and EGW/Eb, with A and
C the fitting parameters. The results are plotted in
figure 7(e), which shows that an inversely propor-
tional relation can well describe the EGW and Eb
dependence on environmental screening surround-
ing the defects (from both host hBN and substrates).

To better understand the insensitivity of the defect
optical transition towards environmental screening,
we present an analytic model for analyzing the renor-
malization of the defects’ exciton binding energy
(Eb). Our analysis suggests that the stability of the
defect spectroscopic peak position against the layer
thickness and substrate is a result of two factors:
(a) the high localization of the defect wave function
and (b) the defect-related optical transition with no
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Figure 7. Layer thickness and substrate effect on electronic and optical properties. (a) The BSE peak of CBCN and NBVN defects
with different layer numbers from 1L to bulk. (b) The exciton binding energy and GW energy of CBCN and NBVN defects as a
function of layer thickness. (c) The BSE optical spectra of the CBCN defect in monolayer hBN on various substrates. (d) The
exciton binding energy and GW energy gap of the CBCN defect in monolayer hBN on different substrates. (e) The GW energy and
exciton binding energy as a function of total 2D polarizability (α2D,tot). The grey dashed line is the fitting result.

mixing with other transitions involving delocalized
wave functions from the host, as discussed in detail
below.

We start with the Hamiltonian for the BSE in
Wannier basis [64]:

HS(cv, c ′v ′, R⃗) = EGWδcc ′δvv ′ −W cc ′

vv ′(R⃗)

+2δS0
∑
R⃗ ′

V̄ cv
v ′c ′(R⃗

′)δR⃗0, (4)

where v/c are the pairs of occupied and unoccupied
states, R⃗ is the real-space lattice site, S is the spin, W
is the screened exchange interaction between electron
and hole (the direct term), V̄ is the exchange term
from the Hartree potential, and EGW is the GW elec-
tronic energy gap between c and v states. TheWannier
function basis is obtained from the Fourier transform
of the reciprocal-space Kohn Sham wave function to
the real-space lattice:

av/c(⃗x− R⃗) =
1

G3/2

∑
k

e−i⃗k·⃗Rϕv/c,k(⃗x). (5)

The exciton energy and wavefunctions are
obtained by diagonalizing the Hamiltonian:

∑
c ′v ′

Hs(cv, c ′v ′)ϕλ(c
′v ′) = Eλϕλ(cv), (6)

where ϕλ is the exciton wavefunction and Eλ is the
exciton energy.

We consider the perturbation from the dielec-
tric screening of pristine substrates or other pristine
host material layers. (Notice that the inhomogeneous
local dielectric environment from the host mater-
ial around the defect is part of the unperturbed
Hamiltonian.) The first-order perturbed change to
the exciton energy Eλ is then:

∆Eλ = ⟨ϕλ|δĤs|ϕλ⟩

=
∑
cv

∑
c ′v ′

⟨ϕλ⟩cv⟨cv|δĤs|c ′v ′⟩⟨c ′v ′|ϕλ⟩, (7)

where the matrix element of the perturbed
Hamiltonian is:

⟨cv|δĤs|c ′v ′⟩= δHS(c,v, c ′,v ′)

= δEc,vGWδc,c ′δv,v ′ − δWcc ′

vv ′ , (8)

in which the first term is the renormalization of
the electronic gap between the pair of c/v states.
The second term is the change of screened exchange
interaction, which contributes to the exciton binding
energy change δEb, defined as follows:

δEb = ⟨ϕλ|δW|ϕλ⟩

=
∑
cv

∑
c ′v ′

⟨ϕλ|cv⟩⟨cv|δW|c ′v ′⟩⟨c ′v ′|ϕλ⟩. (9)

Since the exchange term from the Hartree poten-
tial V̄ does not depend on dielectric screening, it does
not appear in the perturbative Hamiltonian.

Here we consider defect-related Frenkel-like
excitons, whose wavefunctions usually have com-
ponents only from defect states, i.e. the ⟨ϕλ⟩cv is
nonzero only when c and v are defect states. A pre-
vious study on the GW band gap renormalization
effect of dielectric screening on benzene systems [65]
(with the COHSEX model) has suggested that, when
δW(⃗x, x⃗ ′) is smooth and slowly varying over the spa-
tial extension of the orbital, theGWenergy gap renor-
malization can be approximated by δEc,vGW = Pv + Pc,
where Pc/v is the static polarization integral for c/v
state:

Pc/v =
1

2

ˆ
d⃗x

ˆ
dx⃗ ′ac/v(⃗x)a

∗
c/v(⃗x

′)

×δW(⃗x, x⃗ ′)ac/v(⃗x
′)a∗c/v(⃗x). (10)
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When defect orbitals are highly localized in real
space, the integration can be reduced to the classical
limit, where Pc/v = limρ→0δW(ρ) [65, 66].

The same argument can be applied to the second
term in equation (7), where the matrix element of
two-particle screened Coulomb interaction change
can be written as:

δWcc ′

vv ′(R⃗) =

ˆ
U.C.

d⃗x

ˆ
U.C.

dx⃗ ′a∗c (⃗x)ac ′ (⃗x)

δW(⃗x+ R⃗, x⃗ ′)av(x⃗ ′)a
∗
v ′(x⃗ ′). (11)

Since a single defect is not subject to a spatial peri-
odicity, we can ignore the inter-site interaction and
set R⃗ = 0. Then we rewrite the equation with two-
electrons’ distance ρ= |x− x ′|, assuming the sub-
strate screening being homogeneous in-plane (which
is a reasonable approximation according to our past
work [47]),

δW cc ′

vv ′ =

ˆ
U.C.

d⃗x

ˆ
U.C.

d⃗x ′a∗c (⃗x)ac ′ (⃗x)

× δW(ρ)av(⃗x
′)a∗v ′ (⃗x ′). (12)

Given localized (Frenkel) exciton, ρ is rather small
or the exciton wavefunction is spatially confined.
With an orthonormal condition of single-particle
wavefunctions, we have

δWcc ′

vv ′ ≈ limρ→0δW(ρ)

ˆ
U.C.

d⃗x

ˆ
U.C.

d⃗x ′

a∗c (⃗x)ac ′ (⃗x)av(⃗x
′)a∗v ′ (⃗x ′)

= limρ→0δW(ρ)δc,c ′δv,v ′ . (13)

Combining the discussions above for both terms
in equation (8), we have ⟨cv|δĤs|c ′v ′⟩= 0 when c
and v are both defect single-particle states. Thus, the
Frenkel-like exciton, composed of localized defect–
defect transitions, will experience no change in the
presence of substrate screening.

Finally, we apply a static model for δW(⃗x, x⃗ ′)
derived from image charges [66] and compare with
ab initio GW/BSE results. The environmental screen-
ing potential can be modeled as the potential energy
of two charges in the defect layer (with dielectric con-
stant ϵdef ) on top of substrate (with dielectric constant
ϵsub) [66].We assume the region above the defect layer
to be a vacuum.

W(⃗x, x⃗ ′) =W(ρ) =
1

ϵdefρ
+ 2

∞∑
n=1

Ln12
ϵ{ρ2+(2nd)2)}1/2

+ L12

∞∑
n=0

Ln12
ϵ(ρ2+ {[(2n+ 1)d]2)}1/2

,

(14)

Figure 8. (a) The change of screened Coulomb potential as
a function of electron–hole separation (ρ) at different
substrate dielectric constants ϵsub. The calculation is
performed using equations (14) and (15). The dashed line
shows the localization range of the defect wave function
where 99% of density lies within 5 Å. (b) The δEb
comparison of model prediction by using equations (9),
(14) and (15) with results from full ab initio BSE. Good
agreement between BSE results (blue dots) and model
prediction (orange line) is obtained in the relatively low
substrate dielectric constant range. In this range, δW varies
more slowly, better satisfying the approximation in
equation (12).

where d is the thickness of the defect layer, and
L12 = (ϵdef − ϵsub)/(ϵdef + ϵsub).We use themonolayer
defect system without any substrate (ϵsub = 1) as the
reference, then δW is defined as the change ofW with
and without substrates:

δW(ρ,ϵsub) =W(ρ,ϵsub)−W(ρ,ϵsub = 1). (15)

We plotted the change of screened Coulomb
potential, δW(ρ,ϵsub) in figure 8(a), where the defect
layer thickness d= 6.66Å is extracted from inter-layer
distance, and the defect layer dielectric constant ϵdef is
obtained in section VI of the supplementary informa-
tion. The dashed line at 5 Å represents the maximum
spanning range of the localized defect states 1b1 and
2b1.

Figure 8(b) shows that the δEb calculated by
equations (9), (14) and (15) compares reasonablywell
with ab initio BSE calculations (blue dots), especially
in the low substrate screening regime. The underes-
timation of δEb in the high dielectric constant of sub-
strates εsub rangemay be due to an over-simplification
ofmodelW in equation (14). Nevertheless, the full ab
initio GW/BSE calculation suggests that the cancella-
tion effect for defect state transitions between exciton
binding energy (δEb) and GW quasiparticle energy
renormalization (δEGW) still holds even at high sub-
strate dielectric screening.

8
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4. Conclusions

In this work, we have explored the impact of strain,
layer thickness, and substrate effects on the elec-
tronic and optical properties of point defects in a 2D
insulator—hBN.Our investigation takes into account
the effects of many-body interactions and excited-
state relaxation. We first analyzed various contribu-
tions to the strain susceptibility of ZPL, and found
the dominant contributions often stem from changes
at the single-particle level. We explained the ZPL shift
direction under strain throughmolecular orbital the-
ory, which is defect dependent, relying on the chem-
ical bonding nature at the defect center.

Next our ab initio calculations demonstrated the
robustness of the optical peak position of defect SPEs
when varying the number of layers and substrates.We
revealed the perfect cancellation between the renor-
malization of the quasiparticle energy gap and the
exciton binding energy due to environmental screen-
ing. To further understand this result, we derived ana-
lytical models based on solving the BSE withWannier
basis for Frenkel excitons to reveal the underly-
ing mechanism and the required condition, i.e. the
localization nature of a defect-bound exciton. We
then used a simple image-charge model for screened
Coulomb potential to further validate such a cancel-
lation effect.

Our findings provide in-depth insights into the
mechanisms and conditions that control the environ-
mental impact on the properties of quantum defects,
and shed light on the emerging research on strain
and substrate engineering of quantum defects in 2D
materials.
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