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Figure 1: Caption text automatically rendered by emotion-detection models based on the three design schemas we explore:
Typography (Left), Coloration (Middle), and Hybrid (Right). Additional visual details of the designs are provided in appendix.

ABSTRACT

Caption text conveys salient auditory information to deaf or hard-
of-hearing (DHH) viewers. However, the emotional information
within the speech is not captured. We developed three emotive
captioning schemas that map the output of audio-based emotion
detection models to expressive caption text that can convey under-
lying emotions. The three schemas used typographic changes to the
text, color changes, or both. Next, we designed a Unity framework
to implement these schemas and used it to generate stimuli videos.
In an experimental evaluation with 28 DHH viewers, we compared
DHH viewers’ ability to understand emotions and their subjec-
tive judgments across the three captioning schemas. We found no
significant difference in participants’ ability to understand the emo-
tion based on the captions or their subjective preference ratings.
Open-ended feedback revealed factors contributing to individual
differences in preferences among the participants and challenges
with automatically generated emotive captions that motivate future
work.
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1 INTRODUCTION

There are over 360 million Deaf or Hard of Hearing people world-
wide [19]. In the U.S. alone, 15% of adults experience some degree
of hearing loss [15]. Advances in automatic speech recognition
have made it possible to generate high-quality captions, and many
video streaming services and social media platforms allow content
creators to add captions manually. Although there have been im-
provements in caption quality and usability, they still do not convey
the acoustic or emotive cues present in speech, such as changes in
loudness, pitch, or emotional tone. As a result, viewers who rely
on captions often require assistance in understanding the emotions
conveyed through speech. For DHH viewers, sign language inter-
preters often provide the missing audio-based emotive information
in speech, but most online content is not interpreted. Occasionally,
facial expressions give viewers an understanding of the speaker’s
emotional state, but it is not always accurate. Further, a speaker’s
facial expressions are sometimes absent in videos, e.g., in a docu-
mentary with a narrator in the background or in an action movie
featuring a character who wears a mask.

Variations in speech intonation can signify several valuable
pieces of information for the audience. Speech intonation is a vital
part of the video-watching experience for audiences with access
to audio, and it impacts how they perceive the video as well [16].
Therefore, it is important to investigate approaches that can enable
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DHH viewers to access this missing information. Expressive cap-
tions are capable of conveying more than the text to users. Prior
research has shown that hard of hearing users prefer enhanced
animated text captions capable of showing intonation in speech
over standard captions [21]. However, most of this prior work has
focused on using prosodic information in speech to enhance cap-
tions [7]. Some prior work has evaluated the use of captions for
conveying emotions, but it has usually been limited to a small set
of discrete emotions [8]. Moreover, this work has largely employed
wizard-of-oz techniques to generate stimuli videos to evaluate with
users and assumed perfect emotion-detection.

Advancements in artificial intelligence (AI) have enabled emo-
tion detection in audio using self-supervised speech representations
and joint audio-visual information, but it’s still imperfect. The use
of recognition technology instead of wizard-of-oz approaches in
the design and evaluation of emotive captions can help uncover
challenges related to the imperfect nature of the underlying emo-
tion recognition. In this work, we leverage two existing emotion
recognition models to design emotive captions [25, 30]. It is impor-
tant to clarify that our goal is not to compare emotive captions with
standard captions, but rather explore the design space of emotive
captions in order to determine the most effective designs for future
studies that will compare them to the standard captions baseline.

There are two main contributions of this work:

e We present our process of designing three mappings schemas
between different properties of emotions detected using
state-of-the-art acoustic-emotion detection models and stylis-
tic enhancements to caption text. We present findings from
an evaluation with 28 DHH users, which highlight the need
for further research to improve the legibility and understand-
ability of automatically generated emotive captions.

e We release a Unity interface that would allow future re-
searchers to design stimuli videos using output from emotion-
recognition models to conduct evaluations with DHH users.

2 BACKGROUND AND PRIOR WORK

Prosody in speech conveys emotions through vocal inflections such
as pitch, cadence, intensity, and volume. It can have its own meaning
or alter the meaning of speech. A non-native speaker listening to a
speaker, e.g., a football commentator or a poet, in another language
can still decipher emotions. Similarly, the same sentence in English
can change meaning based on how it is uttered, e.g., the sentence
‘T can’t believe you did that." can convey happiness, shock, anger,
or a combination of different emotions. This information is not
conveyed in standard captions.

Prior work has investigated the use of typographic changes to
convey prosody and emotions in written text. Some of this work has
explored mapping sound features to typographic variables, e.g., font
weight, size, style, etc. [6, 22, 28, 32]. Researchers have explored both
automatically generating expressive text based on audio signals
(like pitch), and other tools that allow artists to manipulate the text
to convey emotions manually. Some of this research has been in
the context of captions to convey prosody [7], or emotion [13, 21].
Research has explored using color-emotion associations in written
text to express emotion-laden words, such as using red-colored
text to convey anger [27]. In the context of caption text, it remains
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unknown whether typography, color, or a combination of both is
more effective in expressing emotions in caption text.

Several prior studies have investigated visual factors and design
variables that affect DHH viewers’ perception of captioned videos.
The legibility of captions remains an important concern for all
caption styles, including styles that attempt to convey more than
text. Amin et al. have investigated the issue of captions occluding
crucial visual information on screen [3]. Other researchers looked
at the effect of changing caption text width [9]. Researchers have
also investigated the benefits of different types of enhancements to
caption text, e.g., highlighting important words [12]. Most of the
evaluations of emotive captions have been with hearing participants
who are not the primary user group, so they fail to reveal potential
challenges that DHH users might face with emotive captions [8].
Few studies that recruited DHH participants have largely conducted
studies with young DHH students and did not include caption users
with age-related hearing loss [2]. To the best of our knowledge,
no prior research has investigated DHH viewers’ perception of
different automatically generated caption text designs that convey
complex emotions in videos. We investigate designs of emotive
captions as well as the challenges faced by DHH users in our two
research questions.

RQ1 In a comparison between videos with captions stylistically
enhanced to convey emotion using typography, coloration,
or both, is there a difference between:

(a) DHH viewers’ ability to determine the emotional valence
of a video?

(b) their subjective judgments about whether captioned videos
are useful and easy-to-follow?

RQ2 What challenges did participants face when viewing videos
with emotive captions based on state-of-the-art emotion
recognition models?

3 VIDEO STIMULI PREPARATION AND
EMOTIVE CAPTIONS DESIGN TOOL

3.1 Phase 1: Caption Text Design

Our design team consisting of a Deaf accessibility expert, a product
designer, and a Human-computer Interaction (HCI) researcher, held
three design sessions to finalize the visual design of captions used in
our study. The team aimed to pick a framework for depicting emo-
tions and decided to use emotional state models that decompose
emotions into sub-constituents, given the limitations of emotion-
recognition models. The design sessions were conducted over video
conference, and the team spent one hour on each session. The team
picked the PAD emotional state model, which uses three numerical
dimensions Pleasure (how pleasant a speaker is?), Arousal (how en-
ergized a speaker is?), and Dominance (how in-control the speaker
is?) to decompose and represent all emotions [4]. The PAD model
of emotion includes a dominance dimension that distinguishes emo-
tions with similar pleasure and arousal levels but different levels
of dominance. It is an advanced version of the circumplex model
of emotion experience [24], and it can help distinguish between
dominant and submissive emotions such as anger and fear. Next,
the team chose the visual design for the modulated captions with
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input from a Deaf team member and previous research on speech-
modulated typography. All the design choices were checked to be
W3C Accessibility Guidelines (WCAG) 3.0 complaint [18]1.

3.1.1 Typography. A team member reviewed previous research on
affective representation in typography and chose three typographic
features to convey emotion in captions [6, 29, 32]. We used font-
weight to depict emotion along the pleasure axis and hue to show
polarity. For arousal, we used baseline shift (displacement of text
above or below the line) to depict quietness of an utterance, based
on previous research on speech-modulated typography [8]. We
ensured that the spacing between two lines of caption text met
the WCAG guidelines when using baseline shift. Finally, our third
choice was font size to depict dominance was also motivated by
prior research on prosodic mapping of visual properties of text
[23, 29]. The font size variation was limited to a range of 4 pixels.
Figures 5, 6, and 7 in the appendix describe our designs.

3.1.2  Coloration. Our second design interest was the use of color,
inspired by prior research on color-emotion associations and the
emotional effects of color dimensions (hue, saturation, and bright-
ness) [11, 31]. We mapped the three color dimensions to three
emotion dimensions (PAD) and used red for negative, green-blue
for positive, and gray for neutral. We avoided using only green to
ensure individuals with color vision deficiency could distinguish
it from other colors. We mapped arousal to saturation to depict
intensity and brightness (tone) to dominance. Figures 8, 9, and 10
in the appendix describe our designs.

3.1.3 Hybrid. The hybrid design in the study combined typogra-
phy and coloration designs, allowing for free combination to ensure
clear emotive information to viewers. Our choices for typography
and coloration allowed free combination. In the case of pleasure, we
used both weight and hue to depict positive or negative emotions
and their intensity?. For depicting arousal, we use both baseline
shift and changes in saturation. Similarly, we use changes in font
size and brightness for dominance. Figures 11, 12, and 13 in the
appendix describe our designs.

3.2 Phase 2: Selection of Videos

We selected 6 video genres, including documentaries, late-night
shows, movies, news, sports, and social media videos [1]. From each
genre, we chose 4 videos, extracted segments of 15-90 seconds, and
used emotion detection models to process them [25]. To select the
final set of videos, a researcher considered three factors: the videos’
length, covering a range of 15-90 seconds to allow for feedback on
at least six videos during the experimental session, and a wide range
of values for three emotive sub-components: pleasure, arousal, and
dominance. Table 1 in the appendix describes our stimuli videos.

3.3 Phase 3: Extraction of Emotion Features
from Videos

We used the acoustic emotion detection model [25], to get the per

bit pleasure and arousal ratings in speech. For dominance, we used

a separate model [30]. In most cases, the values were normalized to

Uhttps://www.w3.0rg/WAI/GL/WCAG3/2022/how-tos/captions/

2Note that we also had hue in the typography condition, but it was only three different
shades of gray. For the hybrid condition, we only take the font size for our combination
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a range between 0 and 1 except in case of arousal ratings used to
implement baseline shift for the typography and hybrid conditions
as well as pleasure ratings used to determine the hue in coloration
and hybrid conditions. More details are shared in the appendix.

3.4 Phase 4: Generating Emotive Captions and
Augmenting in Videos

We developed a framework in Unity to augment emotive captions
into the videos. Figure 2 shows an annotated screenshot of the
interface. The interface allowed us to define a subtitle, add text,
add a corresponding file with the emotional information, and then
render the captions with appropriate latency>. The tool also allows
us to apply the stylistic enhancements to captions at different levels,
including character, word, and selected syllables. We applied the
enhancements at a syllable level to entire videos. This meant that
the ratings corresponding to the audio bits for characters in each
syllable were averaged out. We release this Unity framework with
this paper. More details about the interface and how to use it are
provided in the electronic supplement. We used the commonly used
block approach for captioning (entire caption text showing at once)
instead of a one word-at-a-time approach.

4 STUDY DESIGN

Participants signed IRB-approved consent forms before participat-
ing in a remote experimental study with 28 participants. The study
used a within-subject design and was administered using Qualtrics
survey. The first few pages of the survey familiarized the partici-
pants with our three emotive captioning schemas using examples.
Participants had to acknowledge their understanding of the three
schemas before continuing with the study. If they had any con-
fusion, a research assistant was available for assistance. The rest
of the pages on the survey consisted of a link to the video and
the word containing the syllable participants had to focus on to
respond to questions regarding emotions, followed by the questions
on emotion ratings and subjective preference. Participants watched
six videos for each of the three conditions, each from a different
genre. The same six videos were used for all three conditions with
different captioning styles [17]. Participants could re-watch videos
if they liked to. The sequence of conditions and videos within each
condition were Latin-square randomized across our 28 participants.
Participants answered questions after watching each video to assess
their understanding of the emotive content and their subjective
preferences. For task performance questions, participants rated
pleasure, arousal, and dominance on a 9-point scale adapted from
the Self-Assessment Manikin (SAM) scale, with pleasure ranging
from unpleasant to pleasant, arousal from calm to excited, and
dominance from being controlled to in control. The following two
subjective judgment Likert-scale questions were adapted from [2].

(1) I found these captions useful. (From Strongly Disagree to

Strongly Agree)
(2) It was easy to follow the captions. (From Strongly Disagree
to Strongly Agree)

The study included an open-ended feedback field on each survey

page, and a "final thoughts survey" that asked participants to select

3The resource exists as a project file instead of an executable.
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Figure 2: Unity framework for generating emotive captions based on acoustic-emotive data. The display includes a timeline
editor and a signal visualizer on the right (Size of the caption text has been increased to easily test the variations in styles).

their favorite schema. On average participants took 74 minutes to

finish the three surveys and 26 minutes to understand the schemas®.

4.1 Recruiment and Participants

We had two key recruiting criteria that informed our screening
questions: (1) "Do you identify as Deaf or Hard of Hearing or an
individual with hearing loss?" and (2) "Do you use captioning when
viewing videos or television?" Our 28 participants included 11 men,
16 women, and one individual who identified as non-binary. Our
IRB only allowed asking participants’ age range, and they were:
18-24 (1), 25-34 (4), 35-44 (8), 45-54 (6), 55-64 (3), and 65+ (6). Six par-
ticipants reported having severe hearing loss; eight said moderate,
three reported mild, and eleven did not specify. Nine participants
reported that American Sign Language (ASL) is their primary lan-
guage, whereas 19 participants said English. Participants received
$250 for participation in the study.

5 FINDINGS

5.1 RQ1: Comparison of Task Performance and
Subjective Judgements

Our question responses were collected with 5-point Likert response
scales or 9-point responses in case of emotion sub-constituents. We
considered and modeled this data as ordered categorical (ordinal)
responses. To analyze the data and account for the ordinal nature,
we built cumulative model (CM) frameworks for each response
question [14]. We constructed separate hierarchical multivariate
ordinal regression models of response outcome under a Bayesian
framework for each item using an R package [10]. We also included
three conditions, six genres, and their interaction as population-
level effects with varying (group-level) effects of participants. More
details about the model design are provided in the appendix B.
Figure 3 displays the results of the task performance questions,

4https://www.qualtrics.com/support/survey-platform/survey-module/editing-
questions/question-types-guide/advanced/timing/

while Figure 4 displays the results of the two subjective judgment
questions, for all three captioning conditions.

Our findings did not reveal a significant difference across the sub-
jective questions’ conditions. However, the median model outcome
ratings were highest for the typography condition. Our analysis of
the three emotion ratings for the three conditions also did not reveal
any significant differences. We found that arousal was best picked
by participants across all the three conditions followed by domi-
nance. Surprisingly, the pleasure sub-component was not picked
well by the participants even in conditions where we used discrete
colors to depict positive, negative, and neutral emotions. On the
final survey 13 out of our 28 participants (including 5 out of 6
participants over the age of 60) preferred coloration, 11 preferred
typography, and 4 preferred hybrid.

5.2 RQ2: Challenges Experienced

Open-ended feedback from participants was largely positive. Par-
ticipants mentioned how the emotive captions allowed them to
understand the emotive aspects of speech that they cannot using
standard captions: “they did a better job of conveying the tension and
emotionality of the scene” - P9. We primarily focused on challenges
reported by participants to motivate future work on enhancing
emotive captions, rather than thematically analyzing the entire
open-ended data. Eight participants reported that emotive captions
could be more distracting than standard captions and take away
their attention from the important content. P11 explained, ‘T needed
to take my focus off the captions ... to look at the images in each scene.
The other captions with color changing took all of my screen time to
process and didn’t allow me any time to watch the show." Distraction
was a bigger issue in the hybrid condition where typographic styles
were combined with color changes. P3 commented, “I'm liking the
colors of red to convey how he is talking, but the other subscripts
bothered me." Participants also pointed out how distraction was
more problematic for certain genres, e.g., short-form videos: ‘It felt
like the captions were the star of the video and not the singer." - P9


https://4https://www.qualtrics.com/support/survey-platform/survey-module/editing
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Figure 3: Comparison of the model outputs for three conditions across emotion sub-component rating questions. The graphs
show the distribution of differences between the True Value (what acoustic-emotion detection model predicted and was used to
modulate the captions) and Predicted Value (what the cumulative model based on participant feedback predicted). A difference
of 0 would show that participants assessment of emotion sub-component is exactly the same as what caption showed.
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Figure 4: Comparison of the model response outcome based on participants’ responses to the two subjective judgment questions.
The higher variation in the hybrid condition might be due to some participants finding the captions distracting,.

Participants also shared feedback on the preferred granularity
and their perception of changes to caption text. Some participants,
e.g., P8, did not like the enhancements applied at a syllable level: ‘Tt
was really distracting to read some words a raised or lowered, I would
like all same font and size per word." Participant 18 commented that
they found it hard to notice any changes to the caption text in
the typography condition where no color was used. They stated,
“I didn’t really notice a difference from the first time I watched
this" Participants also highlighted how caption occlusion can be
exacerbated due to the use of color in emotive captions and longer
staying background panels: “At times they covered up the news logo,
so I would prefer they go to the top so I don’t miss anything but these
are the best I've seen so far, absolutely." - P9. Six participants aged 65

and above preferred the coloration schema over typography and
hybrid schemas because it was less distracting. P4 commented, ‘I did
not like the font, but the coloring was okay, and I liked that it was solid
and didn’t move." Three participants suggested providing emotive
captions on-demand: ‘T don’t like the color changing but I can see
how it could be used in a creative way... for something important I
would hate to see color changing..." - P27.

6 HOW DO OUR FINDINGS MOTIVATE
FUTURE WORK ON EMOTIVE CAPTIONS?
Our work can be best conceived as a prequel to future research

on fully automatic emotive captions. It motivates research and
provokes novel conversations on at least three unsolved problems
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in the domain of emotive captions. Our released Unity tool can be
used to generate video stimuli for proposed future studies.

Our results revealed that all three designs roughly perform the
same in terms of both identifying emotions and subjective pref-
erences. The typography condition performed slightly better, but
the results were insignificant. Surprisingly, we found that emotive
captions did not influence participants’ perception of the pleasure
sub-component of emotion in the video (as evident from figure 3).
Prior research has shown that both audio and visual information
channels affect viewers’ emotional experience while watching tele-
vision [26]. Previous research has also shown that genre of a video
affects the emotional reception from the viewers [20]. Perhaps some
deaf participants may have used preconceived notions about the
content of the video when rating pleasure, leading to higher ratings
than what was indicated by the captions. Specifically, the ratings
for the documentary video were much higher than expected, pos-
sibly due to the pleasant nature of the content, which may have
caused participants to disregard the emotive captions. This suggest
that future studies should explore strategies to guide users in
disambiguating between emotions in the audio channel and
emotional valence in the visual channel.

Our qualitative findings revealed that participants found our
emotive captions useful for determining affective connotation in
speech, especially for movies, short-form videos, and documentary
genres. Some participants found the stylistic enhancements to be
distracting, especially older adults with age-related hearing loss.
While the 14-point font size was larger than what older adults are
accustomed to, changes to font shape and weight were still problem-
atic for them. Prior research has shown that font type can affect text
legibility and reading time among older adults [5]. Feedback from
these participants suggests that emotive captions should always be
available as an option rather than the default in video streaming
services. Future research should investigate design approaches
to reduce text legibility and distraction concerns with emo-
tive captions, evaluating the legibility of different typographic
and coloration changes to pick the least distracting ones.

Finally, the study was the first to use emotion recognition models
to generate emotive captions for evaluation. However, the mod-
els were imperfect and the pleasure, arousal, and dominance val-
ues varied abruptly due to rapidly changing emotions in speech.
The caption design tool allows for normalization of the output of
the acoustic-emotion detection model and application at various
levels, such as character vertex, whole character, selected sylla-
ble, whole word, whole line, and individual subtitle. However, our
choice of applying it at the syllable level caused some participants
to find the changes in the caption text too frequent. Future research
needs to investigate differences in legibility and subjective
preferences when stylistic enhancements to caption text are
applied at different levels. Future research can also consider
different smoothing or emotion signal normalization techniques to
help the users cope with the imperfect emotion recognition models.

7 CONCLUSION

Standard captions fail to provide underlying emotive information
in speech to DHH participants. Emotive captions based on auto-
matic acoustic-emotion detection models can provide DHH viewers
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access to much-needed emotive sub-text in speech. We present
findings from a study that investigates three designs for emotive
captions with 28 DHH participants. Although no statistically signif-
icant differences were observed across conditions, our qualitative
findings revealed why participants preferred different designs and
uncovered challenges related to the legibility and understandability
of emotive captions, suggesting at least three avenues for future
research. Our publicly released emotive caption-generating tool
would allow future researchers to experiment with different design
configurations of emotive captions to support experimental studies.
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abcd
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Figure 5: Key for depicting “Pleasure" dimension in the Ty-
pography schema. The color becomes more dull gray as we
go from positive to negative. The weight of the font shows
the magnitude of the “Pleasure" dimension on a normalized
-1 (extremely negative) to 1 (extremely positive) range.

Figure 6: Key for depicting “Arousal” dimension in the Ty-
pography schema. Baseline shift is used to move the caption
text above the baseline if there is high speech arousal and
downwards if there is low arousal on a normalized -1 to 1
range.
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Figure 7: Key for depicting “Dominance" dimension in the
Typography schema. The size of the caption text increases to
show higher dominance and decreases to show lower domi-
nance on a normalized 0 to 1 range.

A SCHEMAS
A.1 Typography Schema

Figures 5, 6, and 7 show how captions were modulated based on
the pleasure, arousal, and dominance values predicted by emotion-
detection models.

A.2 Coloration Schema

Figures 8, 9, and 10 show how captions were modulated based on
the pleasure, arousal, and dominance values predicted by emotion-
detection models.

Hassan, et al.

Figure 8: Key for depicting “Pleasure” dimension in the Col-
oration schema. There are three discrete colors correspond-
ing to three ranges in the -1 to 1 normalized pleasure rating
scale: green-blue (greater than or equal to 0.333), gray (be-
tween -0.333 and 0.333), and red (less than or equal to -0.333).
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Figure 9: Key for depicting “Arousal” dimension in the Col-
oration schema. Saturation was used for all three colors to
depict arousal.

A.3 Hybrid Schema

Figures 11, 12, and 13 show how captions were modulated based on
the pleasure, arousal, and dominance values predicted by emotion-
detection models.

B BAYESIAN MODELING

The cumulative models assume that the observed ordinal variable
Y, the Likert response rating or response on the 9-point scale, origi-
nates from categorizing a latent (not observable) continuous vari-
able Y. To model this categorization process, the CMs assume that
there are K thresholds 7;, which partition Y into K+1 observable,
ordered categories of Y. In our case, there are K+1=10 response
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Figure 12: Key for depicting “Arousal” dimension in the Hy-
brid schema. Saturation was used for all three colors to depict
arousal. In addition, baseline shift is used to move the cap-
tion text above the baseline if there is high speech arousal
and downwards if there is low arousal on a normalized -1 to
1 range.

dbcd
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Figure 13: Key for depicting “Dominance" dimension in the
Hybrid schema. Tone changes were used for all three colors
to depict dominance. Further, the size of the caption text
increases to show higher dominance and decreases to show
lower dominance on a normalized 0 to 1 range.
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Figure 10: Key for depicting “Dominance" dimension in the
Coloration schema. Tone changes were used for all three
colors to depict dominance.

Figure 11: Key for depicting “Pleasure” dimension in the Hy-
brid schema. There are three discrete colors corresponding
to three ranges in the -1 to 1 normalized pleasure rating scale:
green-blue (greater than or equal to 0.333), gray (between -
0.333 and 0.333), and red (less than or equal to -0.333). Further,
the weight of the font shows the magnitude of the “Pleasure”
dimension on a normalized -1 (extremely negative) to 1 (ex-
tremely positive) range.

categories for emotion questions, and K+1=5 response categories
for Likert questions, and therefore giving us K=9 (or K=4) thresh-
olds. If we assume Y to have a certain distribution (e.g., a nor-
mal distribution) with cumulative distribution function F, we can
write down the probability of Y being equal to category k via:
Pr(Y = k) = F(rg) — F(r1). To expand this into a regression, we
formulate a linear regression for ¥ with predictor term:

n = P1x1 + Poxo + ... so that ¥ = 5 + € where edescribes the error
term of the regression. Consequently, Y is split into two parts. The
first one (1) represents variation in ¥ that can be explained by the
predictors, and the second one (€) represents variation that remains
unexplained.

C VIDEO STIMULI

Table 1 describes the stimuli videos used.
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Genre

Video Description

News

Video segment from a PBS News broadcast on forest fires.

Documentary

Video segment from a National Geographic documentary
on a rock-climbing goat crossing a river with her kid.

Late night show

Video segment from a Conan O’Brian show with
a guest containing sarcasm and humor.

Sports

Video segment from an American football game between
Los Angeles Rams and Cincinnati Bengals.

Movies

Video segment from the movie V for Vendetta showing
a tense conversation between V and Evey Hammond.

Short-form Video

A segment of a TikTok from a dataset shared
on Kaggle showing a girl singing Upside Down by JVKE.

Table 1: Descriptions of the videos used in the user study for all six genres.

Hassan, et al.
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