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In many reacting flow systems, the thermo-chemical state-space is known or assumed to evolve
close to a low-dimensional manifold (LDM). Various approaches are available to obtain those
manifolds and subsequently express the original high-dimensional space with fewer parameterizing
variables. Principal component analysis (PCA) is one of the dimensionality reduction methods
that can be used to obtain LDMs. PCA does not make prior assumptions about the parameterizing

variables and retrieves them empirically from the training data. In this paper, we show that PCA
applied in local clusters of data (local PCA) is capable of detecting the intrinsic parameterization
of the thermo-chemical state-space. We first demonstrate that utilizing three common combustion
models of varying complexity: the Burke-Schumann model, the chemical equilibrium model and
the homogeneous reactor. Parameterization of these models is known a priori which allows for
benchmarking with the local PCA approach. We further extend the application of local PCA to a more
challenging case of a turbulent non-premixed n-heptane/air jet flame for which the parameterization
is no longer obvious. Our results suggest that meaningful parameterization can be obtained also
for more complex datasets. We show that local PCA finds variables that can be linked to local
stoichiometry, reaction progress and soot formation processes.

* Corresponding author: Kamila.Zdybal@ulb.ac.be

1. Introduction

Parameterization methods for modeling turbulent react-
ing flows rely on expressing the entire thermo-chemical state-
space with fewer variables [1, 2, 3, 4, 5, 6]. This allows for
an easier treatment of combustion process that is in general
high-dimensional due to many species involved in chemical
reactions. Recently, dimensionality reduction and manifold
learning techniques have been used to infer low-dimensional
parameterizations directly from the training data [7, 8, 9]. In
particular, principal component analysis (PCA) identifies the
new parameters as directions of the largest variance in the
ambient space. The new parameters, called principal com-
ponents (PCs), are linear combinations of the preprocessed
thermo-chemical state variables.

The question then arises if the parameters obtained in a
data-driven way can be given any physical meaning. If PCA
is able to retrieve physical information about the combustion
process without any a priori knowledge, this can yield useful
implications for modeling complex systems using PCs. For
instance, progress variables can be identified automatically,
without the need for human insight [10]. Evidence from
previous research [11, 12, 13, 14, 15] suggests that physical
meaning can still be attributed to PCs. A common way to in-
terpret PCs is to assess coefficients of the linear combination
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that formed them. Since those coefficients can be negative
or positive, PCA can potentially differentiate between reac-
tants and products. Results of Parente et al. [11] and Malik
et al. [14] suggest that PCA can identify the mixture frac-
tion variable, f, as defined by Bilger et al. [16]. The PC that
can be given the meaning of f is characterized by high coef-
ficients of opposite signs for fuel and oxidizer components.
Such PC is thus a compact representation of mixture stoi-
chiometry, even though f is not explicitly included as one
of the variables in the training data.

While some insights are available from globally applied
manifold learning, it is less clear what parameterizations can
be derived from applying dimensionality reduction locally.
For instance, if PCA is applied locally in identified zones
(or clusters) of state-space, local parameterizations can be
obtained, tied to specific regions of the flame. Cluster anal-
ysis for physically-relevant characteristics has been the con-
cern of various researchers in the domain of reacting flows
[11, 17, 18, 19, 20]. Previous research demonstrated that
local PCs can vary significantly between clusters and can
be linked to physical processes associated with local regions
[11,18,20].

The goal of this work is to interpret the low-dimensional
parameterization defined by the local PCs. We adopt a bottom-
up approach and test local PCA on combustion datasets of
gradually increasing complexity. We first show that apply-
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ing PCA in local clusters identified by the vector quantiza-
tion PCA (VQPCA) algorithm [21], we are able to retrieve
parameters inherent to the construction of common com-
bustion models: Burke-Schumann (BS), chemical equilib-
rium (EQ) and homogeneous reactor (HR). All three mod-
els assume that compositions lie close to a low-dimensional
manifold (LDM) and the thermo-chemical state-space can
be parameterized with one variable. We then test the lo-
cal PCA approach on a more challenging case of a turbulent
non-premixed n-heptane/air jet flame dataset coming from
direct numerical simulation (DNS). The DNS dataset used
here allows to link the local PCs to various phenomena be-
yond what the analysis of BS, EQ and HR datasets allows for,
such as soot formation processes [22, 23, 18, 24]. We further
show how findings carry over between the simpler strained
laminar flamelet (SLF) model and the DNS dataset, which
includes more physical scatter than the simple combustion
models.

2. The analyzed datasets

We first apply local PCA on three combustion models
with a priori known parameterization:

1. The Burke-Schumann (BS) model for methane/air with
temperature and 4 species mass fractions (mass frac-
tion of N, is removed from PCA). 10k observations
are generated for 10k equally-spaced points in the f
space. For f = 0 and f = 1, the pure stream temper-
ature is 300K.

2. The chemical equilibrium (EQ) model for methane/air
with temperature and 51 species mass fractions (mass
fractions of N, and Ar are removed from PCA) using
species from the GRI-3.0 chemical mechanism [25].
10k observations are generated for 10k equally-spaced
points in the f space. For f = 0 and f = 1, the pure
stream temperature is 300K and pressure is 101325Pa.

3. The adiabatic, isobaric, open homogeneous reactor (HR)

for hydrogen/air with temperature and 8 species mass
fractions (mass fractions of N,, Ar and He are removed
from PCA). The initial and feed temperature is 1000K
and pressure is 101325Pa. This dataset has 538 obser-
vations, generated on a temporal grid.

In the supplementary material, we apply local PCA to the EQ
and HR datasets with additional fuels to cover hydrogen/air,
syngas/air and methane/air combustion for both datasets. Hy-
drogen/air and methane/air combustion is used with the same
settings as mentioned for datasets 2 and 3. When syngas/air
combustion is studied, we use the chemical mechanism by
Hawkes et al. [26] and the state-space is formed from tem-
perature and 10 species mass fractions (mass fraction of N,
is removed from PCA). In the supplement, we show that the
conclusions reported in the main text still hold for other fu-
els.

‘We then demonstrate our approach on a high-fidelity sim-
ulation dataset for which parameterization is no longer ob-
vious:

4. The direct numerical simulation (DNS) of a 3D turbu-
lent non-premixed n-heptane/air jet flame at a Reynolds
number of around 15,000 and with no significant ex-
tinction. The dataset represents one 2D plane obtained
from a 3D domain at t = 15ms and is composed of
temperature and 46 species mass fractions (mass frac-
tion of N, is removed from PCA) based on the re-
duced mechanism by Bisetti et al. [27]. This data has
approximately 260k observations. More information
about the dataset can be found in [22].

We make a connection between the findings from the DNS
dataset and the one-dimensional flame case corresponding
to the DNS dataset:

5. The strained laminar flamelet (SLF) model for n-heptane/air

with temperature and 46 species mass fractions (mass
fraction of N, is removed from PCA) based on the re-
duced mechanism by Bisetti et al. [27]. We use two
variations of the SLF dataset: one with unity Lewis
number (Le) assumption (approximately 21k obser-
vations) and one with a mixture-averaged differential

diffusion model (approximately 11k observations). More

information about the dataset can be found in [23].

Each dataset 1-5 is represented by a matrix X € RV*Q,
where N is the number of observations and Q is the number
of state variables. This matrix defines the thermo-chemical
state-space, X = [T,Y},Y,, ... ,Yns], where T € RN¥! jg
the temperature vector, ¥; € RV*! is the mass fraction of
species i vector and n, is the number of linearly independent
species mass fractions. We refer to the it observation (row)
in X as X}, and to the j™ variable (column) in X as X, e

Before applying dimensionality reduction, the original
dataset has to be preprocessed (centered and scaled). The
preprocessing can be performed as X = (X — C)D~!, where
C € RN*Q s the matrix of centers (typically mean values
of each variable) and D € RP*€ is the diagonal matrix of
scales. Each element, d j»on the diagonal of D is the scaling
factor for the jth variable. In this work, we test two data
preprocessing scenarios:

e Auto scaling, where d; = std(X,;) with the state vec-
tor defined as X = [T,Y},Y,, ..., Yns],

e Pareto scaling, where d; = 4/std(X,;) with the state
vector defined as X = [Yl, Y,,..., Yns]'

For brevity, we refer to the dataset formulated as X = [T, Y. Y, ...
as X = [T,Y;] and to the dataset formulated as X = [}, Y, ...

as X = [Y;]. The choice for the two preprocessing scenarios
follows the reasoning presented in [28], where Auto scaling
was recommended for exploratory analysis and Pareto scal-
ing was shown to align the first PC with temperature. The
reason why we remove the temperature variable when using
Pareto scaling in this work, is to allow for more robust linear
combinations of the species mass fractions that have a bet-
ter chance of serving as progress variables. We come back
to this discussion in §4.3. Furthermore, when using Auto
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Figure 1: Schematic distinction between (a) global and local PCA and (b) global and local
eigenvectors (red arrows) defining the directions of the new data parameterization. The

nth cluster is labeled k,.

scaling, all scaled variables become dimensionless, while in
Pareto scaling they do not.

3. Global and local PCA

In this section, we briefly present the theory for global
PCA, performed on the entire data matrix, X, and for local
PCA, performed in local clusters of X, where the nth cluster
is labeled k,,. The distinction between global and local PCA
is schematically illustrated in Fig. la.

3.1. Global PCA

Global PCA is performed on the entire preprocessed data
matrix, X. The preprocessed dataset can then be projected
onto the new basis, A € R2XC, such that Z = XA, where
Z € RN*CQ is the matrix of global PCs. The j® PC (the j®
column of Z) is thus given by

0
Zyj= Z a;; X i M
i=1
where the coefficients of the linear combination, a; ;, are the

1>
elements of the j column of A. PCA also provides a linear
route back to the original basis, X = ZATD 4+ C since AT =
A~! for orthonormal A. Selecting only g first PCs and eigen-
vectors, we can approximate the original full-rank matrix X
by the rank-g matrix X, X ~ X, = Z,A,"D + C, where
the subscript q denotes truncation from Q to g components.
The matrix of the truncated PCs is thus Z, € RN>4. For
datasets exhibiting very strong low-rank structure, ¢ < Q is
sufficient to accurately approximate X with X.

3.2. Local PCA

Once the partitioning of the dataset is obtained using any
clustering algorithm of choice, PCA can be performed in lo-
cal clusters of data. Let X" € RN+*C be the observations
extracted from X that belong to the n'" cluster, k,,, with N,
observations. We also define X® € RNXQ as the anal-
ogous observations extracted from the centered and scaled
global dataset, X. Throughout this work, whenever local
PCA is performed, the extracted cluster is re-centered (but

~(n) ~
not re-scaled) through X = = X — C™, where C"” €
RN:XQ is the matrix of centers computed from X" . The
low-dimensional projection is analogous to the global PCA

case, Z(W = )Ni(n)A(”), where Z" € RN»%@ is the matrix of
local PCs, associated with the n't cluster. It is worth noting,
that the local eigenvectors and PCs are, in general, different
from the global ones. This is illustratively demonstrated in
Fig. 1b. We refer to the j™ local PC in the n'M cluster as

Z g) (the jth column of Z™). Finally, the local set of obser-

vations can be approximated with the rank-g matrix, Xq(”),
~X W 7 (A )T

X0 x X " =Z,"(A") D+C+C".

3.3. Correlation between the known and the
retrieved local parameterization

We utilize correlation metrics to test whether parameter-
ization with local PCs is equivalent to the a priori known
parameterization, ), for datasets 1-3. Within each cluster,
k,, we measure correlation between the j® local PC, Zi’j’.),
and the local parameterizing variable, denoted in general as
Yy, We adopt two correlation metrics: Pearson correlation
coefficient (PCC) and distance correlation (dCor) [29, 30].
In the n cluster, the local PCC between Zi’;) and Y™ is
computed as

(20 -Z") (" -F")

ij *J

N,
L

0) _
(2.7 Y") = ‘ ) 5m
n
-y

(22 - Z")P TN (0

ij *j i=1

(=
2

where N, is the total number of observations in the n clus-
ter and the overbars denote an arithmetic average over N,
samples. We further average the PCC metric over all k clus-
ters,
] k
(Zj V) =7 Xl 2. 97). 3)
n=1
The above equation yields a single averaged PCC value, r,
for a given clustering solution. The r values are bounded
between 0 and 1. In the general case, r = 0 is not a sufficient
condition for independence between two variables. In the n?
cluster, the local dCor between Z g) and Y™ is computed as

dCov, (2", y™)

)2>1/2

™y
dCor, (2,5, ™) (dCOVn(Zf:})’Zg‘))dcovn(y(n)’y(n)
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“

with the local distance covariance in the n'! cluster between
two random variables, x and y, defined as dCov,(x,y) =
(1/N?2 El]\j"zl X;1%ij) "2 where x;; and y;; are the elements
of the double-centered Euclidean distances matrices for x
and y observations respectively. The dCor metric is also av-
eraged over k clusters,

k
dCor(Z,;,¥) = % Z dCorn(ka'J'.), ym). 5)
n=1

The dCor values are bounded between 0 and 1, where dCor =
0 iff two variables are independent. The PCC metric can
only detect linear dependence between random variables. In
contrast, the dCor metric is more suitable when nonlinear
association exists between variables. Thus, values of dCor
larger than PCC can suggest that nonlinear dependencies re-
main in local portions of data. The convergence of the two
metrics can indicate that the dataset has been partitioned into
clusters that represent nearly linear segments of ).

3.4. Clustering based on variable bins

One way to cluster non-premixed combustion datasets
is to use mixture fraction, f, as the conditioning variable
and assign observations to bins generated in the range of
f. This method belongs to the family of supervised clus-
tering. The first split to two clusters can be performed at
the stoichiometric value of mixture fraction, f,, which has
to be known beforehand. This first split separates observa-
tions for which f < f,, (fuel-lean) from observations for
which f > f, (fuel-rich). If the number of clusters k > 2,
the fuel-lean and the fuel-rich branch can be further divided
into segments equal in length in the f-space, starting from
the branch which has a larger range in the values of f. This
technique clusters the training dataset explicitly based on the
chemical composition stoichiometry. For premixed systems,
other physical variable, such as one of the state variables, can
be selected to create the bins. In this work, whenever vari-
able other than f is used for clustering, we create k equally-
spaced bins between the minimum and the maximum value
of that variable.

3.5. Clustering using the VQPCA algorithm

VQPCA is an iterative clustering algorithm that parti-
tions the data based on the minimum reconstruction error
from local PCA [21, 31, 32]. Performing clustering through
dimensionality reduction is a unique feature of VQPCA. Com-
pared to other unsupervised techniques such as K-Means clus-
tering, VQPCA has a potential advantage of being less sen-
sitive to noise or outliers in the data. The convergence of the
algorithm is assessed with: (1) the convergence of cluster
centroids (the centroid of each cluster should not move more
than a threshold between two consecutive iterations) and (2)
the convergence of the PCA reconstruction error (the error
should be smaller than an agreed threshold). The algorithm
takes the preprocessed dataset, X, and the following hyper-
parameters as inputs:

a
VQPCA(k=3,g=1)

® ki ® k2 ks

0.0
0.0 0.5 1.0
b X
VQPCA(K=3,q=2)

Figure 2: (a) Two-dimensional and (b) three-dimensional syn-
thetic datasets composed of hyperplanes and the result of their
VQPCA clustering. Red arrows represent the expected lo-
cal eigenvectors from the converged iteration, associated with
each cluster. The VQPCA algorithm classifies each hyperplane
as a separate cluster based on the computed eigenvectors.

e the number of clusters, k, to create in the dataset,

e the number of local eigenvectors, g, with which each
observation is approximated at each iteration, and

e theinitialization of cluster centroids, v, € Z+N X1 defin-
ing the initial cluster classifications.

For simplicity, we refer to the VQPCA solution with k clus-
ters and g local eigenvectors as VQPCA(k, g). The VQPCA
algorithm is bootstrapped with the initial cluster centroids,
Up, which can be obtained using any data partitioning tech-
nique of choice. The most straightforward way is to ran-
domly assign original observations into k clusters. Another
option is to uniformly stratify the data matrix into initial
clusters. In this work, we use bins of mixture fraction as
the cluster initializations on datasets BS, EQ, DNS and SLF
and equally-spaced bins of H,O mass fractions for the HR
dataset (as described in §3.4).

At each iteration of the VQPCA algorithm, the dataset is
approximated using a separate set of local eigenvectors com-
puted from each of the k clusters. A matrix of reconstruc-
tion errors, € € RV*k jg populated, such that each column
is linked to one of the k clusters. Each (i, j)-th element, ¢; s
of that matrix represents the reconstruction error of the i
observation if it was assigned to the j cluster. The error
is computed based on the global scaled reconstruction error
metric as per [31],

eij = |1 X = X1, ©)

q,i*
where X, is the preprocessed i observation of all Q vari-

ables in the dataset and X ;jl.)* is the rank-g approximation of

that observation using local eigenvectors from the j" cluster.
The minimum reconstruction error is then searched across
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VQPCA(k=3,q=1)

Figure 3: The result of clustering the synthetic dataset from
Fig. 2b using VQPCA(k=3,g=1). Red arrows represent the
possible local eigenvectors from the converged iteration, asso-
ciated with each cluster.

every row of £. An individual observation is eventually as-
signed to the cluster in which that error was the smallest.
This allows to form a new vector of cluster classifications
and re-compute the local eigenvectors to be used at the next
iteration. If the number of observations assigned to a partic-
ular cluster is less than the number of variables in a dataset,
the cluster is removed. The observations from that removed
cluster are redistributed at the next iteration. This prevents
forming spurious clusters. Once the VQPCA algorithm con-
verges, we obtain the final vector defining cluster classifica-
tions, v € ZfX].

In essence, each cluster obtained with the VQPCA al-
gorithm is associated with some g-dimensional subspace of
the original O-dimensional space. We define linearity in ¢
dimensions as observations that lie within the span of a g-
dimensional orthogonal basis. In a special case, when the
dataset is composed of k g-dimensional linear manifolds,
we can expect that VQPCA(k, q) will classify each manifold
as a separate cluster. In a more general case, for datasets
that are not composed of g-dimensional manifolds or, when
we fail to guess how many underlying manifolds there are,
each obtained cluster lies close to a g-dimensional manifold.
The “closeness” is measured by the reconstruction errors
as per Eq. (6). Fig. 2 visualizes this concept on two syn-
thetic datasets composed of hyperplanes. The first one, in
Fig. 2a, is composed of three line segments embedded in
a two-dimensional space. When VQPCA(k=3,q=1) is ap-
plied to this data, a single eigenvector is allowed to define
each of the three clusters. Since the span of a single vec-
tor can define a line, the expectation is that VQPCA will
partition this dataset such that each line segment becomes
one cluster. The second dataset, in Fig. 2b, is composed
of three planar segments embedded in a three-dimensional
space. This time, when VQPCA(k=3,4=2) is applied, we al-
low two orthogonal eigenvectors to be associated with each
cluster. This enables detecting planar structures and, in an
analogous way to Fig. 2a, we can expect VQPCA to assign
each of the three planes to a separate cluster. We observe
that the algorithm performed as expected; each hyperplane is
classified as a separate cluster based on the computed eigen-
vectors. The expected eigenvectors from the converged iter-
ation are schematically illustrated with red arrows.

A potential shortcoming of the VQPCA algorithm emerges
following our discussion. VQPCA cannot guarantee a “rea-

sonable” clustering solution if one fails to guess the dimen-
sionality, g, of the underlying manifolds. This is demon-
strated in Fig. 3, where we apply VQPCA(k=3,g=1) on the
synthetic dataset from Fig. 2b. Constraining VQPCA to fit
one-dimensional manifolds (g=1) results in a different clus-
tering solution from the one presented in Fig. 2b. Unsurpris-
ingly, the existence of the three planar segments is now ig-
nored. The clustering result still satisfies optimality from the
perspective of the reconstruction error metric (as per Eq. (6)).
Hence, in Fig. 3, we see three elongated clusters, each be-
ing a result of assigning observations to the span of a sin-
gle local eigenvector (schematically visualized with the red
arrows). Comparing clustering results in Figs. 2b and 3, it
becomes evident that changing the hyper-parameter g can
result in very different clusters.

This shortcoming calls for measures that allow for au-
tomatic detection of the intrinsic dimensionality of the lo-
cal manifolds. While several metrics exist for approximat-
ing the effective or intrinsic dimensionality [33], this task
remains somewhat challenging. One way in which we can
guide the choice for g in an a posteriori analysis of clus-
tering solutions is by measuring the average reconstruction
accuracy of each cluster using the local eigenvectors asso-
ciated with that cluster. For example, the coefficient of de-
termination, R2, is equal to unity when the three clusters
from the VQPCA(k=3,9=2) solution in Fig. 2b are recon-
structed. For the VQPCA(k=3,q9=1) solution, the average
R? for the reconstruction of the three clusters seen in Fig. 3
is 0.69. The supplementary material presents extended re-
sults for this synthetic dataset (see Fig. S1) for other com-
binations of k and ¢g. A non-unity value of R? conveys the
fact that observations in a cluster have some level of scatter
around the span of their defining eigenvector(s). Hence, ob-
servations cannot be reconstructed perfectly and, at best, lie
close to that span. For datasets such as the DNS data, this is
generally the case due to large level of physical scatter in the
data. Tied to this discussion, although perhaps less cumber-
some, is the need to find the optimal number of clusters, k,
that sufficiently represent distinct physical phenomena. This
point can be addressed using clustering quality metrics that

VQPCA(k,g=1)
2500
k1

@ k2

2000

& 1500
~ 1000
500

0 fir 05 10
fl-]

Figure 4: The result of VQPCA clustering of the BS dataset
using g=1 (irrespective of the number of clusters, k, origi-
nally requested). f,, denotes the stoichiometric value of f.
Local PCA was performed using Auto scaling on a dataset
X = [T, Y,.]. An identical result is obtained when local PCA is
performed using Pareto scaling on a dataset X = [Y,] Clusters
were initialized by binning f.
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Figure 5: The result of VQPCA clustering of the EQ dataset to k clusters using g=1. f,
denotes the stoichiometric value of f. (a) Local PCA was performed using Auto scaling

on a dataset X = [T, Y,.].

(b) Local PCA was performed using Pareto scaling on a dataset

X = [Y;]. In (a) and (b), clusters were initialized by binning f.

measure intra-cluster homogeneity and inter-cluster hetero-
geneity. We come back to this discussion in §4.4 and present
an approach for a more informed selection of the pair (k, q)
tied to a given dataset, when no a priori physical knowledge
is available to guide this choice.

4. Results and discussion
4.1. The Burke-Schumann model

The BS dataset carries similarities with the synthetic dataset

presented in Fig. 2a; by construction, this dataset is param-
eterized by YV = f only. Since the lean and rich branch
are linear functions of f, clustering with VQPCA(k=2,g9=1)
should separate the lean and rich branch into two clusters.
The result of this clustering is presented in Fig. 4. VQPCA
splits the dataset at the stoichiometric mixture fraction value,
f - and the two clusters correspond to the fuel-lean and the
fuel-rich side. Such partition leads to 100% correlation in
terms of r and dCor between the first local PC and the lo-
cal f in both clusters. Further, we have found that no mat-
ter how many clusters, k, are requested for partitioning this
dataset, VQPCA ultimately finds only two, removing spu-
rious clusters that have too few observations. This behav-
ior is understandable, since the BS dataset is composed of
only two locally one-dimensional manifolds. It is important
to note here, that this finding does not prove that our local
PCA approach “sees” the underlying physical meaning of
the two clusters a priori. Rather, retrieving the two clus-
ters is an aftermath of the mechanics of the VQPCA algo-
rithm (see §3.5). Since the BS model is constructed using
two one-dimensional linear manifolds, the one-dimensional
manifolds found by VQPCA concur entirely with our phys-
ical interpretation of these manifolds.

4.2. The chemical equilibrium model

Similarly to the BS dataset, the EQ dataset is inherently
parameterized by Y = f but the local manifolds are not lin-
ear. Fig. 5 shows the result of VQPCA clustering of the EQ
dataset to k clusters using g=1, where k varies from 2 to 8.
We compare two data preprocessing scenarios. In Fig. 5a,
local PCA was performed using Auto scaling on a dataset
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Figure 6: The r and dCor values between the first local PC
and the local Y = f when clustering the EQ dataset with
VQPCA with an increasing number of clusters, k, and using
g=1. For comparison, dashed lines show analogous correla-
tions but for clustering solutions obtained directly from binning
the f vector. We also show correlations coming from global
PCA (marked with GPCA). (a) Global and local PCA were
performed using Auto scaling on a dataset X = [T.Y]. (b)
Global and local PCA were performed using Pareto scaling on
a dataset X = [¥]. In (a) and (b), clusters were initialized by
binning f. Legend applies to (a) and (b).

X = [T, Y[]. In Fig. 5b, local PCA was performed using

Pareto scaling on a dataset X = [Y;] In both cases, clusters
were initialized by binning the f vector. In Fig. 5a, when
creating two clusters, the first cluster captures all observa-
tions from the pure streams. In the space of f-T, this first
cluster is discontinuous. It is worth noting, however, that
f does not constitute the dimensions of the ambient space.
The fact that VQPCA classified the observations in the ox-
idizer and fuel stream into one cluster means that those ob-
servations lie sufficiently close to the same local manifold,
embedded in the ambient space. Starting from k=3 clusters,
VQPCA uses the additional third eigenvector to construct
separate manifolds for the oxidizer and fuel stream. It is vis-
ible in Fig. 5a that also starting from k=3, VQPCA splits
the dataset close to f;. In the space of f-T, this results in
splitting the dataset at the location of the largest visible non-
linearity. For the data preprocessing case from Fig. 5b, we
do not observe discontinuous clusters. However, the split
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Figure 7: True shapes of the global and local one-dimensional manifolds in the EQ dataset
as functions of f. We report the one-dimensional manifolds found by global PCA (GPCA)
and local PCA when k was varied from 2 to 4 in VQPCA(k,g=1). Local PCA was performed
using Auto scaling on a dataset X = [T,Y,.]. Clusters were initialized by binning f. The
same temperature colorbar applies to global and local manifolds.
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using Pareto scaling on a dataset X = [Y,] Clusters were initialized by binning f. The
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Figure 9: The result of VQPCA clustering of the HR dataset to k clusters using ¢ = 1.
(a) Local PCA was performed using Auto scaling on a dataset X = [T,Y;]. (b) Local PCA

was performed using Pareto scaling on a dataset X = [¥;]. In (a) and (b), clusters were

initialized by binning Yy 4.

close to f; happens only starting from k=4.

In order to interpret the one-dimensional local manifolds
that VQPCA finds for this dataset, we compute the r and
dCor values between the first local PC and the local Y =
f, for each clustering solution from Fig. 5. These values,
for increasing k, are reported in Fig. 6 with solid lines. We
obtain a converging behavior in the correlation metrics as the
number of clusters increases. For Fig. 6a, which corresponds
to the preprocessing case with Auto scaling on a dataset X =
[T.Y;], the minimum correlation in terms of r is 73% when
k=2. For Fig. 6b, which corresponds to the preprocessing
case with Pareto scaling on a dataset X = [Y;], the minimum
correlation in terms of r is 94% when k=2. Thus, there is a
good agreement between the parameterization obtained with
local PCA and the known intrinsic parameterization of this
EQ dataset (Y = f).

We note, that even though clusters were initialized from
binning the f vector, VQPCA re-distributes observations
during the iterative process with respect to the initialized
solution. The re-distribution is such that correlations are
generally higher for the final VQPCA clustering solution as
compared to the clustering solution coming from binning f
alone (cf. solid and dashed lines in Fig. 6). While we have
found binning the f vector to be a good choice for initializing
clusters in the VQPCA algorithm, the final VQPCA cluster-
ing solution is improved with respect to simply binning the
f vector in terms of retrieving the locally one-dimensional
manifolds.

There is a visible larger discrepancy between r and dCor
values when k < 5, especially for the case of Auto scal-
ing on a dataset X = [T,Y;|. This suggests that for small
k, local manifolds still exhibit some level of nonlinearity.
It is thus instructive to inspect the true shapes of the local
one-dimensional manifolds in functions of ) = f for the
EQ dataset. Fig. 7 shows these true shapes for global PCA
and for local PCA performed in clusters found by VQPCA
where k varies from 2 to 4. We note that the global man-
ifold (denoted GPCA) and the local manifolds associated
with VQPCA(k=2,q=1), exhibit significant nonlinearity. For
the VQPCA(k=3,g=1) solution, we obtain at least one lo-
cal manifold (in cluster k3) which is nearly a linear function

of f. For the VQPCA(k=4,q=1) solution, the linearity of
local manifolds is more pronounced, with manifolds in at
least three clusters (k;, k, and k,) being nearly piecewise
linear one-dimensional manifolds. Fig. 8 shows analogous
true shapes of the local one-dimensional manifolds in the EQ
dataset, but for the preprocessing case using Pareto scaling
on a dataset X = [Y,] We observe that the one-dimensional
manifold from global PCA is already close to being a lin-
ear in function of f, as opposed to the global PCA manifold
seen in Fig. 7. With local PCA performed in VQPCA clus-
ters, we obtain nearly linear one-dimensional manifolds, es-
pecially when creating four clusters (the VQPCA(k=4,q=1)
solution). This qualitative comparison of local manifolds in
Figs. 7-8 between the two preprocessing scenarios can help
explain the generally much higher (nearing 100%) correla-
tions seen in Fig. 6b (for Pareto scaling with X = [Y[]), as
compared to Fig. 6a (for Auto scaling with X = [T, Yi]).
This also demonstrates that even for qualitatively similar clus-
tering solutions (cf. Figs. 5a-b), data preprocessing can play
a significant role in local manifold parameterization and in-
terpretation. Some means of data preprocessing (such as
Pareto scaling applied on X = [Yi]) can help align manifold
parameterizations with the physically expected parameteri-
zation of the system. The supplementary material presents
analogous results for hydrogen/air and syngas/air combus-
tion (see Figs. S2-S9).

4.3. The homogeneous reactor model

We apply the local PCA approach to a single time tra-
jectory of the HR dataset. The HR data results from solving
a system of ODEs with physical time, ¢, being the indepen-
dent variable. For this dataset, time is the variable describ-
ing the reaction progress, from initial condition in the reac-
tor, through mixture ignition to chemical equilibrium. Fig. 9
shows the result of VQPCA clustering of the HR dataset to
k clusters, in the space of time, ¢, (the independent variable)
and temperature, T'. Here, k varies only from 2 to 4 due to
small number of observations in the HR dataset. For k > 4,
some clusters become too small to be considered meaning-
ful for the correlation analysis. Since a single time trajectory
is used, we select g=1 in the VQPCA algorithm. Since the
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Figure 10: The r and dCor values between the first local PC
and the local ¥ =Y}, when clustering the HR dataset with
VQPCA with an increasing number of clusters, k, and using
q=1. For comparison, dashed lines show analogous correlations
but for clustering solutions obtained directly from binning the
Yi,0 vector. We also show correlations coming from global
PCA (marked with GPCA). (a) Local PCA was performed using
Auto scaling on a dataset X = [T,Y]. (b) Local PCA was
performed using Pareto scaling on a dataset X = [Y,] In
(a) and (b), clusters were initialized by binning Y, ,. Legend
applies to (a) and (b).

HR dataset describes a premixed system, VQPCA is now
initialized with equally-spaced bins of the H,O mass frac-
tion, Yy o. We observe that clusters are continuous along
the time dimension. This suggests that the VQPCA algo-
rithm clusters the HR dataset based on a variable describing
progress of chemical reactions.

Mass fractions of combustion products, (in the case of
hydrogen fuel, H,O) can be used to define progress vari-
ables [34, 35, 36, 37]. In general, a progress variable, c, is
defined in the literature as ¢ = Z:’;l w;Y;, where the weight-
ing factors, w;, are typically non-zero only for stable species
and such that their linear combination changes monotoni-
cally across the flame. There is a similarity of this definition
with Eq. (1), which suggests that under certain settings, a PC
can satisfy the role of a progress variable. The dataset for
PCA transformation needs to be composed of species mass
fractions only (i.e. the temperature variable is not included
in the training data). In Fig. 10, with solid lines we show
correlations between the local PC in each cluster and the
Hy0 mass fraction (¥ = Yy, o). For Fig. 10a, which cor-
responds to the preprocessing case with Auto scaling on a
dataset X = [T, Y,] , the minimum correlation in terms of r is
58% when k=2. For Fig. 10b, which corresponds to the pre-
processing case with Pareto scaling on a dataset X = [Y],
the correlation in terms of r is 100% for all k considered.
We thus see consistency of the local PCA results with the
clusters visualization presented in Fig. 9. The VQPCA al-
gorithm partitioned the dataset based on parameters highly
correlated with a progress variable. This is especially the
case when Pareto scaling was used on a dataset with the tem-
perature variable removed, following our earlier expectation
about how c is formed. In the supplement, we show analo-
gous results for syngas/air and methane/air combustion (see
Figs. S10-S13). We also show correlations between the first
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and each local state variable, X,;, when clustering the HR
dataset for hydrogen/air combustion with VQPCA with an in-
creasing number of clusters, k, and using g=1. (a) Local PCA
was performed using Auto scaling on a dataset X = [T,Y,]. (b)
Local PCA was performed using Pareto scaling on a dataset
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Figure 12: The minimum r values between the first local PC
and each local state variable, X,;, when clustering the HR
dataset for syngas/air combustion with VQPCA with an in-
creasing number of clusters, k, and using g=1. (a) Local PCA
was performed using Auto scaling on a dataset X = [T, Y,]. (b)
Local PCA was performed using Pareto scaling on a dataset
X = [¥}]. In (a) and (b), clusters were initialized by binning
Yu,0- Legend applies to (a) and (b).

local PC and Y = Y, which are of relevance for hydro-
carbon fuels (see Figs. S14-S15).

Similarly as we have done for the EQ dataset, we can
compute analogous correlations but for the HR data clus-
tering obtained from binning the H,O mass fraction vector.
These results are shown in Fig. 10 with dashed lines. We
again observe smaller correlations in terms of r and dCor as
compared to clustering with the VQPCA algorithm, with the
exception of VQPCA clustering with k=2 in Fig. 6a. Even
though correlations associated with Pareto scaling are near-
ing 100%, we see smaller correlations for all kK when we bin
the H,O mass fraction vector as compared to clustering us-
ing VQPCA. This suggests that the data preprocessing case
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Figure 13: The minimum r values between the first local PC and each local state variable,

X,;, when clustering the HR dataset for methane/air combustion with VQPCA with an
increasing number of clusters, k, and using g=1. (a) Local PCA was performed using Auto
scaling on a dataset X = [T,K]. (b) Local PCA was performed using Pareto scaling on a
dataset X = [Yt] In (a) and (b), clusters were initialized by binning Y}, ,. Legend applies

to (a) and (b).

based on Pareto scaling of the species mass fractions is more
appropriate when optimized progress variables need to be
formulated.

In addition, Figs. 11-13 report the minimum r values for
correlation between the first local PC and each local state
variable in the HR datasets across three considered fuels: hy-
drogen, syngas and methane. The minimum r was searched
across k changing from 2 to 4; Figs. 11-13 are thus a more
compact presentation of correlations with respect to Fig. 10.
With the red shaded outlines, we mark the first few largest r
values. To summarize the findings from Figs. 11-13, when
Auto scaling is used on a dataset X = [T, Y,-], the highest
correlations are observed for

e H,0,, HO,, T, H for hydrogen/air,
e HO,, T, OH, CO for syngas/air,
e H,0, OH, T, HO,, CH;0, O for methane/air,

and when Pareto scaling is used on a dataset X = [Y;], the
highest correlations are observed for

e O,, H,0O, T, H, for hydrogen/air,
e CO, CO,, O,, T for syngas/air,
e 0,,CO,, T, CO, H,0, H, for methane/air.

For methane/air combustion we neglect NOx species from
this analysis. The species mass fractions exhibiting highest
correlations are consistent with variables typically used in
the literature to construct progress variables [4, 38, 37, 39,
40]. This is especially the case when Pareto scaling is used
on a dataset X = [Yl] . This result is consistent with the work
done in [28], where the authors reported that Pareto scaling
emphasizes major and stable species in the definition of the
first global PCs. Correlation analysis as we have performed
here, can thus help in formulating optimized local c as a lin-
ear combination of state variables [10].

4.4. The high-fidelity DNS dataset: data-aided
interpretation and relation with the training
manifold

Thus far, we have used our physical knowledge of the

system to guide the selection of g. Since the intrinsic param-
eterization of the DNS dataset is not known a priori, we first
search the space of possible pairs (k,q) to apply on the DNS
dataset. Our approach for obtaining a reasonable pair (k,q)
is based on measuring the reconstruction quality from local
PCA. We look at how closely the conditional means of five
selected reconstructed state variables (T', Yy, 0, Yo, Yco,
andY,_c p, ) approximate their true conditional means. The
choice for k and ¢ is made once the selected variables con-
ditioned on f are reconstructed reasonably well. We denote
the true conditional mean of variable X,; as (X,;|f), and
the reconstructed conditional mean as (X,;|f),. To define
the conditioning variable, we generate 20 bins in the space
of f. Bins have varying sizes such that they are tighter close
to f,; and larger close to f = 0 and f = 1. For the ji
selected variable, X, j» We measure the jth coefficient of de-
termination for the conditional mean as

R (CR T

RJ2.:1— . (D

2
2,221 <<X*j|f>r,i - mean(<X>:<j|f>t,i)>

We then find the minimum RJZ. that happened for any of the
five selected variables, which becomes our final reconstruc-
tion quality measure, R>. We set the threshold constraint
for selecting the smallest ¢ when R> > 0.99. If locally
linear regions of the low-dimensional manifold are found, a
multi-linear model with a correct dimensionality would re-
construct the data perfectly (recall Fig. S1). With the phys-
ical scatter present in the DNS data, we do not expect R>
to be equal to unity with ¢ < Q. Supplementary Fig. S16
shows a colormap of the R? values over a Cartesian prod-
uct k X g, where k = [2,3,...,8] and ¢ = [1,2,...,10].
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Figure 15: The result of clustering the DNS dataset using
VQPCA(k=4,q=3) plotted in the physical space, x-y. Lo-
cal PCA was performed using Auto scaling on a dataset
X = [T, Y,] Clusters were initialized by binning f.

The highest R? values happen for ¢ > 3, suggesting that
the DNS dataset should be approximated with at least three-
dimensional manifolds. The black cross in Fig. S16 marks
the maximum R? which happened for (k=7,g=10). The black
circle marks the smallest dimensionality ¢ for which R? is
at least 0.99 which happened for (k=5,4=3). In addition,
Fig. S17 shows a comparison of conditional means for the
case marked with the black circle (Fig. S17a) and with the
black cross (Fig. S17b). We observe that both cases recon-
struct the conditional means reasonably well. We thus select
q=3 for subsequent DNS data analysis.

Fig. 14 shows the result of VQPCA clustering of the
DNS dataset to k=4, k=6 and k=8 clusters using g=3. The
clustering solutions are plotted in the f-T space. Similarly

as before, we compare two preprocessing scenarios. In Fig. 14a,

local PCA was performed using Auto scaling on a dataset
X = [T,Y;]. InFig. 14b, local PCA was performed using
Pareto scaling on a dataset X = [Yl] In both cases, clusters
were initialized by binning the f vector. In Fig. 15, we fur-

ther visualize one particular clustering solution, VQPCA (k=4,4=3),

corresponding to Auto scaling with X = [T, Y;] in the phys-
ical space, x-y. We take this particular solution for subse-
quent detailed analysis.

We begin with the qualitative interpretation of clusters
seenin Fig. 15. The first cluster, k, contains the non-reacting
observations from the n-heptane core jet and the air co-flow.
To quantitatively support this evidence, we carry out Pro-
crustes analysis between the shape of this cluster and the
shapes of the spatial profiles of various chemical species.
Procrustes analysis is a statistical tool to compare two geo-
metrical shapes, S; and .S,, after accomplishing operations
of translation, rotation, reflection, and scaling. It minimizes
the sum of squared differences between the two considered
shapes as an objective function [41, 42]. Procrustes anal-
ysis returns a dissimilarity coefficient, d(.S;,.5,) € [0, 1],
which is equal to zero when two shapes are identical. When
the shape of k, is geometrically compared to the spatial pro-
files of chemical species, the minimum value obtained for d
is associated with the O, mass fraction, d(k,Yp,) = 0.34.
In contrast, the median value of d obtained when the shape
of k; is compared with any of the remaining species in the
dataset is 0.75. We also look at the isolated region where
the fuel jet is injected (at x ~ 0.5m). The dissimilarity coef-
ficient between the central section of k| and the region where

the n-heptane mass fraction is greater than 0.3 is d(ky, Y, _c, ) =

0.33. From the analogous geometrical analysis, the second
cluster, k,, appears to represent the layer where oxygen starts
to react and hydroxyl and oxygen radicals are formed, since
d(ky, Yop) = 0.4 and d(k,, Y,) = 0.46. In the supplemen-
tary material, we provide additional figures for a qualitative
visual comparison of the shapes of clusters k; and k, and
the relevant species profiles (see Figs. S18-S19).

The third cluster, ks, is particularly interesting from the
physical and chemical point of view. In Fig. 16, we exam-
ine the eigenvector weights associated with the first two lo-
cal PCs in k5 and we highlight the five highest weights (in
terms of an absolute value) in red. Variables with the high-
est weights are the ones associated with the polycyclic aro-
matic hydrocarbons (PAH) growth and consumption. In par-
ticular, the high weight for propargyl (C3H3) can be, from a
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Figure 16: Quantitative physical interpretation of the first two
local eigenvectors from the DNS dataset in cluster k; resulting
from the VQPCA(k=4,4=3) solution. Local PCA was per-
formed using Auto scaling on a dataset X = [T,Y;|. Clusters
were initialized by binning f.

chemical perspective, considered to be particularly coherent
with the other PAHs despite not having an aromatic struc-
ture. This species is in fact responsible for the formation
of aromatic compounds according to the reactions 2C;H; =
Al and 2C3H; = Al— + H. In addition, propargyl is also
involved in the PAH growth as it is responsible for naph-
thalene formation according to A;CH, + C3H; = 2H + A2
[43]. High weight for naphthalene (A2) shows up in the sec-
ond PC. This can be considered an interesting finding, since
the evolution of soot has been shown to be dictated by the
evolution of A2 [23]. It has also been shown that the soot
precursor A2 can be used as an indicator of processes that act
to increase the local strain rate [22]. Cluster k5 thus appears
to be associated with soot formation processes, as the main
PAHs and radicals involved in this process exhibit dominant
weights in the first two PCs. In the supplementary Fig. S20,
we support these conclusions through a visual comparison
between the shape of cluster k5 and the profiles of the species
that were found to be important in defining the local mani-
fold. We compare the shape of k5 in Fig. S20a with the pro-
files of A1—, A2—, C3H;3, Al and A2 in Figs. S20b-f. We
observe that the shape of k; encapsulates particularly well
the regions in the flame exhibiting high mass fractions of
these species.

For the very same chemical system and flame config-
uration, Attili et al. [22] observed that the peak in acety-
lene (C,H,) and naphthalene mass fractions occurred at f =
0.3. Concurrently, soot was absent at smaller values of f
(f < 0.3) due to oxidation. For the DNS simulation time
that we study here (¢ = 15ms), soot was also present in the
entire rich side of the flame. We carry out an additional
quantitative physical interpretation of cluster k5 from the
VQPCA(k=4,q=3) solution in the f-space. In Fig. 17a, we
examine probability density functions (PDFs) in f among
clusters obtained with VQPCA(k=4,q=3). The interval of
f where the flame is expected to exhibit sooting behavior is
contained within k5 (marked with the red outline). In addi-
tion, VQPCA seems to be always finding a cluster dedicated
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Figure 17: Quantitative physical interpretation of the VQPCA
clusters in the DNS dataset. We show the probability density
functions (PDFs) in the f-space among clusters obtained using
VQPCA with ¢=3 and (a) k=4, (b) k=6 and (c) k=8. With
the red outline, we mark the cluster which captures the PAH
and sooting processes in each clustering solution. Local PCA
was performed using Auto scaling on a dataset X = [T, Yi].
Clusters were initialized by binning f.
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Figure 18: Quantitative physical interpretation of the first two
local eigenvectors from the DNS dataset in cluster k, resulting
from the VQPCA(k=4,q4=3) solution. Local PCA was per-
formed using Auto scaling on a dataset X = [T, Yi]. Clusters
were initialized by binning f.

to PAHs and soot, even when the algorithm is applied with
a different number of clusters. This is shown in Figs. 17b-c,
where the analogous PDFs for f are reported for the VQPCA
solutions using k=6 and k=8, respectively. In each case, we
mark the cluster which captures the sooting processes oc-
curring at f &~ 0.3 with the red outline. The supplemen-
tary Figs. S22-S23 demonstrate the eigenvector weights in
the outlined clusters from the VQPCA(k=6,g=3) and the
VQPCA(k=8,q=3) solutions. We note the similar structure
to the one presented in Fig. 16. This observation suggests
that our local PCA approach can be generalizable for differ-
ent values of k with a fixed dimensionality q.

Finally, we look into the fourth cluster, k4, which encap-
sulates the region close to the rich side of the flame. Fol-

Zdybat et al.: Preprint submitted to Elsevier

Page 12 of 17



Local manifold learning and its link to domain-based physics knowledge

lowing the results of [22], we expect that this cluster can
still capture the soot formation chemistry, but for conditions
f — 1. Fig. 18 shows the eigenvector weights for the first
two PCs in k,. We note a qualitatively different PC struc-
ture to the one coming from k5. In particular, the two PCs
do not exhibit high weights for A2; this is in contrast to what
we observe in Fig. 16. Since k, spans the range in f from
f =~ 0.35 to 1.0 (see Fig. 17a), we hypothesize, that cluster
k, represents regions where A2 does not necessarily form
due to high dissipation rates. Both acetylene and naphtha-
lene have been shown to be sensitive to scalar dissipation
rate in laminar [44] and turbulent flames [43, 22]. The pres-
ence of A2 within cluster k, can be mostly due to transport
of soot towards rich side of the flame [22].

We now extend the application of our approach to the
SLF dataset for n-heptane/air combustion which is essen-
tially a one-dimensional case corresponding to the analyzed
DNS dataset. Attili et al. [23] studied the effect of differen-
tial diffusion on accurate representation of the non-premixed
sooting flames. The authors made an interesting observation
that unity Le number assumption should be used in flamelet
models to better represent turbulent combustion. In this sec-
tion, we apply our local PCA approach to two flamelet mod-
els as introduced in §2: one that assumes unity Le and one
that assumes mixture-averaged diffusion. Our goal is to show
that we arrive at the same observation as Attili et al. [23] but
in a purely data-driven way. We use the DNS VQPCA clus-
tering solutions to inform the SLF dataset clustering. Our
procedure is to use g=3 and use the local eigenvectors from
the DNS dataset to partition the SLF data [45]. This gives us
a chance to compare local PCA performed on the DNS and
the SLF data on equal terms.

In an analogous way as for the DNS dataset, we com-
pute the PDFs in the f-space. Fig. 19 shows the PDFs for
VQPCA clustering solutions obtained for k=4, k=6 and k=8
clusters when the unity Le assumption is used. We note that
also for this SLF dataset, we can identify a cluster associated
with the soot formation processes occurring at f ~ 0.3. In
each case, we mark that cluster with the red outline. We note
that in contrast to what we observed for the DNS dataset, the
soot-related cluster spans a wider range in f. In each case in
Fig. 19, we observe that the outlined cluster contains region
from f slightly lower than 0.3, all the way to f = 1.0. We
can take a closer look at the VQPCA (k=4,g=3) solution, in
an analogous way to what we have done for the DNS dataset.
In Fig. 20, we examine the eigenvector weights associated
with the first two local PCs in k5 from the VQPCA(k=4,9=3)
solution. For both PCs, we mark the five highest weights
(in terms of an absolute value) in red. The first PC exhibits
highest weights for variables that did not show up in the PC
structure for the DNS dataset. However, weights on the sec-
ond PC are highest for A;C,Hs, Al1—, A2—, H,O and C;H;.
This PC thus resembles the first PC from k5 in the DNS
dataset (cf. with Fig. 16). The supplementary Figs. S25-S26
demonstrate the eigenvector weights in the outlined clusters
from the VQPCA(k=6,9=3) and the VQPCA(k=8,9=3) so-
lutions. We note that in each case, we can identify a PC
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Figure 19: Quantitative physical interpretation of the VQPCA
clusters in the SLF dataset in the f-space. We use the unity Le
assumption. We show the probability density functions (PDFs)
in f among clusters obtained using VQPCA with g=2 and (a)
k=4, (b) k=6 and (c) k=8. With the red outline, we mark
the cluster which captures the PAH and sooting processes in
each clustering solution. Local PCA was performed using Auto
scaling on a dataset X = [T, YI.]. Clusters were initialized by
binning f.
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Figure 20: Quantitative physical interpretation of the first two
local eigenvectors from the SLF dataset in cluster k; resulting
from the VQPCA(k=4,q=3) solution. We use the unity Le
assumption. Local PCA was performed using Auto scaling on
a dataset X = [T, Y,] Clusters were initialized by binning f.

with high weights for A1—, A2— and C;Hj3, although this
behavior switches to the second PC, in contrast to what we
observed for the DNS dataset. The shared similarities be-
tween the SLF and the DNS dataset suggest that local man-
ifold interpretations can be carried over from simpler sys-
tems to more complex ones. This fact can be used as a tool
to gain initial understanding of the PCA parameterization
from the training manifold, before applying the approach to
larger and more complex high-fidelity datasets. Finally, we
note that for the SLF dataset we have less observations cor-
responding to f = 0 than we had for the DNS dataset (cf.
regions f =~ 0in Fig. 17 and Fig. 19). Interestingly, this did
not prohibit finding parameterization tied to soot formation
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processes, which might have been the case if global PCA
was applied instead, due to much oversampled region close
to f ~ 0 in the DNS data.

Fig. 21 shows the analogous PDFs but for the SLF with
the mixture-averaged differential diffusion model. We note
different probability distributions when non-unity Le assump-
tion is used as compared to the flamelet with unity Le as-
sumption. Primarily, clustering this SLF dataset based on
local eigenvectors coming from the DNS data caused some
too small clusters to disappear in the VQPCA (k=6,¢g=3) and
VQPCA(k=8,q=3) cases. Thus, in Fig. 21b the actual num-
ber of clusters found is five, and in Fig. 21c it is six. This be-
havior suggests that the clustering solution obtained from the
DNS data is less adequate to partition the SLF dataset with
the non-unity Le assumption. The cluster associated with
soot formation for each VQPCA clustering solution is high-
lighted in red. We observe that in each case, the soot cluster
does not encapsulate the region f =~ 0.3. The main differ-
ence between the unity and non-unity Le assumption from
the perspective of the soot cluster is that in the unity Le, this
cluster spans the range from f = 0.3 to f=1.0. In the non-
unity Le assumption, the soot cluster spans the range from
f =~ 0.4to f=1.0. This suggests, that with the more accurate
differential diffusion model, PAHs show up in the PC struc-
ture due to their transport towards the rich side of the flame.
Conversely, with the unity Le assumption, PAHs might have
showed up in the PC structure both due to their formation
at f ~ 0.3, and due to transport. In Fig. 22, we present the
eigenvector weights associated with the first two local PCs
in k5 from the current VQPCA(k=4,9=3) solution. In the
second PC, we can still identify parameterization based on
the PAH species, with the highest weights for A;C,Hs, Al—,
A2—, C3H; and A|C,H,. The supplementary Figs. S25-S26
demonstrate the eigenvector weights in the outline clusters
from the VQPCA(k=6,9=3) and the VQPCA(k=8,9=3) so-
lutions. We note that in each case, we can identify a PC with
high weights for A;C,Hs, Al—, A2—, C;H; and A;C,H,,
and similarly as in the unity Le SLF, this behavior can be
seen in the second PC.

5. Conclusions

Dimensionality reduction techniques can be used to ob-

tain effective parameterizations of complex systems with many

degrees of freedom. Among many available linear and non-
linear reduction techniques, PCA is widely used in various
research fields. PCA allows to compute parameterizations
directly from the training data. Areas of research strongly
populated with large amounts of data can particularly benefit
from this data-driven approach. In this work, we present an
application of local PCA to simplify the description of high-
dimensional reacting flows datasets. We perform a bottom-
up exercise in interpreting local PCs. We demonstrate that
applying PCA in local clusters (a locally linear approach) we
can retrieve the inherent parameters used to generate data
from simple combustion models: BS, EQ and HR. The lo-
cal parameters can be thought of as a more compact rep-
resentation of the original thermo-chemical variables. For
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Figure 21: Quantitative physical interpretation of the VQPCA
clusters in the SLF dataset in the f-space. We use the non-
unity Le assumption. We show the probability density func-
tions (PDFs) in f among clusters obtained using VQPCA with
g=2 and (a) k=4, (b) k=6 and (c) k=8. With the red outline,
we mark the cluster which captures the PAH and sooting pro-
cesses in each clustering solution. Local PCA was performed
using Auto scaling on a dataset X = [T, Y,.]. Clusters were
initialized by binning f.
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Figure 22: Quantitative physical interpretation of the first two
local eigenvectors from the SLF dataset in cluster k; resulting
from the VQPCA(k=4,q=3) solution. We use the non-unity
Le assumption. Local PCA was performed using Auto scaling
on a dataset X = [T, Y,] Clusters were initialized by binning

f.

a much more complex DNS dataset, we show that under
certain settings, physical meaning can be attributed to the
obtained parameters. We analyze a turbulent non-premixed
sooting flame DNS and show the potential to link the lo-
cal parameters with soot formation processes. Finally, we
demonstrate that local PCA parameterizations can be shared
between the DNS data and a simpler SLF model case corre-
sponding to the systems simulated in the DNS. We perform
a data-driven demonstration that our local PCA approach
can suggest which differential diffusion model is more ad-
equate to represent a high-fidelity non-premixed turbulent
flame simulation. The results reported in this work suggest
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that when locally linear manifolds are anticipated in the data,
clustering based on linear reconstruction error minimization
can be a good choice.
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