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then diverge at aggregation, with the rainfall containers running a

series of R scripts, and air temperature containers running a series

of Python scripts. The data acquisition and workflow steps are all

orchestrated in CRON, first in a development VM for testing, then

onto Abaco for production usage.
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