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Compression for Multi-Arm Bandits

Osama A. Hanna"', Lin F. Yang, Member, IEEE, and Christina Fragouli

Abstract—The multi-armed bandit (MAB) problem is one of
the most well-known active learning frameworks. The aim is to
select the best among a set of actions by sequentially observing
rewards that come from an unknown distribution. Recently, a
number of distributed bandit applications have become popular
over wireless networks, where agents geographically separated
from a learner collect and communicate the observed rewards. In
this paper we propose a compression scheme, that compresses the
rewards collected by the distributed agents. By providing nearly
matching upper and lower bounds, we tightly characterize the
number of bits needed per reward for the learner to accurately
learn without suffering additional regret. In particular, we estab-
lish a generic reward quantization algorithm, QuBan, that can
be applied on top of any (no-regret) MAB algorithm to form a
new communication-efficient counterpart. QuBan requires only
a few (converging to as low as 3 bits as the number of itera-
tions increases) bits to be sent per reward while preserving the
same regret bound as uncompressed rewards. Our lower bound is
established via constructing hard instances from a subGaussian
distribution. Our theory is further corroborated by numerical
experiments.

Index Terms—Distributed multi-armed bandits, contextual
bandits, compression, communication constraints.

I. INTRODUCTION

ULTI-ARMED bandit (MAB) is an active learning

framework that finds application in diverse domains,
such as recommendation systems, clinical trials, and adaptive
routing [2]. MAB systems in areas such as mobile health-
care, social decision-making and spectrum allocation have also
already been implemented in a distributed manner, using lim-
ited bandwidth wireless links and simple sensors with low
computational power [3], [4], [5], [6], [7], [8]. Motivated from
such communication constrained environments, in this paper
we explore compression schemes tailored to distributed MAB
applications.

In the classical MAB problem formulation, a learner inter-
acts with an environment by pulling an arm from a set of arms,
each of which, if played, gives a scalar reward, sampled from
an unknown but fixed distribution. The goal of the learner is to
find the arm with the highest mean reward using the minimum
number of pulls. The performance of a learner is measured in
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Fig. 1. A central learner collects rewards from a set of agents. The agents
can join and leave at any time and hence can be different and unaware of the
historical rewards, (i.e., they are memoryless).
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terms of regret, that captures the expected difference between
the observed rewards and rewards drawn from the best arm.
Work on MAB algorithms and their applications span sev-
eral decades, cultivating a rich literature that considers a
variety of models and algorithmic approaches [9]. MAB algo-
rithms include explore-then-commit [10], [11], e-greedy [12],
Thomson sampling [13], and the upper confidence bound
(UCB) [12], [14], to name a few. Under some assumptions
on the reward distribution, the explore-then-commit and e-
greedy algorithms achieve a regret bound o O(y/n), where
n is number of steps the learner plays, for the worst-case
but known minimum reward gap,' while Thomson sampling
and UCB achieve a regret bound o« O(,/nlog(n)) without
knowledge of the minimum means gap.> However, all these
works assume that the rewards can be communicated to the
learner at full precision which can be costly in communication-
constrained setups. In this paper we ask: is it possible to
perform efficient and effective bandit learning with only a few
bits communicated per reward?

In particular, in this paper we consider reward compression
for the setup illustrated in Fig. 1, where a central learner can
directly communicate with a set of agents. We assume that
agents can observe and communicate rewards - but do not
keep memory of past rewards. There are several use cases
where this setup can apply: the agent may be mobile (e.g.,
the central learner is a “traffic policeman” that directs passing
by small drones to perform manoeuvres and searches for best
current policies); they may be low complexity sensors (e.g.,
swarms of tiny robots such as RoboBees and RoboFlies [17],
wearable -inside and outside the body- sensors, backscatterer
and RFID networks, IoT and embedded systems); or they may

IThe reward gap is defined to be the difference between the reward means
of the best and second best arm.

2Variants of the UCB [15], [16] can achieve regret o« O(+/n), but can be
worse than UCB in some regimes [9].
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simply be willing to report a few rewards but not to perform
more involved cooperative operations.

Our main contribution is a set of upper and lower bounds
on the required number of bits to achieve the same (as in
unquantized communication) regret bound up to a small con-
stant factor. In particular, our lower bound states that it is
necessary to send at least 1.9 bits per reward to achieve a
regret bound within a factor of 1.5 from the regret bound of
unquantized algorithms. Our upper bounds state that, on aver-
age, 3.4 bits are sufficient to maintain a regret bound within
a factor of 1.5 from the unquantized regret bound.

The upper bounds are proved constructively using a novel
quantization scheme, that we term QuBan, that is tailored to
compressing MAB rewards, and can be applied on top of exist-
ing MAB algorithms. QuBan only cares to maintain what
matters to the MAB algorithm operation, namely the abil-
ity to decide which is the best arm. At a high level, QuBan
maps rewards to quantization levels chosen to be dense around
an estimate of the arm’s mean values and sparse otherwise.
QuBan employs a stochastic correction term that enables to
convey an unbiased estimate of the rewards with a small
variance. It also introduces a simple novel rounding trick to
guarantee that the quantization error is conditionally indepen-
dent of the history given the current pulled arm index. This
maintains the Markov property which is crucial in the analy-
sis of bandit algorithms and enables reusing the same analysis
methods as for unquantized rewards to bound the regret after
quantization. Finally, QuBan encodes the reward values that
occur more frequently with shorter representations, in order to
reduce the number of bits communicated. Numerical results
corroborate that QuBan, applied on top of MAB algorithms
such as UCB and e-greedy, uses a few bits (as small as 3) to
achieve the same regret as unquantized communication.

Related Work: To the best of our knowledge, for the
distributed dynamic model we consider, no scheme in the lit-
erature can be used to solve the problem of maintaining a
regret bound that matches the unquantized regret bound, up
to a small constant factor, while using a few bits of commu-
nication. In the following, we distinguish our work from a
representative sample of existing literature.

MAB algorithms: There is a long line of research in the
literature about MAB algorithms. For instance, explore-then-
commit [10], [11], e-greedy [12], Thomson sampling [13], the
upper confidence bound [12], [14] and its variant for contex-
tual bandits [18], [19]. Under the assumption that the reward
distributions are 1-subGaussian, these algorithms provide a
worst-case regret bound that is almost O(4/n). The explore-
then-commit regret is upper bounded by C./n for bandits with
2 arms and known minimum means gap, while the regret
of e-greedy is upper bounded by C'v/kn for k-armed ban-
dits with knowledge of the minimum means gap, where C, C’
are constants that do not depend on k, n [9]. Thomson sam-
pling and UCB achieve a regret with upper bound C,/kn log(n)
for k-armed bandits, where C is a constant that does not
depend on k,n [12], [20], [21], [22], [23], [24]. For contex-
tual linear bandits, the best known (frequentist) regret upper
bound is ()(dﬁ), where d is the dimension of an unknown
system parameter, achieved by LinUCB [9], [18]. This matches

a lower bound (for any algorithm) provided in [25] up to
log factors. If focusing on Contextual Thompson sampling
algorithm, the best known frequentist regret upper bound is
b(d3/ 2ﬁ) [26], [27], and the best known Bayesian regret
upper bound is b(dﬁ) [20]. These algorithms assume access
to a full precision reward at each iteration. Our goal is not to
replace the existing MAB algorithms to deal with quantized
rewards; instead, we are interested in a general quantization
framework that can be applied on top of any existing (or
future) MAB algorithm.

Compression for ML and distributed optimization: There
is a number of research results targeting reducing the com-
munication cost of learning systems using compression. For
instance, compression is applied on gradient updates [28], [29],
[30], [31]. Recent work has also looked at compression for
classification tasks [32]. However, compression schemes tai-
lored to active learning, such as MAB problems, have not
been explored. Our quantization scheme can be understood
as a reward compression scheme that reduces the communi-
cation complexity for MABs. The main difference between
the quantization for MABs and for distributed learning is that
the later targets reducing the dependency of the number of
bits and performance on the dimensionality of bounded train-
ing data, which can be in the order of tens of millions. In
contrast, the rewards of MABs are scalars. The main chal-
lenge of our setting is to deal with a reward distribution that
is either unbounded or the upper bound on the reward is much
larger than the noise variance, which are typical in many MAB
applications. This can be done by exploiting the fact that the
rewards are more likely to be picked from the arm that appear
to be best. Such a property is not applicable in the general
distributed optimization setup and comes with new challenges
as will discussed later.

Sample complexity: Compression is related to sample com-
plexity [33], [34]: indeed, sending a small number of samples,
reduces the overall communication load. However, the ques-
tion we ask is different (and complementary): sample com-
plexity asks how many (full precision) samples from each
distribution do we need to draw; we are asking, how many
bits of each sample do we really need to transmit, when we
only care to decide the best arm and not to reconstruct the
samples.

Distributed multi-agent MAB: Researchers have explored
the distributed multi-agent MAB problem with a single [35]
or multiple [36] decision makers; in these settings, distributed
agents pick arms under some constraints (all agents pick
the same arm [36], at most one agent can pick the same
arm at a time otherwise no reward is given [3] and other
constraints [37]). The agents cooperate to aggregate their
observed rewards so as to jointly make a more informed
decision on the best arm. Most of the works do not take
into account communication constraints, and rather focus
on cooperation/coordination schemes. Our setup is different:
we have a single learner (central server) and simple agents
who do not learn (do not keep memory) but simply observe
and transmit rewards, one at a time. Our scheme can be
potentially applied to these settings to reduce communication
cost.
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Within this previous framework, some work considers
“batched” rewards, where agents keep their observed rewards
in memory and communicate them infrequently, potentially
summarizing their findings and thus reducing the communica-
tion load [38], [39], [40]. Such schemes require agents to be
present for the whole duration of learning, and can also not
be implemented by memory/computation limited agents.

Independently and in parallel to ours, the work in [41]
also considered MAB learning with reduced number of bits,
restricted in their case to UCB policies. Their main result
shows that for rewards supported on [0, 1], one bit of com-
munication is sufficient; our work recovers this result using
a much simpler approach as a special case of Section IIL
Additionally, our work applies on top of any MAB algorithm,
and for unbounded rewards.

Paper Organization: Section II presents our model and nota-
tion; Section IIT looks at a special case; Section IV describes
QuBan; Section V presents our main theorems and Section VI
provides numerical evaluation.

II. MODEL AND NOTATION

MAB Framework: We consider a multi-armed bandit (MAB)
problem over a horizon of size n [10]. At each iteration
t=1,...,n,alearner chooses an arm (action) A; from a set of
arms A; and receives a random reward r; distributed according
to an unknown reward distribution with mean p4,. The reward
distributions are assumed to be o 2-subGaussian [42]. The arm
selected at time ¢ depends on the previously selected arms and
observed rewards Aj,A;,r1, ..., A1, A—1,1-1, A;. The
learner is interested in minimizing the expected regret R, =
E[R)], where R, is the regret defined as

R, =2, (nf — 1), (1)

where pf = maxge4, a. The expected regret captures the
difference between the expected total reward collected by the
learner over n iterations and the reward if we would collect if
we play the arm with the maximum mean (optimal arm).

Notation: When the set of arms A; is finite and does not
depend on #: we denote the number of arms by k = |A,|, the
best arm mean by p*, and the gap between the best arm and
the arm-i mean by A; := pu*—pu;. If X, Y are random variables,
we refer to the expectation of X, variance of X, conditional
expectation of X given Y, and conditional variance of X given
Y as E[X], 02(X), E[X|Y], and o2(X|Y) respectively.

Popular MAB algorithms for the case where the set of
actions is fixed over time, A = A;, and A is finite include
explore-then-commit [10], [11], e-greedy [12], Thomson sam-
pling [13], and UCB [12], [14]. In addition to this case we
also consider an important class of bandit problems, con-
textual bandits [26], [43]. In this case, before picking an
action, the learner observes a side information, the context.
Specifically we consider the widely used stochastic linear ban-
dits model [44], where the contexts are modeled by changing
the action set A, across time. In this model, at iteration ¢, the
learner chooses an action A; from a given set A; C RY and
gets a reward

re = (04, Ay) + 1, ()

775

where 6, € R? is an unknown parameter, and 7, is a noise.
Conditioned on A, A1, r1, ..., A, A 1y A1, Ai1, the
noise 7,41 is assumed to be zero mean and o2-subGaussian.
Popular algorithms for this case include LinUCB [18],
explore-then-commit strategy [45], and contextual Thomson
sampling [26].

System Setup: We are interested in a distributed setting,
where a learner asks at each time a potentially different agent
to play the arm A;; the agent observes the reward r; and
conveys it to the learner over a communication constrained
channel, as depicted in Fig. 1. In our setup, each agent needs
to immediately communicate the observed reward (with no
memory), using a quantization scheme to reduce the commu-
nication cost. As learning progresses, the learner is allowed to
refine the quantization scheme by broadcasting parameters to
the agents they may need. We do not count these broadcast
(downlink) transmissions in the communication cost since the
learner has no restrictions in its power. We stress again that
the agents cannot store information of the reward history since
they may join and leave the system at any time. We thus opt
to use a setting where the agents have no memory. This setting
allows to support applications with simple agents (e.g., RFID
applications and embedded systems).

Quantization: A quantizer consists of an encoder £ : R — S
that maps R to a countable set S, and a decoder D : § — R.
At each time ¢, the agent that observes the reward r; trans-
mits a finite length binary sequence representing £ (r;) to the
learner which in turn decodes it using the decoder D to obtain
the quantized reward 7, = D(E(r;)). The range of a decoder is
referred to as the set of quantization levels; the encoding and
decoding operation of a quantizer maps the reward to a quan-
tization level. We next describe a specific quantization module
that we will use.

Stochastic Quantization (SQ): A stochastic quantizer that
uses quantization levels in a set £, which is a form of
dithering [29], [46], consists of a randomized encoder &£,
and decoder D, modules that can be described as follow-
ing. The encoder &, that uses the set of quantization levels
L = {Ki}t.zjl, takes as input a value x in [€1, €58]; it maps
x to a level index described by B bits. The decoder, that
uses the set of quantization levels £ = {Zi}l.zil, takes as input
an index in {1, ...,23}, and outputs the corresponding level
value. Precisely,

ix) = max{j|€j <xandj < 23},

. . ity Liw+1—x

ey = T
i(x) +1 with probability G-t

DeG) =t e {1.....28). ©)

That is, if x is such that ¢; < x < ¢;11, then the index i is
transmitted with probability filll__z (and x is decoded to be ¢;)
while the index i + 1 is transmitted with probability e;:f’i{
(and x is decoded to be £;11).

The analysis of bandit algorithms leverages the fact that
conditioned on A;, the communicated reward r; is an unbiased

estimate of the mean pg4,. It is not difficult to see that SQ
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preserves this property, namely conditioned on Ay, it conveys
to the learner an unbiased estimate of 4, .

Performance Metric B,, B(n): Among the schemes that
achieve a regret matching the unquantized regret, up to a fixed
small constant factor, our performance metrics are the instan-
taneous and average number of communication bits per reward
B, and B(n) respectively. Let B, be the number of bits used
to transmit 7;, and define the average nurglber of bits after
n iterations of the algorithm as B(n) = #. Our goal is
to design quantization schemes that achieve expected regret
matching the expected regret of unquantized communication
(up to a small constant factor) while using a small number of
bits B,,, and B(n).

III. A CASE WHERE 1 BIT IS SUFFICIENT

In this section we show that there exist some “easy” cases
where we can use just one bit per reward and a very simple
quantization scheme. Note that one bit is a trivial lower bound
on the instantaneous number of bits communicated B,,, since
each agent needs to respond to the learner for each observed
reward. We also note that by definition of the average number
of bits B, as the average of By, ..., By, one bit is also a lower
bound on the average number of bits. Consider the case where
the rewards are supported on [0, 1] and all reward distributions
have the same variance o (but different means). Since r; €
[0, 1], its variance is upper bounded by %; we will here assume
this worst case variance oz(r,|A,) ~ 1 /4.3 We will use 1-
bit Stochastic Quantization (SQ), as in (3). The stochastic 1
bit quantizer takes r; as input and interprets it as probability:
outputs 1 with probability 7, and O with probability 1 —r,. Let
7+ be the (binary) quantized reward, we then have that

E[;’Z|At] = ]E[E[’A’H”Z,At] |At] = E[r|A/] = ua,- 4)

Recall that for bandit algorithms the expected regret scales
linearly with the variance. For example, the UCB algo-
rithm (c.f., [9]) with unquantized rewards, achieves R, <
Co /nklog(n) for a constant C that does not depend on %, n.

Proposition 1: UCB with r; € [0, 1] that uses 1-bit SQ
achieves a regret R, < C./nklog(n).

Proof: The proof follows directly from the case of reward
distributions that are supported on [0, 1] in [12]. It fol-
lows a standard analysis based on confidence intervals by
bounding the regret conditioning on the good event § =

Lz rilidisdy) < Clog) :
ST A=Ay t=1,... hich
t Y A=A pal = T 1(A=A,) , ..., n} whic

is shown to hold with probability at least 1 — % Assuming G,
it can be shown that the total number of pulls for an arm with
gap A;, according to the UCB rule, is O(loi#) resulting in a

i

regret that is bounded as

R, < E[R,|6] +E[R,Ig|P[¢¢]
<nd+ Y —Ckfi(”) n n% <nA + —Cklzg(") 1.5

LA>A

3A similar analysis extends, showing that UCB with 1-bit SQ achieves a
regret within a small constant factor from the unquantized regret, when the
variances differ but they are all close to %

The result follow by maximizing over A. |

Simulation results, in this section and Section VI, ver-
ify that, for r, € [0, 1], 1-bit SQ performs very close to
unquantized rewards.

To motivate our general quantization scheme, we consider a
case where 1-bit SQ results in a potentially large performance
loss. Assume that the variance, o, is much smaller than the
range of r; : r; € [—A, Al and 0 = 1, where A > 1 is a param-
eter known to the learner. The 1-bit SQ maps r; to either A or
—A; it is not difficult to see that we still have E[#|A;] = ua4,,
but R, < CA./knlog(n), where C is a constant that does not
depend on n, k [12].* This can be seen by observing that the
expected regret can be written as R, = ZL] Ewf —r) =
Yo E(uf—r) =203, E(W), which trans-
forms the problem to one with reward distributions supported
on [0, 1]. Thus the expected regret bound grows linearly with
A, which can be arbitrarily large. In contrast, without quantiza-
tion UCB achieves C’./knlog(n), where C’ is another constant
of the same order of C.

Simulation results verify that the convergence to the unquan-
tized case can be slow. Fig. 2 shows the regret of unquantized
and 1-bit SQ with the UCB algorithm for the setup described
in Section III with o = 1 and clipped reward distributions that
have support only on an interval [—A, A], for A = 1 and 100
respectively. As discussed, we observe a regret penalty when
A>o0.

We take away the following observations:

o If the range A is of the same order as the variance o, 1-
bit SQ is sufficient to preserve the regret bound up to a small
constant factor.

e If the range A is much larger than o, 1-bit SQ leads to
a regret penalty proportional to %; thus we may want to only
perform stochastic quantization within intervals of size similar
to 0.

e In our discussion up to now we assumed that the rewards
ry are bounded almost surely. This is not true in general; we
would like an algorithm that uses a small average number of
bits even when the reward distributions are unbounded.

In the next section we introduce QuBan, that achieves a
small average number of bits in all of the above cases.

IV. QuBan: A GENERAL QUANTIZER FOR BANDIT
REWARDS

In this section, we propose QuBan, an adaptive quantization
scheme that can be applied on top of any MAB algorithm.
Our scheme maintains attractive properties (in particular, the
Markov property, unbiasedness, and bounded variance) for the
quantized rewards that enable to retain the same regret bound
as unquantized communication for the vast majority of MAB
algorithms, while using a few bits for communication (simu-
lation results show convergence to ~ 3 bits per iteration for n
that is sufficiently large, see Section VI).

QuBan uses ideas that include: (i) centering the quantiza-
tion scheme around a value that is believed to be close to the

4We note that this bound cannot be improved using techniques in [12],
since it is possible that 0'2(?t|A,) =22 (e.g., if r; = 0 almost surely).
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Fig. 2. Regret versus number of iterations. We use o = 1.

picked arm mean in the majority of iterations; (ii) maintain-
ing a quantization error that is conditionally independent on
previously observed rewards given the arm selection, which is
achieved by choosing the quantization center to be an integer
value (illustrated in more detail in the proof of Theorem 2);
(iii) assigning shorter codes to the values near the quantiza-
tion center and otherwise longer codes to maintain a finite
expected number of bits even if the reward distribution has infi-
nite support; and (iv) using stochastic quantization to convey
an unbiased estimate of the reward. We next describe QuBan
in more detail.

A. QuBan Centers the Quantization Around a Value [i(t)

Recall that at time ¢ the learner selects an action A; and
needs to convey the observed reward r;. As we expect r; to
be close to the mean g, we would like to use quantization
levels that are dense around (4, and sparse in other areas.
Since 4, is unknown, we estimate it using some function of
the observed rewards that we term [i(f); we can think of [i(¢)
as specifying a “point” on the real line around which we want
to provide denser quantization.

Choices for fi(t): In this work, we analyze the following
three choices for f1(¢), the first two applying to MAB with a
finite fixed set of arms, while the third to linear bandits.

e Average arm point (Avg-arm-pt): (t) = [ia,(t — 1). We
use f[i4,(t — 1), the average of the samples picked from arm
A; up to time ¢ — 1, as an estimate of fug,.

13 (the average

e Average point (Avg-pt): i(t) = ﬁ ijl 7
over all observed rewards). Here we can think of rél ]t;% 7i
as an estimate of the mean of the best arm. Indeed, the average
reward of a well behaved algorithm will converge to the best
mean reward.

These two choices of [i(r) give us flexibility to fit differ-
ent regimes of MAB systems. In particular, we expect the
avg-arm-pt to be a better choice for a small number of arms
k and MAB algorithms that achieve good estimates of L4,
(explore all arms sufficiently so that fis,(r — 1) approaches
wa,). However, since the first time an arm is pulled we do
not have an estimate of its mean, this results in possibly

larger number of bits for the first pull; this penalty increases
with the number of arms k. As our analysis also shows (see
Section V), if k is large, acquiring good estimates for all arms
may be costly and not what good algorithms necessarily pur-
sue; instead, the avg-pt has a simpler implementation, as it
only requires to keep track of a single number, and still enables
to distinguish well in the neighborhood of the best arm (con-
necting the number of bits to the regret), which is essentially
what we mostly want.

o Contextual bandit choice: [i(t) = (0;,A;). Consider the
widely used stochastic linear bandits model in Section II.
We observe that linear bandit algorithms, such as contex-
tual Thomson sampling and LinUCB, choose a parameter 6,
believed to be close to the unknown parameter 6., and pick
an action based on 6;. For example, LinUCB [18] chooses a
confidence set C; with center 0, believed to contain 6, and
picks an action A, = arg max,e 4, maxgyec, (0, a). Accordingly,
we propose to use [1(f) = (6, A;). We note that our intuition
for the avg-pt choice does not work for contextual bandits as it
relies on that max,¢ 4, (0x, a) is the same for all 7, which might
not hold in general. Likewise, the avg-arm-pt choice will not
work as the set of actions .4; can be infinite or change with
time.

We underline that the estimator fi(¢) is only maintained at
the learner’s side and is broadcasted to the agents. As dis-
cussed before, this downlink communication is not counted as
communication cost.

B. QuBan Components

As discussed, at iteration #, QuBan centers its quantization
around the value fi(¢). It then quantizes the normalized reward
Fe = ry/My— | 1(t) /M;] to one of the two values | 7|, [7], where
M; = e€c X, € is a parameter to control the regret vs number
of bits trade-off as will be illustrated later in this section,
and {X,}? , are independent samples from a }T-subGaussian
distribution satisfying |X;| > 1 almost surely, e.g., we can use

5The case where o is unknown is discussed in Section V.
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Algorithm 1 Learner MAB

Algorithm A

1: Initialize: (1) =0

2. fort=1,...,ndo

3 Choose an action A; based on the bandit

4: algorithm A and ask the next agent to play it
5: Send M3, fu(r) to an agent
6
7
8

Operation With Input

Receive the encoded reward (b, I;, £, (e;)) (see
Algorithm 2)
: Decode 7;:
9: if length(b;)< 3 then

10: 7+ can be decoded using a lookup table

11: else

12: Decode the sign, s;, of i:’, from b;

13: Set ¢; to be the I;-th element in the set

14: {0,29, ..}

15: Set L; = {t;, £;+ 1, ..., max{2¢,, £; + 1}}

16: Define egm =D, (Ec,(er))

17: P = (50 + £, + 3.55 + 0.5) + La(0) /M, )M,

18: Calculate [i(r + 1) (using one of the discussed
19: choices)
20: Update the parameters required by A

X; = 1 almost surely.® If X, is allowed to take larger values
with some probability, it will result in coarser quantization with
some probability, and a smaller number of bits. This introduces
an error in estimating 7; that is bounded by 1, which results
in error of at most M, in estimating r, = M, (r; + | (¢)/M;]).
This quantization is done in a randomized way to convey an
unbiased estimate of r,. The encoding of 7, is a composition
of: sign of 7, a unary encoding of the least power of 2 below
|7 (denoted by 2!"), and SQ for |7;| —2/.7 The unary encoding
of I; consists of I; zeros followed by 1 one. Both the unary
encoding and the SQ use O(log(7;)) bits. We recall that %? is
believed to be close to %’ in the majority of iterations resulting
in small values for log(7;).

The precise learner and agent operations used for QuBan are
presented in pseudo-code in Algorithms 1 and 2 (see Fig. 3
for an example), respectively. The learner at each iteration
broadcasts /1(f) and asks one of the agents available at time
t to play an action A;. Initially, since we have no knowledge
about j;, the learner assumes that ((0) = 0. The agent that
plays the action uses the observed r;, together with [i(¢) it has
received to transmit three values we term (by, I, e;), to the
learner, as described in Algorithm 2 using O(log(|7|)) bits.

Rounding of [i(t)/M;: the reason for choosing the quanti-
zation to be centered around |/i(¢)/M,| instead of [1(t)/M,
is to guarantee that the distance between r; and the two
closest quantization levels is independent of fi(r)° (which is

SFor our proofs we set X; = 1 for simplicity; more sophisticated choices
can further improve the upper bounds such as X; picked from a Gaussian
distribution.

TNote that 0 < || — 2/t < 2l

8If X; is chosen to be 1, then sending M; is not required.

9As will be shown in Appendix A, centering the quantization around
any integer value implies that the two closest quantization levels to Ar/Tt, are

L) T35 1-

Algorithm 2 Distributed Agent Operation
1: Inputs: r, f(z) and M;
20 Set L = {[r], [F1}, i = Dp(EL(ry)), where 7y = r;/M; —
L0/ My].
3: Set by with three bits to distinguish between the 8 cases:
Vt<—2}’t>3rt=ll€{ 2,—1,0,1,2,3}. This
implicitly encodes the sign of 7;, which we denote s;.

4: if |7| > |a| and Fa > 0, a € {—2, 3} then

5: Augmerlt b; with an extra one bit to indicate if |f’,| =
la| +1 or |ry| > |a|] + 1.

6:  if |7 > |a| + 1 then

7 Let L' ={0,2°,..)

8: Set £, = max{j € L'|j < |ry| — (Ja| + 1)}

9: Encode ¢; by I; — 1 zeros followed by a one (unary
coding), where [; is the index of

10: £, in the set L'.

11: Let e; = |r¢| — (la| + 1) — ¢

12: Set L; = {l;, £+ 1, ..., max{2¢;, ¢; + 1}}

13: Encode e; using SQ to get £z, (e;)

14: Transmit (by, 11, £, (er))

(o) ) 3
l—l {W/HX " |

"(’)J +10

Fig. 3. Tllustration of QuBan. In the shown example, r; is mapped to a value
of the red dot (conveyed with the index /; = 4), and stochastically to one of
the two nearest quantization levels depicted on the red line.

dependent on 7y, ...,7—1). As we discuss in the following
section, this preserves the Markov property (given A;, the
quantized reward 7, is conditionally independent on the history
Ay, F1,...,As—1, Ts—1), a property that is exploited in the anal-
ysis of bandit algorithms to guarantee that | | 7; — ua,/nl
approaches zero in some probabilistic sense as n increases.
Sending the least power of 2 below r;: For simplicity we
consider the case where r» > 0. We note that since it is
possible for the decoded reward to take any value in the set
{LA%J, LA%J +1, LA%J +2---} (to guarantee the uniform upper
bound on |%, —1¢]), every value in that set needs to be encoded.
A good encoding strategy assigns shorter codes to the levels
that are close to I_%J as they are expected to occur more
often. Hence, the best we can hope for is to encode r; using
0(log( - L J) bits as it is quantlzed to either L J or
( ] and the quantlzatlon level at L J is encoded usmg the

largest number of bits among the levels in the set { |_A7J LAT,J +

L J +2,. L J} As can be seen in Appendix B, sending
the greatest power of 2 below 7, then quantizing the difference

using SQ gives that r; is encoded using 0(10g(A% — LA%J)
bits. This is achieved since I; is 0(10g(Ar7’1 - LA%J) and the

SQ uses 2/ + 1 quantization levels. An alternative way to
encode /; is using integer compression, or recursively applym%
our scheme by using unary coding to transmit the largest I

with 21 < I, and then encode the difference 1, — 2% ()
log(1 + 2152)) bits noting that /; — 21;2) < 2152). This results in
using 0(10g(10g(§ — L%J)) bits to encode I;. We keep the unary

using
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coding for /; for simplicity and since it does not dominate the
average number of bits.

Preserving regret bounds: The main reasons QuBan pre-
serves existing regret bounds is that it does not destroy the
Markov property (as we prove in Appendix B) and it pro-
vides that |7, — 7| is uniformly upper bounded. The later
property implies that if given A;, r; is conditionally integrable,
sub-exponential, sub-Gaussian, or almost surely bounded, then
M; can be chosen such that given A;, 7; is conditionally
integrable, sub-exponential, sub-Gaussian, or almost surely
bounded respectively. A widely used assumption is that given
A, 1 1s conditionally sub-Gaussian.

We observe that all the operations in QuBan can be
performed in a constant time except steps 9, 13 in
Algorithm 2 which require O(B;) running time. As shown in
Sections V, VI, B; is only a few bits on average resulting
in a linear amortized running time.

V. UPPER AND LOWER BOUNDS

In this section we present an upper bound on the number of
bits used by QuBan and show that it provides properties for the
quantized reward that result in a regret within a small constant
factor from the unquantized regret. We also present a lower
bound, within 1.5 bits from the upper bound, on the number
of bits needed to satisfy the required properties. Before stating
the results, we state our assumptions.

Assumption 1: We assume that we are given:

(i) a MAB instance with o2-subGaussian'® rewards where
the Markov property holds: conditioned on the action at time ¢,
the current reward is conditionally independent on the history
(past actions and rewards).

(ii)) a MAB algorithm A such that for any instance with
o2-subGaussian rewards, and time horizon n, the algorithm’s
expected regret (with unquantized rewards) is upper-bounded
by RY.

We note that assumption (i) is standard for the analysis
of MAB algorithms, while assumption (ii) essentially only
introduces notation.

A. Upper Bounds

The following proposition gives an upper bound on the
regret after quantization, and shows that for € = 1, the regret
is within a factor of 1.5 from the regret of the unquantized
case. The proof is provided in Appendix A.

Proposition 2: Suppose Assumption | holds. Then, when
we apply QuBan, the following hold:

1) Conditioned on A;, the quantized reward 7, is ((1 +
%)0)2-subGaussian, conditionally independent on the his-
tory Ay, 7Fi,...,A—1,F—1 (Markov property), and satisfies
E[#|A:] = pa,, |7 —r <M, almost surely (r=1,...,n).

2) The expected regret R, is bounded as R, < (1 + %)R,l/ s
where € is a parameter to control the regret vs number of bits
trade-off.

In the following we provide an upper bound on the expected
average number of bits. We also provide a high-probability

10This is a standard assumption used for simplicity but is not required for
our main results.
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upper bound on the instantaneous number of bits. For sim-
plicity we only consider the case where € = 1 and discuss the
other case in Appendix B. The proof is given in Appendix B.
At a high level, to upper bound the regret after quantization
we show that QuBan maintains a number of desirable prop-
erties for the quantized rewards, namely, unbiasedness, and
the fact that the quantized rewards are (1.5¢)2-subGaussian
and satisfy the Markov property. To upper bound the expected
number of bits we use the fact that QuBan assigns short rep-
resentations for the rewards around an estimate of the mean,
which we expect to see more frequently.

Theorem 1: Suppose Assumption 1 holds. Let € = 1. There
is a universal constant C such that:

1) For QuBan with f(f) = fia,(r — 1) (avg-arm-pt), the
average number of bits communicated satisfies that E[B(n)] <
3.4+ (C/mY i log(1 + |pil /o) + C//n.

2) For QuBan with [1(f) = ﬁ ;;} 7; (avg-pt), the aver-
age number of bi*ts communicated satisfies E[B(n)] < 3.4 +
C+log(l + 1y 4 By Yol Koy 4 ¢/,

3) For QuBan with [i(f) = (0;, A;) (stochastic linear ban-
dit), the average number of bits communicated satisfies that
E[B](n) < 3.4 + CE[ Y1, [(6; — 0., A1/ (on).

In Appendix B we also provide almost surely bounds
on the asymptotic average number of bits, namely,
lim,—, oo (1/n) Y";_; B;<3.4 almost surely.

In the following we provide a high probability bound on the
number of bits that QuBan uses in each iteration. We analyze
the performance for avg-arm-pt only; the other choices for
{(f) can be handled similarly.

Theorem 2: For a MAB instance with o2-subGaussian
rewards, QuBan with € = 1, () = fia,(t — 1) (avg-arm-pt),
satisfies that for r with T;(A;) > 0, where T;(i) is the number
of pulls for arm i prior to iteration ¢, with probability at least
1 — L it holds that V¢ < n:

B; < 4 + [log(4log(m))] + [loglog(4log(n))]. (6)

The proof is provided in Appendix C.

Remark 1: Using the previous lemma we can modify
QuBan to have that (6) is satisfied almost surely, by sending
a random 1 bit when (6) is not satisfied. This will only add at
most n Zle A; regret with probability at most % Hence, the
expected regret is increased by at most a factor of 2.

Remark 2: Throughout the paper, we assume a known
upper bound on the noise variance. However, it is not dif-
ficult to see that a variance estimate within a constant factor
would suffice. Running QuBan with an estimate o’ that is pos-
sibly different from the true o results in a degradation in the
regret by a factor of max{l1, %/} and increase in the commu-
nication by 2log(Z) bits. An optimistic estimate of the noise
o’ < o results in finer quantization, hence, no degradation
in the regret at the cost of increasing the communication by
2log(7) bits.

B. Lower Bound

In this subsection we provide a lower bound showing that
an average number of 1.9 bits per iteration are required to
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maintain a sublinear regret and a (%)z—subGaussian quantiza-
tion error, 7, — r;. We also show that the instantaneous number
of bits cannot be almost surely bounded by a constant. In our
lower bound, we focus on prefix free codes [47]; a similar
analysis can be performed for non-singular codes leading to
different constants. We also note that our achievable scheme
(Algorithms 1, 2) provides a prefix-free code. We first state
the following lemma which shows that for the quantizer to
preserve the sublinear regret of the bandit algorithm, Q needs
to satisfy that E[Q(r;)|rs] = c1r: + 2, where ¢y, ¢» are con-
stants. Hence, by a proper shifting and scaling, the quantizer
Q can be made unbiased, i.e., satisfying E[Q(r;)|r¢] = 7.

Lemma 1: Let ALG be any algorithm for multi-arm ban-
dits with sublinear regret and Q be (a possibly randomized)
quantizer. Let R, be the worst-case expected regret of ALG
when using rewards Q(r1), ..., Q(r;). If R, is sublinear in n,
then Q satisfies

E[Q@r)|r] = 11 + c2,

where ¢, ¢p are constants.

By the previous lemma, it suffices to only consider unbiased
quantizers. We next state our lower bound theorem.

Theorem 3: Any (possibly randomized) quantizer Q that
uses prefix-free encoding and satisfies:

1) (Unbiased Property) E[Q(r/)|r:] = 13,

2) (SubGaussian Property) Conditioned on r;, Q(ry) — r;
is (%)z—subGaussian t=1,...,n),

we have that there exist (40)2-subGaussian reward distri-
butions for which:

1) (Vb e N) (3t,8 > 0) such that P[B; > b] > 4.

2) (Vt > 0) (3n > 1) such that E[B(n)] > 1.9 bits.

The proofs are given in Appendix D.

C. Application to UCB, €-Greedy, and LinUCB

We here leverage Theorem 1 to derive bounds for three
widely used MAB algorithms. We highlight that although the
regret bounds hide constant factors, these constants are within
1.5 of the unquantized constants according to Theorem 1.
The proofs are in Appendix E for Corollaries 1 and 2 and
in Appendix F for Lemma 3.

Corollary 1: Assume we use QuBan with avg-pt on top
of UCB [12] with o2-subGaussian reward distributions. Then
there is a constant C that does not depend on n and k such
that R, < Co/nklog(n), E[B(n)] < 3.4+ C\/klog(n)/n.

Corollary 2: Assume we use QuBan with avg-pt on top of
e-greedy [12] with o2-subGaussian reward distributions and
constant gaps A; Vi. Let ¢, = min{l,Ck/(tArznin)}, where
Amin = min{A;|A; > 0} and C > 0 is a sufficiently
large universal constant. Then there exists a constant C’ that
does not depend on n and k such that R, < C'oklog(l +
n/k), E[B(n)] < 3.4 + C'(klog?(n)/n + 1//n).

To simplify the expressions, we include the dependency on
w* and A; in the constant C for Corollary 1 and respectively
C’ for Corollary 2.

Corollary 3: Assume we use QuBan on top of
LinUCB [18], then there is a constant C that does not

depend on n and d such that R, < Cd\/nlog(n), E[B(n)] <

dlog(n)

VI. NUMERICAL EVALUATION

We here present our numerical results.

Quantization Schemes: We compare QuBan against the
baseline schemes described next.

Unquantized: Rewards are conveyed using the standard
32 bits representation.

r-bit SQ: We implement r-bit stochastic quantization, by
using the quantizer described in Section II, with 2" levels
uniformly dividing a range [—A, A].

QuBan: We implement QuBan with € = X; = 1.

MAB Algorithms: We use quantization on top of:

(i) the UCB implementation in [9, ch. 8]. The UCB explo-
ration constant is chosen to be o, an estimate of the standard
deviation of the quantized reward distribution.

(ii) the e-greedy algorithm in [9, ch. 6], where ¢, is set to
be ¢, = min{1, AL;"}.

(i) the LinUCB algorithm for stochastic linear bandits
in [9, ch. 19].

Synthetic Dataset:

MAB Setup: We simulate three cases. In each case we aver-
age over 10 runs of each experiment. The parameters o, C
are determined by the underlying MAB algorithm we use. In
our simulations, we set o, to the variance of the quantized
rewards (or best known upper bound), while C is chosen to
be the value resulting in best regret among {0, A/100, ..., A}.

e Setup 1 (Figs. 4-6(a)): We use k = 100, > = 100, C = 10,
the arms’ means are picked from a Gaussian distribution with
mean 0 and standard deviation 10 and the reward distribu-
tions are conditionally Gaussian given the actions A; with
variance 0.1. The parameter oy is set to be 0.1 for QuBan
and 200/2" — 1 for the r-bit SQ.

e Setup 2 (Figs. 4-6(b)): This differs from the previous only
in that the means are picked from a Gaussian distribution with
mean 95 and standard deviation 1 (leading to smaller A;).

e Setup 3 (Figs. 4-6(c)): This is our contextual bandit setup.
We use d = 20 dimensions, 6, picked uniformly at random
from the surface of a radius 1 ball centered at the origin, and
the noise 7; is picked from a Gaussian distribution with zero
mean and 0.1 variance. At each time ¢ we construct the actions
set A; by sampling 5 actions uniformly at random from the
surface of a radius 0.5 ball centered at the origin independently
of the previously sampled actions. We evaluate the regret and
the average number of bits used by QuBan as well as the 3
and 1 bit stochastic quantizers in the interval [—10, 10] (the
interval in which we observe the majority of rewards). These
quantization schemes are used on top of the LinUCB algo-
rithm. The LinUCB exploration constant is chosen to be oy,
where o is set to be 0.1 for QuBan and 20 for the r-bit SQ.

21
Results: Fig. 4 plots the regret R}, in (1) vs. the number of

iterations, Fig. 5 plots %, the regret per iteration, vs. the total
number of bits communicated, Fig. 6 plots the regret versus
number of iterations, and Fig. 7 plots the average number of
bits versus iterations. We find that:
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Fig. 6. Regret versus number of iterations.

e QuBan in all three setups offers minimal or no regret
increase compared to the unquantized rewards regret and
achieves savings of tens of thousands of bits as compared to
unquantized communication.

e 1-bit SQ significantly diverges in most cases; 3-bit and
5-bit SQ show better performance yet still not matching
QuBan with a performance gap that increases when the arms
means are closer (A; smaller), and hence, more difficult to
distinguish.

e QuBan allows for more than 10x saving in the number of
bits over the unquantized case to achieve the same regret. In
all three setups QuBan achieves E[B(n)] =~ 3 (see Fig. 7).

e Both QuBan avg-pt and avg-arm-pt achieve the same
regret (they are not distinguishable in Fig. 4 and thus we use
a common legend), yet avg-arm-pt uses a smaller number of
bits when the means of the arms tend to be well separated
(Fig. 5(a)) while avg-pt uses a smaller number of bits when

(b) Setup 2 (smaller A; values).

(c) Setup 3 (linear bandits).

they tend to be closer together (Fig. 5(b)). We also observe
that the avg-pt tends to perform better for a well-behaved ban-
dit scheme, while the avg-arm-pt performs better when the
algorithm picks sub-optimal arms for many iterations (e.g.,
e-greedy in Fig. 7(b)).

Cryptocurrency Returns Dataset:

MAB Setup: In this part we compare the performance of our
scheme against 3-bit SQ using multiple cryptocurrencies prices
from binance.com in October 2021, where the reward is the
investment return. The action represents which cryptocurrency,
among {Bitcoin, Ethereum, Dogecoin, and Litecoin}, to buy
then sell on the next day. The return for each currency is
samples uniformly at random from the daily returns in the
month of October 2021.

Results: In Fig. 8 we plot the regret (daily return - optimal
average return) versus the number of iterations for the UCB
algorithm using our quantization scheme and 3-bit SQ. We
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dataset.

observe that the performance of QuBan almost matches the
unquantized performance (using &~ 3 bits) while the regret of
3-bit SQ is linear for the used number of iterations.

VII. CONCLUSION AND FUTURE WORK

In this paper we provide a generic framework, QuBan, to
quantize rewards for MAB problems. This framework can
be used on top of nearly all the existing and future MAB
algorithms, making them attractive for distributed learning
applications where communication can become a bottleneck.
We have demonstrated that, both in theory and by numeri-
cal experiments, QuBan can provide very significant savings
in terms of communication and barely affects the learning
performance.

We identify several future research directions: (1) How to
exploit memory? In the setup we consider, the remote agents
are changing over time, and thus they are essentially memory-
less, i.e., a new agent does not know the history information
of previous agents. (2) How to deal with heavy tailed noise?
(3) How to convey contexts in the contextual bandit setting
if these are not implicitly conveyed? Resolving such ques-
tions can offer additional benefits for communication-sensitive
bandit learning setups.

APPENDIX A
PROOF OF PROPOSITION 1

Proof: We start by proving that 7, is an unbiased estimate
of pa,. If =3 < r, < —4, we have that 7, takes the value [r/]

with probability r; — |r;], and the value |r;] with probability
[r/] — r;. Hence, E[#|r;] = r,. For all the other cases we have
that

. i L (t
E[rﬂr,] =E Mt<st<€§Q) + Et + 3.55[ + 05) + \‘/jl;)J)“‘t]

t
a(t) J
M,

—F M,]E[s,(e§q> e +3.55 + 0.5) + {

+s¢by|r7, ll(f)thi||rti|

i Tt ()
=E|M;| — — —[3.5 05+¢
] I(Mz \;Mt J+St( [3.55; + + 4]

+ s, +3.55, +0.5) + V(t)J)lrz]
M;
= rlv (7)

where (i) follows from the fact that the stochastic quantization
(SQ) that we use gives an unbiased estimate of the input. We
note that from Algorithm 2, e; encodes |r¢| — (la| + 1) — ¢4,
where |a|+1 =3 when s; = —1, and |a|+1 = 4 when s, = 1,
ie., |a] +1=3.5s; + 0.5. Hence, in all cases we have that

E[;‘AAI] = ]E[E[}Aﬂr,, Al‘] |Al] = E[E[f’,|rt] |Al‘]
= E[rlA] = A, (8)

The bound on |r; — 7| follows from the fact that the dis-
tance between the quantization levels for which we use the
randomized quantization is 1, hence, in all cases we have that

@ T ) 7 — 14l
Z lsies <M, { M, sits || M, ©

We note that this implies
B[l — 21| = B[ Iy = i+ ro — pa, Pl
= B[l = Pl | + B[ 1r = pa, P14,
+ 2E[(”t - MA,)(’A’t - rt) |At]

< (1 + 62)(72
+ 2B[(rr — ma,)E[(r — 1) A, ri]I1A]
= (1 + 62)02. (10)

To see that conditioned on A;, 7, is conditionally indepen-
dent on the history Ay, 7, ..., A1, 7,—1, we notice that since
we replace %’t) by an integer, L%J and since the distance
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between the quantization levels is 1, we have that the two
nearest quantization levels to A% are at L J |' 1 Hence,
cond1t10ned on M,, r; takes the value M,[ ] W1th probablhty
L J and the value M,L J with probablhty f ]

ThlS shows that despite the fact that the encodlng of 7 r, is
a function of rq, ..., r;, the value of 7; is a function of r;
only, since M; is generated independently of the history. As a
result, given A;, 7, is conditionally independent on the history
A],;‘l, ...,A,_1,)A’t_1.

The fact that 7, is subGaussian can be proven by Cauchy-
Schwartz

E[ek(?ﬁ;m,) |At] _ E[ek(?ﬁr,+r,fu.;,,) |At]
< El:epk(?t—r,) |At]’l’

1
E[e(l—[’))»(r;—lb\;) |Al] 1-p

a2(1+5)?
22 -2

<e ; (11)
where p = 1 + % To bound the expected regret after
quantization we observe that R, Z[ T E(uf — rt) =

S E(ui—r) =(1+5 Y 1IE(“f‘”) We have that —t~ <1+ )
is o2-subGaussian. Applying the bandlt algorithm using (=) +7)
2

results in > 1, ]E(éﬁ r’)) < RV({Ai/(1 + 5)}), hence

o= (1 R ([0 5))

APPENDIX B
PROOF OF THEOREM 1

Proof: We have that B; can be bounded as
(1) ao | on
B <3+1| — — 3(+1 -—>2
S el SRR Sl A
[ 7 a(t) 2
2(1] — — | =—= 4111
" <_Mr {MtJ> ][og

[ () Iy
“( UJ T

12)

p—

Tt () Tt ()
S3+1|:|Mz_ M, | >21|—|—2(1|:|t— M, | >3]>
[ 7 6] Tt a)
+2<1_|Mz - M, | > 3]10g<|M[ - M, |—2)>. (13)

Hence for each § > 0, we have
B < 3+1[|M| > 21 —3)] +1[|M| > 28
o o
+2(1[| nZHRAG S 31— 6) +1[|M| >35D
o o
+2<1[|w| > 3D1og<|r’_“(z)| —2).
o o

Taking the expectation of both sides, we get that

Ewgs3+PD11ﬁﬁ
o

+]P,[|MA, - ll(t)l - 25]

+ 2<P[|¢| > 3(1 — 5)]

| > 2(1 —8)]

783

+P[|”A%’m| >35D

— — (e
n 2E[(1[|”—“At| > 3D1og<|r’—”()| — 2)}
o
(15)
Hence, there are universal constants C, C’ such that
— [t
E[B,] < 3.32 + C/E[H‘A’—“()q
o

wog[a] | - O 3}<|i _ o, —3”

L L M; M; M; M;
— ot
<3324 C’E[H“"—“()q
o
+ 2B 1| 17— > 301 6)]” “AW-ﬂ}
+2FE[1 |M|>351||| MA[|_3|:|
o
i — a(t
LR |MA, u()q
L o

<332+ (C'+ 2)E|:|

+22|i(1—5)—3|P[|MA’ Ra = O '(1—5)}

i=3

pa, — i(t) q
o

_I_Z]E[l[llm,;#(t)' H [” MAt|_3|}
. ZED wa, — (@) q
o
534+m{¢i%ﬂﬁq (16)

From (14), E[|r;, — ,uAt|2|A,] < o2, Markov property and
the strong law of large numbers for martingales, we also have
that there is a universal constant C such that

1y . 2
nl_l)rgo - ZB, <34+ nl_l)rgo %Zf:l le almost surely.
=1

a7

It then remains to analyze |u4,
choices of [i(7).

— ()| for the three proposed

o avg-pt (A(1) = 1 Y] #):
We have that for ¢ > 1
la, = ROL _ lpa, — 1] 4 I — )]
o - o o
_ DA |Z;;}“*_“Af+“Af — 7
(t—1)o
~1
Aa, |Z/t':1 W= “Aj|
= (- 1o
-1 A
L2 T
(t— 1o
CAp | Y AT -1
o (t— 1o
S a7
+ |l(t——1;a|' (18)

Authorized licensed use limited to: UCLA Library. Downloaded on July 07,2023 at 17:20:17 UTC from IEEE Xplore. Restrictions apply.



784 IEEE JOURNAL ON SELECTED AREAS IN INFORMATION THEORY, VOL. 3, NO. 4, DECEMBER 2022

For t = 1 we have

lwa, = AOL _ pa, = w| |1 = 4O
AT °
o o

We then have that
log 1+|M—*‘>
t
_Zlog<1+| MOI) < ( z
no
— 1 1 _’
- n; og( + = )
1 YK AT 1)
=Y log| 1+ &=
+ ng °g< T e

_ .—rj|
— 1)o

] k
g 1og(1 + £ ) . l<2i=1 ATi(n)
n

+ log(l +

no o

n—1 k t ~
Z,’-] ATi(D) Zj:l Ha; — 1j

= . (20

+ ; =] @0

We have that since E[|r; — ua,|?|A;] < 0%, and Markov prop-
erty, then by the strong law of large numbers for martingales

Z/t 1MA

lim;_, o W = 0 almost surely. We then have that if the
limit of average regret is 0 almost surely (or in probability),
then from (17) and (20) we get that

1 n
lim - 23153.4 almost surely (or in probability). (21)
n—-oon —1
By observing that we can generate a long sequence of rewards
from each arm before the process starts and since E[|r, —
,uAt|2|A[] < o2, then by the triangle inequality we have that

A =T L2 Gl
Sl

—dt

IA
S|
e
+
T
iR =
—

IA
|

(22)

where (i) follows from the fact that s, —
uncorrelated for all i < j since

E[(na; — %) (na; — 7i)]
= E[E[(“Aj - ’A’j) (“Ai - ;'i)|AJ" Ai, ?i]] =0.

‘We conclude that there is a universal constant C such that

Fj, A, — Ti are
(23)

B(n) <34+ (C/n)(l +log(1 + |u*| /o)

n—1

+ Rufo + Z&/(at)) +C//n (24)

t=1

e avg-arm-pt ([L(1) = fia, (r — 1)):
We have that for T4,(t—1) > 0

" —1 A
lwa, — A1 | X321 (1a, — 7)1(4; = A)) )
o B Ta,(t — Do
For Ty4,(t — 1) = 0, we have that f1(f) = 0. Then
t
1 ZE[IO (1 o Ima = M( )I)]
t=1
1 2 — s
< Zl <1+|ﬁ)+—
n t
=1
(lt) 1 |1 4
Zlo <1+—>+% (26)

where (ii) is as in (22), and (i) can be seen by observing that
we can generate a long sequence of rewards from each arm
before the process starts, from the fact that 7; — ;s Fi — pa;
are uncorrelated for all i # j and since E[|r; — MA,|2|A1] <

We conclude that there is a universal constant C such that

< wl\ €
Bn) <34+ = log[1+ =L —.
(n) < +n§ g( + >+ﬁ

(27)
The fact that lim,_ o }l Z?zl B;<3.4 almost surely, can be
seen using the strong law of large numbers by observing that
we can generate a long sequence of rewards from each arm
before the process starts, the number of arms is finite, and
if lim,_, o T;(n) < oo then the contribution of arm i in the
number of bits decays to zero almost surely as n — oo.

o stochastic linear bandits (ii(r) = (6;, A;)):

The results follow directly from (14), (16), (17) and choice
of ().

For the case where € # 1, it is easy to see that for small val-
ues of €, the number of transmitted bits increases by 210g(é)
bits. This can be further decreased to log(%) ~|—10g(10g(%)) bits
using the encoding in Section IV. |

APPENDIX C
PROOF OF THE HIGH PROBABILITY BOUND

From Section IV, we have that
B,§3+1U—4’— H;’)J >3}+1[ ’j;)J —[% >2]
t t L My t
[ 7 () 1(T It (1) i
sl =)= 4 (e - |5 -2)
Tt i)
+ [toa (- 5
—VL(DJ I '<_
—— >3
LL M M, ]
() Tt
(e | 57 |- 55 -2)) )
< 4+10g<ﬁ L 2) —i—log(log(ﬁ L 2>>
o o o

(28)

+1
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Let the event G be that Vi € {1,...,n} : |ry — pa,| <
o/4log(n). From the subGaussian assumption and applying
the union bound we have that
n
P[G] > 1 — Ze*Z‘Og“’). (29)
=1
We have that if G holds then for ¢ with T;(4;) > 0, we have

that |{i(f) — pa,| < o, |11 — pa,| < o. Hence, |i(t) — 1| < 20.
Substituting in (28), we get the desired result.

APPENDIX D
PROOF OF LOWER BOUND (LEMMA 1 AND THEOREM 3)

A. Proof of Lemma 1

Proof: To simplify notation, we omit the time index ¢ and
only mention it when it is necessary.

Let P, P’ denote reward distributions with means w1 and 2,
respectively. We have that, for any given quantizer Q, either:

Case 1: V P, P’ with u; # o, we have that Ep[Q(r)] #
Ep[Q(r)]; or

Case 2: 3 P, P’ with 1 # o, and Ep[Q(r)] = Ep[Q(r)].

We will first show that any quantizer Q satisfying Case 1
must saisfy E[Q(r)|r] = cir + ¢» for some constants cy, 3.
To do so, we first construct distributions P and P’ as follows.
Let {x;, pi, p;»}?zl be real values such that x| # xp, 21‘321 pi =
Z?zlp;. = 1 and p;, p; = 0, Vi € {1,2,3}. We design P to
be the distribution of a random variable that takes the value
x; with probability p;, and P’ be the distribution of a random
variable that takes the value x; with probability p; for i =
1,2,3.

For Case 1, it is necessary that Ep[Q(r)] = Ep/[Q(r)] only
if Z?:l piXi = Z?:l Pix;. Or equivalently,

3 3
> (pi = P)EIQM)|r = x] =0 only if Y (pi — p})xi =0.
i=1 i=1

(30)

This implies that the right null space of the matrix

E— []E[Q(r)lr =x1] E[Q(|r=x]  E[Q()|r= x3]]
o 1 1 1

is subset of the right null space of the matrix
X1 X2 A3
X= [ | O }

(note that ) _,(p;—p’) = 0). This is because for any vector a in
the nullspace of E, there exist vectors p, p’ such that p, p’ > 0,
1"p=1Tp' =1, and a = ¢(p — p’) for some constant c; in
particular, p = % p = %, where at is the same as a
with the negative entries replaced by zeros, while in a~ the
positive entries of a are replaced by zeros. Note that 1Ta™ =
17|a~| since a is in the right null space of E, hence, 1"a = 0.
Thus, by (30), the same vector a also belongs in the nullspace
of X.

We also observe that since x| # xp and E[Q(r)|r = x1] #
E[Q(r)|r = x3] (as we assumed in Case 1); hence the ranks
of E and X equal to 2. Therefore the dimension of the right
null space of each of the matrices E, X is exactly one. This,

785

together with the fact that the right null space of E is a subset
of the right null space of X, imply that the right null spaces of
these two matrices are exactly the same (and one-dimensional).
We note that the right null space of X includes the vector
13+
X1 —X2

X3+X]1
X2 —X]

Hence, we have that Ea = 0 which implies that (from the first
row of Ea = 0)

E[Q(N|r = x3] = <E[Q(r)|r ~ X;j :jli[Q(i’)h’ =l )XS

n 0EQM)|r = x1] = xiE[Q()|r = x2]
X2 — X1

As x3 was arbitrary, we have that, for all x € R

E[Q(M|r =x] = c1x + c2,

where ¢ =  HOOr=uBowi=al .

REQWIr=x]-1EOOIr=x] - This completes the proof for
X]—X2 :

Case 1.

For Case 2, if we consider a MAB instance with two arms
with distributions P, P’ that witness the property in Case 2,
then even if we have infinite samples from the quantiza-
tion scheme we cannot achieve better than O(|u; — u2|n)
regret. |

B. Proof of Theorem 3

Proof: To simplify notation, we omit the time index ¢ and
only mention it when it is necessary. Normalizing the rewards
by o, it suffices to consider the case where o = 1.

We first show that it suffices to consider schemes with deter-
ministic quantization levels. Let us consider a quantizer Q with
encoder £ : R — N and decoder D : N — R, where £, D can
both be random. We note that as D is allowed to be random,
the set of quantization levels is now random. Let us consider
a new decoder D’ defined as

D'(i) = E[D()]. (3D
We now consider the quantizer Q' defined by £, D’ as an
encoder-decoder pair. We note that the decoder D' is a
deterministic function, hence, the set of quantization levels
for the quantizer Q' is deterministic. We will show that:
(a) E[Q(r)|r:] = E[Q'(r)|rs] and (b) if Q results in sub-
Gaussian quantized rewards conditioned on r;, then Q' also
results in sub-Gaussian quantized rewards conditioned on 7;
with the same sub-Gaussian parameter as Q. Properties (a) and
(b) will allow us to switch D with D’ in the rest of our
proofs without affecting the encoder £ (hence without affect-
ing the number of bits). To show E[Q(r))|r] = E[Q' (ry)|r],
we observe that

E[Q(r)ri] = E[D(E(re))|re] = E[E[DG)|rs, E(re) = illr1]
= E[D/(S(Vt))h”t] = E[Q/(”t)|’”t]~ (32)
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k) -6 4 2 o 2 4 6 8

Fig. 9. Tllustration of reward distribution.

To show the second property we observe that
Elexp (M(Q(ro) — E[Qr)rd)|re, E(ry)]

D Blexp (A(Q'(r) — BLO(r)|r1))) I, £)]
[exp( (Q(r) — Q' () Ire, E(r)]

Z E[CXP (A(Q/(Vt) - E[Q(rt)|rt]))|rtv 5(’3)]
exXp ()»E[(Q(’”t) - Q/(’”t))h’n 5(’”:)])

= E[CXP ()»(Q/("t) - E[Q(Vt)|”t]))|rt’ 5('?)]
exp ()»IE[(D(S(rt)) - D/(E(Ft)))m, 5(”t)])

D Elexp (1(Q'(r) — EIQ) 1)) £
Y Elexp (1(Q' () — E[Q () Ir]))Ir 6] (33)

where (i) follows by the fact that Q' (r;) = D’ (E(ry)) is a deter-
ministic function of £(r;), (i) follows by Jensen’s inequality
and non-negativity of the exp function, (iii) follows by def-
inition of D', and (iv) follows from (32). By taking the
conditional expectation given r; of both sides in (33) we get
that

E[exp (.(Q(r) — ELQ(ro)|re)) 7]
> E[exp (A(Q'(r) — E[Q'(r)r])) I7:].
a) Proof of Statetment 1 & 2 in Theorem 3: To prove 1,

2, we consider the following distribution that takes values on
2z7Vz € Z with

(34)

P[N(0, (40)?) € [2z,2(z+ D]] ifz>0
Plr, = 2z] = { P[N(0, (40)?) € [2(z— 1), 2z]] ifz<0
P[N(0, (40)?) € [-2,2]] if z7=0,

(35)

where N (0, (40)?) is a random variable with Gaussian dis-
tribution with zero mean and standard deviation 40. An
illustration of the distribution is depicted in Fig. 9.

By construction of the distribution, we have that r; is (40)2-
subGaussian, since every value in the Gaussian distribution is
mapped to one that is closer to the mean in the distribution
of r;. We next prove 1. Suppose towards a contradiction that
3b, t such that P[B, < b] = 1Vn > t. Pick n arbitrary large,
we have that b can describe at most 2 quantization levels.
We note that the maximum distance between any consecutive
quantization levels cannot exceed 4, lest there is a reward r,
that is in the middle of the two quantization levels, mapped to 7
with [F—r| > 2 almost surel;/ which violates the fact that IP[|7—
r| = 2|r = z] < exp(— 3072 —=—) < 1 for some z given by the
subGaussian concentratlon of assumption (ii). Hence, either
the interval (—oo, —4(2” + 1)] or the interval [4(2° + 1), 00)
will have no quantization levels. We assume without loss of

generality that the interval [4(2” + 1), 00) has no quantization
levels. Hence, all the values in that interval will be mapped to
values in (—oo, 4(2° + 1)). We notice that for the described
reward, the interval (—oo, 4(2b + 1)) has non-zero probability.
This contradicts assumption (i) (unbiasedness).

We next prove 2. Let G; be the event that |Q(r;) — ry| < 1.
We observe that by assumption (if), since 7; — ry is (%)2—
subGaussian, we have that P[G;|rs] > 1 — 2¢72 > 0.729. Let
us consider the intervals of the form [2i — 1,2i 4+ 1]Vi € Z.
As we proved above, it is sufficient to consider quantization
schemes with deterministic quantization levels. Let ¢;(¢) be
the minimum length of a quantization level in the interval
[2i — 1, 2i + 1]. We have that

E[B] =Y Plr, = 2IE[B|r; = 2i]

i€Z
> Y Plr; = 2iP[Gy|r; = 2{E[B,|r; = 2i, Gi]
i€Z
> Z]P’[r, = 2{|P[G,|r; = 2il¢;
i€Z
> Plr = iPIG/|r = 2ilt;
li|<4,ieZ
> 0.729 min > Plr =2ilt. (36)

" lil<4.iez

We also notice that as the code is prefix free, then if we
restrict the code over a subset of quantization levels, it is
still prefix free. It follows that the lengths ¢; need to sat-
isfy the tree inequality [47], namely, Y ;<4,ez2 % < L
Hence, we have that the code that minimizes (36) is Huffman
code [47]. Performing Huffman code with the weights in (36)
gives the following code lengths for €_4, ..., £4 respectively:
6,5,4,3,1,3,4,4,6. Substituting in (36) gives E[B;] >
0.729 mingg, ng’iez Plr; = i]¢; = 1.9. |

APPENDIX E
PROOFS OF COROLLARIES 1 AND 2

The expected regret bounds follow directly from Theorem 1.
To bound the average number of bits used for the avg-pt, we
only need to bound the decay rate of 1 Zt - z

Corollary 1: From Theorem 1 and [12] we have that for
QuBan with UCB, there is a constant C such that R, <

Co /knlog(n). Then,

—1
1% R _

n Ut_

=1
- C,/klog(n Z
: Ji

C klog(n)( /” 1 )
< VN1 4 —
- n =1 \/;

Cy/klog(n)n.

Corollary 2: From Theorem 1 and [12], we have that for
QuBan with e-greedy, there is a constant C such that R, <

vkt log(t
Z

IA

(37)
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Coklog(l + ). Then,

n—1
ISR
n ot n

=1

n—1
- C_k Z log(1 +1)

t=1 !

—1
Cklog(l +n) «— 1
< — E —
- n pu t

Cklog(1 n—1
_ Cklog(1 +m) 1+f
1

~ | —

Ck(log(1 + n))2
—

(38)

APPENDIX F
PROOF OF COROLLARY 3

We observe that the LinUCB parameters, f;, can be chosen
such that max;eqi,....n) SUpge 4, (0 — Ok, a) < +/Bu. Hence, by
Cauchy—Schwarz we have that

Y 16— 6., A <
t=1 A\

n
Y 1(6 — 6, AP
=1

< |n)_min{Bu. (6 — 0x, AD?}. (39)
t=1

The proof of the expected regret and average number of bits
bounds then follows as in [9, Th. 19.2] using Theorem 1.
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