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ABSTRACT

Malicious architecture extraction has been emerging as a crucial
concern for deep neural network (DNN) security. As a defense,
architecture obfuscation is proposed to remap the victim DNN to
a different architecture. Nonetheless, we observe that, with only
extracting an obfuscated DNN architecture, the adversary can still
retrain a substitute model with high performance (e.g., accuracy),
rendering the obfuscation techniques ineffective. To mitigate this
under-explored vulnerability, we propose ObfuNAS, which con-
verts the DNN architecture obfuscation into a neural architecture
search (NAS) problem. Using a combination of function-preserving
obfuscation strategies, ObfuNAS ensures that the obfuscated DNN
architecture can only achieve lower accuracy than the victim. We
validate the performance of ObfuNAS with open-source architec-
ture datasets like NAS-Bench-101 and NAS-Bench-301. The exper-
imental results demonstrate that ObfuNAS can successfully find
the optimal mask for a victim model within a given FLOPs con-
straint, leading up to 2.6% inference accuracy degradation for at-
tackers with only 0.14x FLOPs overhead. The code is available at:
https://github.com/Tongzhou0101/ObfuNAS.
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1 INTRODUCTION

The architecture of a deep neural network (DNN) plays an essential
role in its performance, such as inference accuracy and latency. As
a result, searching for the optimal DNN architecture has become
a critical step, which is extremely costly due to the exponentially
large architecture space, e.g., 10'® candidates in DARTS [12]. There-
fore, high-performance neural architectures are valuable assets for
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Figure 1: An illustration of different obfuscation schemes for
the victim model.

model developers, and becoming the prime targets of adversarial
attacks. For a concrete example, an attacker can extract the archi-
tecture of a DNN model and then train a competitive substitute
model with high performance for commercial interest [31]. Im-
portantly, side-channel-based DNN architecture extraction, among
the existing attacks, has been successfully demonstrated in vari-
ous hardware platforms like GPU [32], FPGA [31], CPU [29], and
embedded processors [1].

Since it is difficult to fully eliminate the association between
a DNN architecture and its side channels on hardware devices,
a solution to mitigate the side-channel-based DNN architecture
extraction attacks is to obfuscate the DNN architecture, such as the
topology, layer types, and layer dimensions [9, 14]. For example,
NeurObfuscator [9] proposed by Li et al. employs eight obfuscation
strategies to hide the original DNN model architecture, i.e., to make
it more different. Although these strategies can prevent accurate
DNN architecture extraction by introducing prediction errors in
architectural parameters like the number of layers and dimensions,
they all neglect that the architecture difference should not be the
only key metric to measure the obfuscation effects. In fact, a mask
model with a large architectural difference from the victim model
can still have high, or even higher, inference accuracy and hence
be of great value to an adversary.

We illustrate the drawbacks of the architecture-difference ori-
ented obfuscation schemes in Fig. 1. Assuming similar obfuscation
strategies are applied to the victim model with different latency
budgets (measured by floating-point operations, FLOPs), Mask #3
will be selected as the optimal mask, since it allows more obfus-
cation space for architecture difference. If so, the victim model
will be mapped accordingly to preserve its original inference ac-
curacy, while the adversary will be capable to train the mask to
reach higher inference accuracy. However, as shown in Fig. 1, the
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overall optimal mask should be Mask #1 if the FLOPs-accuracy
trade-off is considered. To further support this point, we present
an example in Fig. 2. We select a victim model in NAS-Bench-101
[30] with 77.2% inference accuracy on CIFAR-10 [8]. If adopting
the architecture-difference objective, we can get a mask with a
different cell structure shown in Fig. 2 (4). However, the mask can
achieve 93.02% inference accuracy, which allows attackers to get a
model with even much higher accuracy than the victim, making
the obfuscation ineffective at all.

@O

(1) Skeleton

(2) Stack (3) Cell (victim) (@) Cell (mask)

Figure 2: An example in NAS-Bench-101 [30].

In this work, we make the first attempt to jointly use accuracy
and FLOPs as the combined obfuscation evaluation metric, for
which we need to solve the following two challenges. First, like
the victim architecture search space, the mask architecture search
space for obfuscation is also large. Thus, manually designing mask
architectures is simply out of the question. Second, apart from
finding a mask architecture with low inference accuracy for obfus-
cation, we also need to ensure that the adopted mask architecture
does not have too large FLOPs, otherwise the victim’s inference
latency and energy consumption would also increase significantly.
To overcome these challenges, we propose ObfuNAS, a neural archi-
tecture search (NAS) based DNN obfuscation approach, which aims
to maximize the accuracy degradation of masks subject to FLOPs
constraints. More specifically, by converting the mask architecture
design into a novel FLOPs-constrained neural architecture search
problem, we can leverage a well-trained super-net along with an
accuracy predictor to efficiently find a mask architecture, which
achieves effective obfuscation by leading the adversary to lower
accuracy while meeting the FLOPs constraints.

The contributions of this work are summarized as follows:

(1) To the best of our knowledge, this is the first work using
NAS to protect DNN against architecture extraction attacks.
Leveraging the combined accuracy-FLOPs metric to guide
DNN architecture masking, ObfuNAS achieves more effec-
tive obfuscation than the state of the art.

(2) We propose 7 obfuscation strategies of 3 types, which pre-
serve the inference accuracy of the victim model. By in-
creasing the mask architecture’s training difficulties, these
strategies can effectively prevent attackers from training a
model with equivalent or even better performance.

(3) Unlike previous obfuscation methods involving low-level
modification, our proposed framework achieves DNN archi-
tecture obfuscation by only making algorithm-level changes
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to the victim model, which provides general applicability for
any execution environment.

2 BACKGROUND AND RELATED WORKS

2.1 DNN Architecture Extraction

The performance of DNNs is largely determined by their archi-
tectures, like VGG [18], ResNet [3], and inception network [21].
Therefore, a well-designed model architecture can be considered
as intellectual property with great commercial values, which moti-
vates the architecture extraction attack. For example, it is demon-
strated that an adversary is able to extract the DNN architecture in
Machine-Learning-as-a-Service (MLaaS) platforms using the cache
side channel [29]. Similarly, other side channels can also be used for
such architecture extraction. In [6], Hua et al. successfully inferred
the underlying network architectures using the memory and timing
side channels during the DNN execution. Besides, Batina. et al. [1]
utilized electromagnetic (EM) side channel to reverse-engineer the
important parameters of the architecture, e.g., the number of layers
and layer dimensions, to infer the victim DNN. Upon extracting the
DNN architecture, attackers can further train a substitute model
with competitive inference accuracy.

2.2 DNN Architecture Protection

Targeting these side-channel-based DNN architecture attacks, previ-
ous works have explored countermeasures from hardware platform
design[25] to DNN execution [9]. For example, Liu et al. proposed a
method to defend architecture extraction utilizing memory access
patterns, which involves oblivious shuffle, address space layout ran-
domization, and dummy memory accesses [13]. Luo et al. proposed
a framework to increase the difficulty of extracting DNN architec-
tures from EM side-channel leakage through scheduling the tensor
program execution [14]. Besides, NeurObfuscator is proposed to
prevent exact architecture extraction [9] through obfuscating the
original dimension and number of the victim DNN layers. However,
these methods require low-level modification and are limited by the
execution environment. More importantly, existing works failed to
take into account the inference accuracy of the mask architecture
— by extracting the obfuscated mask architecture, the attacker can
still obtain high, or even higher, inference accuracy than the victim.

2.3 Neural Architecture Search (NAS)

Designing a high-performance DNN requires not only substantial
time and resources, but also domain knowledge and expertise. To
ease these requirements, NAS has been recently developed to search
for Pareto-optimal DNN, i.e., those with the highest accuracy given
a FLOPs (or inference latency/energy) constraint [10, 22, 28]. Such
DNN:ss are the focus of the architecture search and most worthy of
protection. There are three key components of NAS: search space,
search strategy, and architecture evaluation [4]. Once a new ar-
chitecture is selected from the search space based on the search
strategy, its performance would be evaluated to guide the NAS
process, which is time-consuming and resource-intensive. There-
fore, many techniques have been proposed to accelerate the process
of model evaluation, such as weight sharing [2, 24]. Additionally,
training an accuracy/latency performance predictor to filter out
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Figure 3: The overview of ObfuNAS. (a) Protection workflow: apply obfuscation strategies to the victim model and search
the optimal mask causing the maximal accuracy degradation in mask space, and then the mask will be executed during
inference. (b) Attack workflow: an attacker will extract the model architecture by leveraging the architectural hints during
victim execution, then train the extracted architecture with similar training data as used in the victim model. The fitness score

will be calculated later to guide the mask search.

those unlikely optimal architectures is also commonly used, where
only the top performance architectures are selected for actual eval-
uation [23, 26, 28]. Last but not least, several benchmarks have
been released for quick and fair comparison for NAS algorithms,
which allows obtaining the network performance by querying the
pre-computed dataset [30] or a surrogate model [17].

2.4 Threat Model

To explore a generic defense method, we adopt a strong threat
model in this work. Specifically, we assume an attacker can per-
fectly extract the architecture, but not the weights, of the executed
DNN (e.g., victims or masks), including the topology and activation
functions, through architectural hints like side-channel leakage
[1, 5, 27, 32]. Moreover, we assume a strong attacker whose DNN
model training ability is as strong as the victim model developer,
i.e., given an architecture 7, if the developer can train it and achieve
inference accuracy ACCy, the attacker can achieve ACC, as well
with training 7 on the similar training data as the developer.

3 PROPOSED APPROACH: ObfuNAS

The overview of ObfuNAS is shown in Fig. 3, which is proposed to
solve two key problems: 1) how to obfuscate the DNN architecture
with the original model accuracy preserved; 2) how to achieve the
best obfuscation performance, i.e., the maximal accuracy drop for
attackers while satisfying a FLOPs constraint.

For the first problem, we propose 7 obfuscation strategies of 3
categories, namely, scaling-up (Sec. 3.1), operation-change (Sec. 3.2),
and connection-adding (Sec. 3.3). The principle behind these strate-
gies is to increase the training difficulties of the mask architecture,
leading attackers to lower inference accuracy after extracting and
training the mask. Besides, we will prove that these strategies are
function-preserving to make sure that the victim model can pre-
serve its original inference accuracy after obfuscation, as described
in Eq. (1):

Vx: f(x|0f) = g(x[6y), @

where x denotes the input of the network, f represents the victim
network, g represents the obfuscated network, and 6 is the corre-
sponding network parameters. With proposed strategies, we can
generate a mask space for the victim model.

As for the second problem, we will simulate the attacking process
and use its result to guide the optimal mask search (see Sec. 3.4).
Considering obfuscation is at the cost of the FLOPs budget, we
propose resource-constrained search, i.e., search for the optimal
mask within a given FLOPs constraint, which is implemented by
an evolutionary search with accuracy drop as the fitness score.

3.1 Scaling-up Obfuscation

It is well-known that the optimization/training difficulties will grow
with the increase of DNN dimensions [19]. Based on this observa-
tion, we propose 3 obfuscation strategies by scaling up the victim
DNN architecture to increase training difficulties for the attackers
from width, depth, and kernel size, respectively.

Layer Widening. Layer widening is proposed to increase the
output dimension of a layer. Since it is commonly applied to the
convolutional (Conv) layer, here we will use Conv to illustrate this
strategy. Suppose the weights of a Conv layer L is wL) ¢ Rkukabo,
where k1 X ks is the kernel size (we assume the kernel sizes of all
Conv layers are the same for simplicity), i denotes the number of
input channels, and o stands for the number of output channels.
After layer widening, the weights of L will be v e Rkl’kz’i"’/,
with o’ > o, and the weights of the subsequent Conv layer L + 1
would change from W(I+1) ¢ Rkvk20.q o y(L+1) ¢ Rhikzo’.q 1o
match the increased output channels of L.

To preserve the function of the original layers, we need to adjust
the value of V(L) and V(1) to satisfy the following equations:

(L)
w
0,

L _
Vo=

@)
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v+ _ W(L,“) t<o
random, o<t<o

Note that this strategy can also work for the fully connected
layer, which can be replaced with a Conv layer with kernel size
1x1.

Layer Deepening. We use layer deepening to increase the depth
of DNNs by sequentially inserting additional layers. To be function-
preserving, the inserted layer should function as an identity layer,
i.e., the input of this layer is equal to its output. If the inserted
layer is a fully connected layer, we can simply set its weights to
an identity matrix. Otherwise, suppose we insert a Conv layer
with weights U € Rk1-k2:00 between two sequential Conv layers
W) e Rkvkaio gnd W+l ¢ RkLk20P then U should be set to:

ki+1 kp+1 .
Upgey = | P= 5 Aa="80A1=]
Pt 0, otherwise

Besides, if the inserted layer is followed by an activation func-
tion ¢(+), it should satisfy the restriction ¢(-) = ¢(¢H(+)), e.g., the
commonly used activation function ReLU. Moreover, extra efforts
are required if batch normalization is used. Specifically, batch nor-
malization will do the following transformation during inference

(7]):

_ )4 . _YEK)
Ve Y emee )

where € is a small self-define value, E(x) and Var|x] are the mean
and variance of input data, which are fixed during inference. There-
fore, by setting y = \/Var[x] + € and = E(x), we can undo the
normalization and successfully build an identity layer.

Kernel Widening. A Conv layer with weights W € Rkvk2..0
after kernel widening would become U € RFskabo \where k3 > kq
and k4 > ky. The function preservation is straightforward, i.e.,

ks— ks

kl k3+k1 —kz k4+kz
bl cpclth gtk g < ity

Wp.q,-

U, ... ={Vpa-
Pas { 0, otherwise

(6)

Besides, zero-padding can be applied to the input feature maps

in order to preserve the original size of output feature maps after

convolution.

3.2 Operation-change Obfuscation

Since Conv layers are functional, we aim to replace some non-
parameter layers with it to increase the number of trainable pa-
rameters, leading to an increase in training difficulties of the obfus-
cated architecture. Such replacement is described as the operation-
changing obfuscation strategy in this work. The principle of the
non-parameter layer selection is that the layer can be represented
by a Conv layer with function preserved. Following this principle,
we select two common DNN operations, average pooling and skip
connection.

Average Pooling Replacement. Suppose a Conv layer uses
the same kernel size (k; X kz), stride, and padding pattern as the
average pooling layer, then it can work as average pooling when
setting every value of its weights to ﬁ

Skip Connection Replacement. Since skip connection is func-
tionally equal to an identity layer, this replacement can be trans-
ferred to using a Conv layer to perform identity operation, as shown
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Skip connection

[ 68

Figure 4: Skip connection replacement.

in Fig. 4, where Int. refers to the intermediate layer(s), and +/& in-
dicates sum/concatenate operation. Thus, the weights adjustment
of this Conv layer is the same as Eq. (4).

3.3 Connection-adding Obfuscation

In this category, the original connection will be preserved to main-
tain the inference accuracy. Moreover, we add extra connections to
disturb the signal propagation, which will also increase the opti-
mization difficulties for the attacker while training the extracted
mask.

W,
X Parallel y
shortcut €9 ’

Figure 5: Parallel shortcut adding,.

Shortcut Adding. This strategy is used to add a shortcut be-
tween two non-directly connected layers if their dimensions match.
The added shortcut can be further divided into the sequential short-
cut and the parallel shortcut, depending on the hierarchy of these
two layers. Specifically, if these two layers are sequential, the added
shortcut will be the same as the skip connection in Fig. 4.

As for the parallel shortcut, one example is shown in Fig. 5,
where x is the input, y is the output, W; and W, are the weights of
two Conv layers. Before adding the parallel shortcut, we have

y:WlT*x+W2T*x,
ay oy ()
wi awp
while after adding the parallel shortcut, Eq. (7) will become

y=WlT*x+W2T(W1T*x+x),

0
=x+WZT*x, ﬁ=x+W1T*x,
2

e 8)
awy
which indicates that the parallel shortcut adding will cause the
gradient update of W; and W5 influenced by each other. As a result,
the optimization difficulties of architectures with such connections
would increase. To preserve the functionality, the shortcut feature
maps should be multiplied by 0 before summation.
Layer Branch Adding. The connection of the layer branch
adding is similar to the shortcut adding strategy, except that the
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shortcut will be replaced by an operation to increase the model
complexity. Besides, the chosen operation should also preserve
the size of feature maps, so the feature maps can be later added
together. For this strategy, the function preservation can be achieved
by setting the weights of the operation to 0.

3.4 Optimal Mask Search

In this section, we propose resource-constrained search and apply
the evolutionary algorithm to efficiently search for the optimal
mask.
Resource-constrained Search. Our objective is to search for
a mask that yields the maximal accuracy drop with FLOPs con-
strained, which can be formulated as follows:
7" = argmax L(Wr,; Xpa1),
T eQ (9)
s.t. FLOPs(m;) < 1,

where Wy, is the network parameters associated with the mask s;,
Q denotes the mask space, X,,; denotes the validation dataset, £(-)
stands for the loss function, 7™ is the optimal mask we expect to
find out, and 7 is the given FLOPs constraint.

Evolutionary Algorithm. In this work, we adopt an evolution-
ary algorithm that has been demonstrated to be effective for NAS
problems [11, 15, 20]. Specifically, our fitness function F is defined
as:

F(r1) = ~ACCoqi (1), (10)
where ACC,4(-) is the validation accuracy of a mask. The searching
process aims to find the mask with the highest fitness score within
a certain FLOPs constraint, which is consistent with Eq. (9).

4 EXPERIMENTAL VALIDATION

We evaluate the performance of ObfuNAS based on three archi-
tecture spaces used in AlphaNet [23], NAS-Bench-101 [30], and
NAS-Bench-301 [17] (Sec 4.1). Specifically, in each space, we select
several Pareto-optimal architectures as the victim models and adopt
applicable obfuscation strategies (Sec. 4.2). We then search for the
best mask with the maximal accuracy degradation for each victim
model and compare the results with the state-of-the-art (SOTA)
obfuscation framework, i.e., NeurObfuscator (Sec. 4.3). Since our
approach focuses on algorithm-level obfuscation, we exclude two
obfuscation knobs in NeurObfuscator, i.e., optimization knobs and
scheduling knobs, for fair comparisons.

4.1 Architecture Search Space

4.1.1 AlphaNet. AlphaNet aims to search for sub-nets from a
super-net that can achieve Pareto-optimal performance on Ima-
geNet. The search space of the super-net is defined in Table 1,
where MBConv denotes the inverted residual block used in [16],
the expansion ratio is the parameter of the Conv layer inside MB-
Conv, and MBPool is the last Conv layer with average pooling.
Moreover, since AlphaNet provides a well-trained super-net, we
can build an architecture dataset consisting of its sub-nets and
evaluate them to obtain their inference accuracy.

4.1.2 NAS-Bench-101 (NB-101). NB-101 provides a public archi-
tecture dataset for NAS, including 423k unique DNN architectures
and 5M models trained and evaluated on CIFAR-10. All unique
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architectures are made up of the same number of cells but with
different cell structures, which is represented by a directed acyclic
graph (DAG) with up to 7 nodes and 9 edges. In a DAG, each node
and edge indicate an operation and a feature tensor, respectively.
Apart from the input and output nodes, others have 3 possibilities:
3 X 3 convolution, 1 X 1 convolution, and 3 X 3 max pooling.

4.1.3 NAS-Bench-301 (NB-301). NB-301 is a surrogate NAS
benchmark that includes about 10'® architectures covered by the
DARTS search space [12]. The DNN backbone of all architectures
is built with 8 cells categorized into two types, namely normal cell
and reduction cell. Each cell can be represented as a DAG with
12 edges and 7 nodes (2 input nodes, 4 intermediate nodes, and 1
output node). Here, each node and edge indicate a feature tensor
and an operation, which is different from the definition in NB-101.
Each intermediate node is the addition result of two operations, and
all results of intermediate nodes will be concatenated as the final
output. There are 7 operations involved: 3x3/5x5 separable/dilated
convolution, 3X3 average/max pooling, and identity. Besides, NB-
301 includes a trained surrogate model to predict the accuracy
performance on CIFAR-10 for each architecture in the search space.

4.2 Experimental Setup

Since AlphaNet has reported 8 Pareto-optimal architectures with
different FLOPs [23], i.e., A0-A6 (A5 has two versions) shown in
Table 3, we directly use them as the victim models for further
obfuscation. However, for NB-101 and NB-301 that do not provide
any Pareto-optimal architectures, we select a few architectures
with different accuracy-FLOPs trade-offs on the Pareto front as the
victim models, with selected architectures shown in Fig. 6 and Fig.
7, respectively.

95 w
X
>
Q
§90'
Q
g
2.85 hy e
o X Vict_1
= Vict 2
X Vict 3
0 L A 1 1 1
0 200 400 600 800 1000 1200 1400

MFLOPs

Figure 6: Victims in NB-101.

Due to the difference in the search space of these three datasets,
the applicable obfuscation strategies also vary, see Table 2, where
the checkmark denotes all strategies in that category are appli-
cable. Specifically, obfuscation for AlphaNet is straightforward,
i.e., scaling up the dimensions from different perspectives within
the defined search space. Specially, the activation function used in
AlphaNet is swish [23], defined as

1
swish(x) = x * ————, 11
(1) =3 ()

where x is the input feature map. To satisfy the restriction ¢(-) =
¢(H(+)) in layer deepening, we construct a fake swish function
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Table 1: The search space of AlphaNet.
Block Width Depth Kernel size Expansion ratio
Conv {16,24} - 3 -
MBConv-1 (16,24} (1,2} {3,5} 1
MBConv-2 {24,32} {3,4,5} {3,5} {4,5,6}
MBConv-3 {32,40} {3,4,5,6} (3,5} {4,5,6}
MBConv-4 (64,72} {3,4,5,6} {3,5} {4,5,6}
MBConv-5 {112,128} {3,4,5,6,7,8} {3,5} {4,5,6}
MBConv-6 {192,200,208,216} {3,4,5,6,7,8} (3,5} {4,5,6}
MBConv-7 {216,224} {1,2} (3,5} 6
MBPool {1792,1984} - 1 6
95 :
x @) 0w
D S S - S . N
‘->’\ Shortcut Adding
E94/
Q
Q | R L e
3 Layer Deepening
5% x 9 i ()
o Layer Branch Adding
F
92 i RS 1 . @ a 712&:;15\;d;n§1g_ -\ .
30 40 50 60 @ @
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Figure 7: Victims in NB-301.

with the same operators (e.g., addition and division) to replace the
original swish function for added layers, i.e.,

X

t=1+e", fake_swish(x)=xx ; (12)

Following the conclusions in [1], an attacker can deduce the acti-
vation function by comparing its timing side-channel leakage (i.e.,
time duration) with other known activation functions, the proposed
self-defined fake swish will still be identified as swish due to the
similar operations.

Table 2: Obfuscation strategies for each architecture dataset.
OP-change denotes operation-change and CN-adding denotes
connection-adding obfuscation.

Scaling-up ~ OP-change CN-adding
AlphaNet v - -
NB-101  Depth, Kernel - v
NB-301 Kernel v -

For NB-101, other than scaling up the depth and kernel size by
layer-deepening and kernel-widening strategies, the connection-
adding strategies are also applicable, with an illustration shown in
Fig. 8. As for NB-301, the victim cells can be obfuscated with the
kernel widening and the operation-change strategies.

(a) Victim cell (b) Mask cell

Figure 8: An Illustration of obfuscation strategies for cells in
NB-101, where IN and OUT denote input and output feature
maps, 1 X 1 and 3 X 3 are the kernel sizes of Conv layers, and
MP denotes 3 X 3 max pooling. The feature map size inside
the cell is fixed by adding zero paddings.

4.3 Results

To explore the best obfuscation performance of ObfuNAS, we first
relax the constraint to find the best masks for all victim models.
As shown in Table 3, the obfuscation performance of AlphaNet is
not as good as expected, i.e., the accuracy of the mask is similar to
the victim itself. One explanation is that the increased optimization
difficulties raised by network scaling-up are limited, especially for
DNN:ss like AlphaNet including the residual connection, which can
ease the training difficulties for larger DNNs. However, our method
still outperforms the SOTA (NeurObfuscator [9]), which results in
higher accuracy growth with larger FLOPs overhead.

For victims in NB-101, ObfuNAS achieves around 1% ~ 3% accu-
racy degradation with a small FLOPs overhead (< 0.14X), thanks
to the shortcut adding strategy introducing no latency overhead.
In contrast, NeurObfuscator even boosts the inference accuracy
of masks up to 2.5%. Besides, ObfuNAS protects the victims in
NB-301 by deteriorating ~1% accuracy, while NeurObfuscator can
only achieve at most 0.05% accuracy drop. Since the obfuscation
strategies for NB-301 involve operation-change, which replaces
non-parameter operations with Conv, the FLOPs overhead, in this
case, has obvious growth. Overall, ObfuNAS achieves better obfus-
cation performance than the SOTA obfuscation framework. Note
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Table 3: The obfuscation results without latency constraints.

. Original ObfuNAS NeurObfuscator [9]
Victim
Acc MFLOPs Acc MFLOPs Acc MFLOPs
A0 77.78 203.39 77.41 266.50 77.96 342.43
Al 78.90 279.24 78.91 388.01 79.38 498.97
A2 79.09 316.73 79.25 414.36 79.72 479.91
AlphaNet A3 79.46 356.52 79.43 433.49 79.90 553.56
(ImageNet) A4 80.01 443.53 80.00 581.05 80.41 651.96
& A5 80.27 491.48 80.14 606.61 80.68 743.34
A5 1 80.74 594.79 80.66 680.74 81.03 837.46
A6 80.82 709.01 80.85 795.06 81.23 983.28
NB-101 Vict_1 84.61 37.70 82.65 37.70 87.11 202.51
(CIFAR-10) Vict_2 89.63 128.85 87.02 146.29 91.73 548.96
Vict_3 93.67 446.62 92.94 446.62 93.53 531.89
Vict_1 92.86 26.95 91.74 40.46 92.87 27.86
NB-301 Vict_2 93.81 33.40 92.46 49.23 93.76 35.43
(CIFAR-10) Vict_3 94.46 43.24 93.14 56.64 94.41 44.16
Vict_4 94.69 59.76 93.68 71.84 95.65 63.43
94
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Figure 9: The optimal mask with different FLOPs overhead for victims in NB-101.

that even 1% accuracy matters a lot in NAS, thus the accuracy degra-
dation achieved by ObfuNAS will make the architecture extraction
attacks meaningless.

Next, we search for the optimal masks for victims in NB-101
and NB-301 with different FLOPs constraints. The results of NB-
101 are shown in Fig. 9, where the optimal masks for Vict_1 and
Vict_3 are unique regardless of the FLOPs constraints. The reason
is that these two masks only adopt the shortcut adding strategy,
which is effective for architecture protection but introduces no
FLOPs overhead. For Vict_2, the results show that a mask with
lower accuracy can be found if FLOPs overhead increases. For each
victim in NB-301, the optimal mask would be different, as shown
in Fig. 10, depending on the given FLOPs budget.

5 DISCUSSION

Although the obfuscation performance of scaling-up is not promis-
ing for victims in AlphaNet (Table 3), we note that it likely results
from the sophisticated architecture of the super-net of AlphaNet,

e.g., including ResNet-like structures, and the jointly optimized
weights for both smaller and larger DNN. To further evaluate the
performance of scaling-up, as well as the other two obfuscation
strategies, we include the ablation studies on NB-101 and NB-301,
for they involve all proposed strategies.

As shown in Table 4, only adopting connection-adding achieves a
higher accuracy drop with lower FLOPs overhead than the scaling-
up, although the latter still show up to 1.4% accuracy drop. For
victims in NB-301, the results indicate that the operation-change
strategies make main contributions to the best obfuscation perfor-
mance (Table 3) compared to the scaling-up strategies. However,
both cases demonstrate that by combining the scaling-up strate-
gies with others, the best obfuscation performance can still get
improved.

Overall, each strategy has different obfuscation performance,
which is also influenced by the victim architecture and its search
space. All of them will bring extra FLOPs overhead except the
shortcut-adding strategy. For the discussed victim models, the
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Figure 10: The optimal mask with different FLOPs overhead for victims in NB-301.
Table 4: Ablation studies of different obfuscation strategies.
Vietim Original Scaling-up OP-change CN-adding
Acc MFLOPs Acc MFLOPs Acc MFLOPs Acc MFLOPs
Vict_1 84.61 37.70 83.47 47.49 - - 82.65 37.70
NB-101 Vict_2 89.63 128.85 88.25 146.29 - - 88.18 128.85
Vict_3 93.67 446.62 92.95 456.40 - - 92.94 446.62
Vict_1 92.86 26.95 92.87 27.86 91.75 39.54 - -
NB-301 Vict_2 93.81 33.40 93.79 35.43 92.52 45.89 - -
Vict_3 94.46 43.24 94.41 44.16 93.23 55.72 - -
Vict_4 94.69 59.76 94.65 63.43 93.84 68.17 - -

operation-change strategies and connection-adding strategies per-
form better than the scaling-up strategies, which can be explained
by the different optimization difficulties they might bring. Specifi-
cally, if the operation-change strategies are applied, it is challenging
for attackers to train a Conv layer to make it function as average
pooling or identity mapping, and it is also hard to undo the effect
of shortcut adding and layer branch adding during training. How-
ever, the effect of scaling-up obfuscation would be limited with the
sophisticated training strategies, which again demonstrates that
the method used in some existing works, i.e., only enlarging the
architectural difference by scaling-up DNNZ, is far from enough for
the architectural obfuscation.

6 CONCLUSION

This work presents ObfuNAS, a NAS-based algorithmic obfuscation
approach, to mitigate malicious DNN architecture extractions. To
prevent attackers from training a competitive substitute model, Ob-
fuNAS minimizes the model accuracy of the extracted architecture
while still preserving the original inference accuracy of the victim
models. As a generic defense approach, ObfuNAS includes seven
function-preserving obfuscation strategies that could increase the
optimization difficulties. Leveraging the evolutionary search algo-
rithm, this approach can find the best combination of obfuscation
strategies for a victim model. Overall, ObfuNAS can achieve 2.6%
inference accuracy degradation to attackers with only 0.14x FLOPs
overhead, which is 4.7% better than the SOTA work.
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