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Abstract

The tremendous growth of mobile networking and IoT demands efficient and reliable service for
massive wireless systems. Multi-input-multi-output (MIMO) technologies are successfully utilizing spa-
tial diversity to substantially improve spectral efficiency by scheduling multiple devices for simultaneous
spectrum access. Efficient solutions to the NP-hard problem of scheduling large number of users are vital
to interference mitigation and spectrum efficiency. Despite successes of machine learning in tackling
large-scale optimization problems, direct adoption of supervised learning in MIMO user scheduling is
difficult as there is no optimum solution to use as labeled training data, and unsupervised learning would
identify similar user channel features instead of promoting channel diversity. In this work, we propose
an effective and scalable user scheduling paradigm based on unsupervised learning to enhance spatial
diversity in both uplink and downlink. Given channel state information (CSI) of users, we first cluster
CSIs over the Grassmannian manifold to identify users with high CSI similarity, before scheduling
them into MIMO access groups with low co-channel interference. Our paradigm is generalizable to a
variety of different simple and scalable unsupervised learning tools and different diversity optimization
criteria. Numerical tests demonstrate substantial gain in terms of spectrum efficiency and interference

suppression at modest computation complexity.
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I. INTRODUCTION

In the new cyber-era of Internet-of-Things (IoT), billions of wireless devices are being con-
nected globally [1], [2]. The tremendous growth rate of wireless communication networks in areas
such as transportation, environmental monitoring, robotics, and smart cities continue to demand
higher spectrum efficiency over the limited bandwidth resources. Multiple-Input-Multiple-Output
(MIMO) technologies have been playing a central role in achieving high network throughput
and spectrum efficiency [3] for both uplink and downlink links. In uplink multiple access
channel (MAC), classical multi-user detection (MUD) receivers such as the maximum-likelihood,
decorrelator, MMSE receivers and variants support simultaneous recovery of multiple signals
sharing the same physical resource [4]-[12]. Similarly, broadcast (BC) enables shared spectrum
and high efficiency in downlink [13].

Despite the intense interest and broad application of uplink MAC and downlink multiuser
MIMO (MU-MIMO, also known as BC) systems, their efficiency and performance depend
critically on user scheduling of co-channel user groups. In particular, high spectrum efficiency
requires low mutual interference among co-channnel users scheduled for BC downlink or MAC
uplink. The ultimate goal of scheduling is to assign users such that more users can share resources
with little mutual interference [14] without sacrificing performance in terms of e.g., sum-rate,
capacity, outage probability, among others. In other words, user scheduling aims to identify
co-channel users with minimal or controlled co-channel interference (CCI).

In MIMO systems, CCI depends directly on spatial channel diversity among users [15], [16],
i.e., on CSI similarities. To effectively mitigate CCI within MIMO user groups, one needs to
assess for each possible co-channel MIMO user group their spatial diversity based on updated
user CSIs. For a base station with M/ antennas and single antenna mobile devices, up to M users
can be scheduled simultaneously in either MIMO downlink or uplink directions. The co-channel
user CSI vectors must exhibit sufficient linear independence [17], [18]. Given a large number of
serviced devices N and increasing large number of base-station antennas M, the number of user
scheduling options is of order O(N™). Thus, to optimally schedule users in resource-sharing
groups (RSGs), one needs to examine the CSIs of each possible user grouping among potentially
very large number of users in e.g., thousands.

Since MIMO user scheduling is a combinatorial, NP-hard problem, even for a moderate num-

ber of users (e.g. hundreds), it is difficult to exhaustively evaluate all possible user combinations



as MIMO user groups against one or more objectives. For example, some recent methods take
advantage of proportional fairness (PF) and the determinant pairing algorithm (DPS) [19]-[21].
However, these schemes rely on exhaustive computation of spatial cross-correlations for various
possible user groups, and as such require heavy computational workload. Typically, algorithms
rely on heuristics when the user number becomes very large as in the case of IoT.

Other approaches exploit localized characteristics shared among small subsets of users. One
proposal examines N(N — 1)/2 pairwise CSI correlations among all NV users and proposes to
form user groups by setting a maximum correlation threshold [22], [23]. Other schemes such as
[24], [25] directly group users of similar CSI covariance matrices. Nevertheless, information on
pairwise or small user subsets fail to capture broad comprehensive characteristics on the entire
user set. In the case of pairwise correlation, e.g., multiple users with low pairwise correlation
in an MIMO user group may still suffer from significant interference accumulation. Localized
approaches are also very sensitive to choices of manual parameter tuning and are harder to scale,
as different choices might lead to drastically different performance as the user number changes
or as the CSI models vary.

Recently, (machine) learning based approaches have been applied to a diverse array of difficult
networking problems, including MAC user scheduling [26]—-[29]. In fact, both supervised and
unsupervised learning algorithms have found applications in wireless CSI characterization [26]
that could be utilized in MIMO user scheduling. Machine learning is particularly attractive for
large, NP-hard problems such as user scheduling that would require very high complexity to
solve directly. In the context of wireless networking, supervised learning requires a rich labeled
training set of diverse CSIs and correspondingly optimized scheduled user groups that attain
strong performance. Such labeled training set must account for different system conditions such
as number of antennas, number of users, wireless channel characteristics, noise levels, different
power constraints, among others. However, it is not practically feasible to build such a huge
set of optimum solutions. Ironically, supervised learning itself cannot be trained to find such
optimum solutions for training.

In contrast, unsupervised learning explores underlying data features and characteristics without
relying on labeled training set. Importantly in the context of large-scale user scheduling, unsuper-
vised learning can effectively identify users with highly similar CSIs, as proposed for direct user
grouping in downlink multi-cast [28], [29]. However, for the more general multi-user MIMO

systems operating in either uplink MAC or downlink BC, scheduling users with similar CSI



leads to poor joint spatial diversity. Such outcome deviates from the original goal of diversity-
based user scheduling, aimed at scheduling users with highly dissimilar CSIs into MIMO co-
channel groups to promote spatial diversity and to mitigate mutual interference. Clearly, a direct
application of traditional learning algorithms over CSI vectors is incompatible with the MIMO
user scheduling task. Additionally, unsupervised learning is often performed in Euclidean space,
but Euclidean distance of CSI does not correspond to spatial diversity as the latter is related to
subspace span.

To this end, we develop a new dual-step approach to indirectly utilize the outcome of unsuper-
vised learning in order to form co-channel user groups with high spatial diversity and low mutual
interference. Recognizing the difficulty for unsupervised learning to classify dissimilar user CSIs,
we first apply unsupervised learning to identify users with highly similar CSIs. To properly
identify spatial CSIs that lead to large CCI, we map user CSIs to the complex Grassmannian
manifold during learning. On this manifold, distances between CSIs relate directly to CSI correla-
tion, regardless of phase and magnitude variations. We can apply any solid clustering algorithm
over this geometry to cluster users that can generate high mutual interferences. Our second
step schedule co-channel diversity users in MAC or BC systems by barring user groups with
highly similar CSIs from Grassmannian manifold clustering. Applicable to any well established
performance metrics such as maximum sum-rate or maximum signal-to-interference-and-noise
ratio (SINR), our proposed MIMO user scheduling can improve spatial diversity and effectively
mitigate CCI. The major contribution of this work is the development of this two-step strategy
for MIMO user scheduling that (a) leverages unsupervised learning to promote spatial diversity
of resource-sharing users, and (b) is completely based on the Grassmannian manifold.

We organize this manuscript as follows. Section II presents the signal model for user schedul-
ing, CCI and system performance metrics. Section III introduces our general strategy for unsu-
pervised user scheduling, Section IV presents numerical simulations in different scenarios, and
finally Section V concludes the work.

Notations: In the following, vectors and matrices will be denoted with small and capital
boldface letters, such as z and Z respectively. Sets are denoted with calligraphic capital letters.
The transpose, element-wise complex conjugation and conjugate transpose are denoted by zT,
z and 2", respectively. The norm of vectors is denoted by || - ||. 05 and I, represent the zero

vector and the identity matrix of size k, respectively. Finally, |S| denotes the size of a set S.



Base station

Fig. 1: Illustration of user scheduling for spatial multiplexing, where the BS has already assigned users into RSGs.
Users in the same group deliver (MAC) or receive (BC) independent signals in a multiplexing mode on the same

time-frequency resource.

II. SYSTEM MODEL AND PROBLEM STATEMENT

Fig.1 depicts a wireless system with /N single-antenna users and a single BS with M receiver
antennas that has already assigned users into RSGs. We assume N > M and a single-carrier
system. Without loss of generality, we consider both uplink (MAC) and downlink (BC) MIMO
systems that leverage spatial diversity to accommodate spectrum-sharing user groups allocated
into distinct resources in multiple access strategies such as OFDMA and TDMA, among others.

Previous works on resource-sharing MIMO systems have studied optimal decoder (MAC) and
precoder (BC) designs such that an RSG achieves channel capacity, such as the MMSE-SIC
receiver [30] for MAC or dirty-paper precoding [31] with MMSE filters for BC. However, these
designs were proposed with the premise that users have already been scheduled in MIMO user
groups. To benefit from these exciting works in the literature, we investigate the scheduling

problem that is a foundation step to MIMO precoding and rate maximization.

A. A General System Model

Let h, € CM be the uplink/downlink CSI vector of the n-th user. We assume the CSIs are
random and independent from each other. We also assume that the CSI vectors are fixed within
a transmission slot, which has been designed such that its duration is lower than the MIMO
channel coherence time. Let G the total number of groups to be assigned, and let 7,,, € {0,1}

indicate whether the n-th user is scheduled in group g € {1,..., G} exclusively, i.e.

1 the n-th user belongs to group g only, 0
Tgm =
” 0 otherwise,
and the set S, = {n|r,, = 1,n € {1,..., N}} denotes the scheduled user set of the g-th group

with cardinality |S,|.



In both MAC and BC, we assume the BS has access to perfect CSI of all active users, and
therefore the BS shall manage user scheduling of all users into RSGs in each transmission slot.
To ensure linear independence of user CSIs within each RSG, we impose that RSGs shall have
at most M users. We use user SINR and group sum-rate as performance metrics in both uplink
and downlink, and hence we derive a per-group signal model in both scenarios. Moreover, we
adopt linear receivers/precoders for their straightforward implementation and low computational

cost, according to typical IoT node characteristics.

B. Uplink (MAC) Scenario

In MAC uplink, let x,, denote the n—th user data symbol of zero mean and unit average
power, i.e. E[|x,|*] = 1. Let p, represent the transmit power of the n—th user. At the BS, the
|S,| user signals from the scheduled MAC user group g arrive at the BS receiver through their
respective channel responses {h,,},ecs,, which is then decoded using a linear receiver @, such

as the MRC, ZF and MMSE receivers [30], to generate the decoded signal vector

N
ylgx{AC _ Q? ( Znesg honrn/Pnn + 'wg) = QgH ( anl R/ Prn Ty + ’wg) ()

where w, ~ CN (05, 0%1),) represents the AWGN vector corresponding to the resource block

assigned to group g.

C. Downlink (BC) Scenario

In the case of BC, we operate under equal assumptions. However, the signal model changes
as the single-antenna receivers will experience CCI but will not be aware of the CSI of other
co-users. Furthermore, the received signal and noise are scalars, and the BS uses a linear, unitary
beamforming precoder z,, for each user n, which can be selected as the weighted MMSE [32],
MRT [33] or ZF precoder [34] among others. For notational simplicity, we abuse notation and
we use g to also denote the group index of the group that contains user n. Therefore, the signal

model for the signal that user n receives in BC mode with AWGN w,, ~ CN (0, 0?) is:

N
BC _ pT _ T
Yn =h, Ziesg zi\/DiTi + w, = h, Zizl ZiN/Pi%iT g + Wy 3)



D. Co-Channel Interference and Sum-Rate

The interference that user n € S, experiences is measured by their signal-to-interference-and-
noise ratio or SINR. In the case of MAC, the SINR of user n is
Pn|Qf hn|?
o? + Ziesg,i;énp”QI;hi‘Q‘

Among several receiver designs, without loss of generality we adopt the MMSE receivers

SINRMAC =

“4)

[30] for their straightforward implementation and to fully leverage spatial diversity. The MMSE

design defines the g-th decoder matrix Q, as

—1
Q= (*Lu+ Y pihibl) h, 5)
1€Sy,i7#n
with a resulting SINR of
—1
SINRYAC = p,hl (0L + Y piihl!)  ho. (©6)
1€Sy,i#n

For BC, the SINR of user n corresponds to
Palhy 20|
0%+ Ziesg,i;én pilhgzi[*

and, without loss of generality and for the sake of simplicity, we use the MRT precoders [33]

SINREC = (7)

h.
zi=—— Vne{l,...,N}, (8)

1Pl

which yield a resulting SINR for user n of
SINREC = — L ©)

0%+ D ies, izn PilR il /|| il
The normalized sum-rate of the g-th group is given by

Ry =) log, (1+SINR,), (10)

neSy
with R)'AC and RBC denoting the sum-rates for uplink and downlink, respectively, using the

corresponding expressions for SINR.



E. The Scheduling Problem

Ideally, we aim to optimize the design of the indicator variables 7, ,, and user power allocation
pn to maximize the efficiency of resource usage in terms of sum rate, that is, maximizing the
sum-rate of each RSG and minimizing the number of groups simultaneously. A mathematical

formulation of this approach, valid for either MAC or BC scheduling, is

P : G, l;rgi}a(pn é Zngl Rg (lla)
s.L. Zivzl Tgn < M, Vg, (11b)

man € {0,1}, Yg,Vn, (11c)

ij:lwgm < pps’ Vg (BO), (11d)

0 <p, <pyg, Vn MAC). (11e)

In Problem P, constraint (11b) limits the number of MAC/BC users up to the number of
BS antennas M without requiring further non-orthogonal multiple access. By design, each user
belongs to one group only (11c). Additionally, in practical BC systems the BS transmission
power is limited by p3&™ in every time slot and needs to be properly allocated (11d), whereas
in MAC each user has a maximum transmission power piji* (11e). In order to further mitigate
CCI, additional constraints can be considered when more design parameters are available, such
as resource availability, cooperation in BC, individual rate requirements, among other criteria.
Note that our formulation of problem P for maximizing spectrum efficiency can be modified as
required to attain different objectives, and as such is without loss of generality. Other tractable
performance metrics for MAC/BC user scheduling include the minimization of MSE [35], [36],
weighted MSE [37], maximization of SINR [38], or minimization of BER [39], among others.

Regardless of the selected objective, P is NP-hard and shares similar complexity as general

*

o & direct

nonlinear mixed integer programming. To find the optimum MAC/BC user grouping m
exhaustive search method would need to evaluate all possible 7, in terms of mean sum-rate
(11a) to determine the optimum MAC/BC user grouping solution that achieves the best spectrum
efficiency. However, the resulting search space is combinatorial even with a modest number of
users and fixed G and p,, and as such requires very high computational load.

Therefore, the challenge in MIMO user scheduling for massive wireless systems is to develop

a low complexity and effective algorithm that can achieve high spectrum efficiency and low CCI



with relative independence of system parameters such as the total number of users, number of

users within a group, BS antennas, channel realizations, etc.

F. Proposed Novel Solution Paradigm

Any solution to the scheduling challenge will essentially try to find MAC or BC groups such
that all users in each group enjoy low CCI, or in other words, their CSIs are distinct enough in
the spatial sense, while still incurring in reasonable computational cost. To attain this goal, such
solution has to study the whole dataset, instead of looking at portions of it (such as pairwise
relationships). Even then, the solution needs to measure dissimilarity, which is not well-defined
in a general form and instead is variable, highly dependant on the particular realization of CSIs
and the system itself. This leads to either trial-and-error approaches to define dissimilarity in
particular scenarios, or the need of a dynamic metric of dissimilarity that accounts for system
parameters and CSI variability in several different scenarios, which is both hard and impractical.

Nevertheless, the fast development of scalable solutions of challenging problems in the field
of machine learning offers hope in tackling the scheduling problem. These techniques analyze
all data points and are able to adapt to several changes in the dataset, known or not. Moreover,
machine learning techniques have been thoroughly used across a large variety of computationally
difficult problems with the goal of reducing complexity and/or runtime, and has offered novel
perspectives and approaches in different aspects of wireless systems [26]-[29], [40].

Regrettably, both supervised and unsupervised learning cannot be directly applied to the
scheduling problem. On one hand, supervised learning (which usually enjoys better performance)
requires a labeled dataset for training, which in the context of CSI scheduling is nearly unfeasible:
the large number of system parameters and possible channel characteristics implies the need for
an incredibly large dataset to avoid sampling biases, and there are not have known ground-truth
labels due to the fact that the optimum scheduling solution of a particular system is unknown
due to the very nature of the scheduling problem.

On the other hand, unsupervised learning cannot be directly applied in user scheduling:
a proper scheduling scheme will avoid grouping users with similar CSI, which diminishes
performance and channel capacity, and conversely assigns users with dissimilar CSIs in RSGs
to reduce CCI. However, unsupervised learning techniques excel at finding common features in
a dataset in a efficient manner among data points, such as user CSI, without having to know

beforehand which features to study and without the need of labeled datasets. This realization



leads to the main contribution of this manuscript: a general and scalable two-step strategy that
uses unsupervised learning techniques to first identify in a global manner which users share
similar CSI, to then exploit that information and define MAC/BC RSGs such that their users do
not share spatial similarities.

In the following section, we present the details of our scheduling approach, valid for both
MAC and BC systems, that tackles the inherent complexity of the scheduling problem without

sacrificing performance.

ITII. PRINCIPLED USER SCHEDULING THROUGH UNSUPERVISED LEARNING

To accomplish our goal, we first examine CSI similarity and introduce a corresponding
transformation to a geometric manifold that contains CSI vectors. Using this similarity measure,
we directly apply unsupervised learning on active users to identify similar CSIs in terms of
subspace span and form clusters of similar CSIs. Thus, users within each similarity cluster tend
to exhibit strong CCI due to low CSI diversity (high similarity) such that no two users from a
particular cluster should be jointly scheduled in an RSG. Based on the outcomes of unsupervised
learning, we define a scheduling algorithm to group users from different CSI clusters into RSGs,
thereby achieving high CSI diversity within a group to generate lower mutual interference and
higher spectrum efficiency. Figure 2 illustrates our two-step strategy, and we further summarize

our scheduling approach in Algorithm 1.

Algorithm 1 Scalable User Scheduling Strategy
Input: h, € CM ne{1,...,N}

Learning-based CSI Clustering:

1: Identify user CSI with high similarity (subspace span) through unsupervised learning;
Similarity-Assisted User Grouping:

2: Assign users from different clusters in RSGs for MAC/BC operation, such that no two users
from the same CSI cluster are in any scheduled group, and further exploit clustering results

in user selection.

A. Geometric Perspective of CSI Similarity

In our setting, channel similarity is directly related to the colinearity of user CSIs in spa-

tial domain, or equivalent in subspace span. Hence, we start by examining the pairwise CSI
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Fig. 2: Proposed user scheduling strategy based on unsupervised learning. In the first step, we employ unsupervised
learning to classify user CSIs into clusters with strong similarity in the sense of subspace span. In the second step,

we allocate users into RSGs that exploit CSI similarity such that not 2 users of the same cluster share resources.

correlation coefficient hh
P ) = T T 2
which determines the amount of CCI between two co-channel users. Note that (12) corresponds
to the absolute value of the cosine similarity [41], and it also corresponds to the absolute value
of the elements of the channel covariance matrix [42] normalized by channel gains. In particular,
if two user CCls are orthogonal, then there is zero CCI when scheduled in the same RSG. In
practice, full CSI orthogonality is rare. One practical solution is to set a upper threshold to
limit the pairwise CSI correlation coefficient within each RSG. The challenge lies in that setting
such a threshold cannot guarantee the level of CCI among users in an RSG. First, the CCI
among users in an RSG would vary depending on the magnitude of user CSIs, and on multi-
lateral geometric relationship among CSIs. Second, direct user scheduling also depends on the
user selection order considered for scheduling, whose optimization involves a combinatorial and
computationally intensive process. To ensure overall system efficiency (11a), consistency, and
fairness for both MAC and BC, we need to develop a consistent, simple, and scalable scheduling
method to effectively limit CCI among users in a RSG for both BC and MAC scenarios.
Note that traditional unsupervised learning in Euclidean space is incompatible with identify-
ing similar/dissimilar CSI vectors, as the Euclidean distance does not measure spatial correla-
tion/diversity. Instead of using Euclidean distance, Eq.(12) shows that the spatial similarity or

dissimilarity of CSI vectors is insensitive to phase rotations and/or magnitude variation of the

individual CSI vectors, as

p (Ry, ae”h;) = p(h,, h;) Ya € R/0, 6 € [0,27).



To account for CCI invariance in a global manner, we can redefine the geometry of the space when
analyzing CSIs, transforming from Euclidean space to a manifold geometry. Such transformation
in unsupervised learning has been used to characterize the underlying low-dimension space of
data [43]. In our case, by analyzing and clustering CSIs on a manifold that naturally measures
the desired notion of diversity, the resulting clusters will effectively identify users that have
highly similar CSIs and consequently strong CCI.

As explained, CSI correlation disregards the common phase and magnitude of each vector.
Therefore, we need a manifold geometry invariant to magnitude and/or phase variations. For-

mally, we define an equivalence relation
h, ~h; if h;=ae"h,, a € R/{0}, 0 €[0,2n), (13)

which states that any two vectors that differ in magnitude and/or phase are considered the same.

With Eq. (13) we can define an equivalence class for each CSI vector
[h;] = {aeiehi 160 €[0,27],a € R/{0}} = {ah; : a € C/{0}}. (14)

In other words, the equivalence class [h;] is the complex line that passes through h; and the
origin. The set of all such lines is known as the complex Grassmann manifold of complex lines
in CM, or Grassmannian, which we denote by GR(M, 1). This is a well-known geometry that
has been extensively studied for both clustering and optimization [43]-[47]. For computation
purposes, every equivalence class [h,] € GR(M, 1) is represented by its unit vector b, ||k, | ~*
on behalf of all the points contained in the class.

To cluster data points in a manifold, we need to define: (1) a Riemannian distance that measures
the space; (2) the tangent spaces, which are linear spaces that approximate the manifold in a
neighborhood of a particular point; and (3) geodesics, which are the minimal smooth curves
in the manifold that connect two of its points. The complex Grassmannian GR(M, 1) can be

endowed with the following distance function:

|h) Bl
—= —— ) = arccos (p(h,, h;)).
i ) (e(fen, )

Note that this distance is a function of the CSI correlation, and as such, is invariant to scale and

dist([R,], [R;]) = arccos (

phase variations as intended.
The tangent space Ty, JGR(A/,1) is a linear space that contains the tangent directions of all

1-dimensional curves on the manifold passing through [h,]. In the case of GR(M, 1), we have

Tin, ) GR(M,1) = {v € CY : hllv = 0}. (15)



T, GR(M, 1)

Fig. 3: Depiction of Grassmannian manifold: we show the tangent space at [h,], the geodesic connecting [h,,] and

[h;], the corresponding exponential and logarithm maps, and their relationships.

We define a Riemannian metric for the linear Ty, GR(M, 1):
(u, v)p,] = Re(u'v), u,v € Tp,|GR(M, 1) (16)

that induces a norm [|v||n,) = 1/(v, V)[n, for tangent vectors v € Tjp,, | GR(M, 1).

Finally, we characterize geodesics connecting two points in GR(A/, 1). Formally, we define
7(t) as the geodesic from the starting point [h,,| = (0) reaching the point [h;] at y(1) at ¢ = 1.
This scaling implies that the geodesic has a defined initial velocity v = +/(0). By construction,

v € Tpp,JGR(M, 1), which can be computed with the logarithm map:

_ hallhi — ha

u
Log[hn}([hi]) = marctan (||'u,||), u= Wb TRl

Conversely, for a geodesic 7, (t) starting at [h,,] and with initial velocity v € Ty, jGR(M, 1),

the exponential map yields the point +,(1), and is given by

Bl
We therefore have [h;] = Expy, ;(Logy, | ([h:])). We can use both maps above to move on the

n

h, v )
Expp,,; ('v) ——— cos (H’UH[hn]) + W sin (H’UH[hn])-

manifold. Note that these expressions are equivalent to the logarithm and exponential maps for
general Grassmannians GR(M, p) based on singular value decompositions [48], but simplified
for the particular case of GR(M, 1) . Fig. 3 visually depicts the Grassmannian manifold discussed

above and the relationship among tangent space, geodesic, logarithm and exponential map.

B. Unsupervised CSI Clustering

Among the plethora of unsupervised learning algorithms, e.g., [49], that are generally all

useful in our user scheduling paradigm, we consider two simple and well-known data clustering



methods: K-means clustering and agglomerative hierarchical clustering [50]. We adapt both
unsupervised learning algorithms in the first step of manifold CSI clustering. Our goal is to
classify N users into K clusters {C;, - ,Cx} based on the available CSI {h;}¥, at the
scheduling server such that users in each cluster exhibit high CSI similarity in GR(M, 1).

1) Grassmannian K-means (GKM) Clustering: The basic K -means algorithm applies a greedy
iterative approach to find a data partition that minimizes the distance between cluster members
and their respective cluster centers. At the t-th iteration, the center of the k-th cluster C,i is
defined by p! € CM, which in Euclidean space is given by

pi = |C—1t| > ha (17)
K neCt
In case of manifolds, the cluster centers are given by the intrinsic mean of cluster members,

[y = argmin Z dist ([R,], [u]), (18)
[u]eGR(M,1) nect

which has no closed-form solution as it depends on reference points, which are not fixed.
The computation of the intrinsic mean is shown in Algorithm 2, where we use the unit-vector

representatives of the equivalence classes for computation.

Algorithm 2 Intrinsic Mean for Cluster k& in GR(M, 1)

Input: [h,] € C!, threshold ¢, maximum number of iterations 7},

1: Initialize ¢t = 1, [u] = [h;] for a random i in the cluster
2. while ¢t < T}, or |[v]|, > € do

3 Compute tangent vector v = |C| ™' ", Logp, ([hn])
4 Update [u] = Expy,(v)

5: Sett=t+1

6: Return [pt] = [u]

At the t-th iteration, each user is assigned to a cluster Cp~ based on the center that is closest
to the user, that is,

k* = arg min dist ([Rr,], 1)) (19)

The K cluster centers are then updated. The clustering and center update steps continue until
all clusters stay the same (or any other stopping criteria). It is well-known that performance

of K-means could suffer due to poor initialization, and hence we initialize using K-means++



to mitigate this effect [S1]. Our implementation of Grassmannian K-means is summarized in
Algorithm 3. Note that Algorithms 2 and 3 are also derived in previous work [46], [47], but
have been tailored for the particular case of GR(M, 1) by using the exponential and logarithm

maps derived in Section III-A.

Algorithm 3 Grassmannian K-means

Input: h, € CM n € {1,..., N}, intrinsic mean parameters ¢ and T},
1: Normalize CSIs to obtain Grassmannian representatives
2: Sett =0 and C) = () Vk
3: Select initial cluster centers according to K -means++ using the Grassmannian distance
4: while C} # C; "' for any k do
5: Sett=t+1and C! =0 Vk

6: for each user n do

7: Find the center [py] closest to [h,,]

8: Assign user n to C},

9: for each cluster k£ do

10: Update cluster center [p;] using Algorithm 2

2) Agglomerative Hierarchical Clustering (AHP): This bottom-up hierarchical clustering ap-
proach begins by treating each data point as a single point cluster. It proceeds to successively
merge the most similar cluster pairs until reaching the target number of clusters using a “linkage”
rule to define the distances among merged pairs. Here, we use the complete linkage rule [28],

i.e., at the ¢-th agglomeration, the similarity measure between clusters C}, and C;. is

d(C.CH) =  max dist([hy], [h)]). (20)

hm€C, hneCl
In particular, the linkage between two single-user clusters is d (Cf,,Cl) = dist([hy], [ha]).
Given a set of clusters {Cf, e ,C%,}, where K’ > K, at each iteration, we determine the most
similar pairs of clusters according to the linkage rule (20). After merging the two closest clusters,
the process is repeated on the new set of clusters until the target number of clusters K is reached.
Note that in the context of our scheduling framework assisted by unsupervised learning in

Grassmannian manifold, any effective clustering approach is a valid option. We only focus on

these two simpler approaches for their low complexity and ease of exposition.



It is also important to note that our method shares some similarities with spatial division
schemes such as JSDM [52], [53]. JSDM attempts spatial division to allocate spatially correlated
users into RSGs in MU-MIMO (BC), based on known channel covariance matrices. In particular,
one JSDM variation implements K -means using the chordal distance [54], which is a valid
Grassmannian distance. Hence, it is a type of GKM that is later exploited for scheduling.
However, there are also major differences. First, JDSM is designed under a particular channel
model in FDD. It assumes previous knowledge of spatial correlation of CSIs and requires
precoding and pre-beamforming, whereas our approach is valid for general CSI realizations with
no prior information and simple receiver/precoder designs for scalability. Second, JSDM uses
several precoding and pre-beamforming matrices, a large number of eigendecompositions, and
solving joint diagonalization problems (and eventually estimating channel correlation matrices),

which can require significantly higher complexity.

C. CSI-Based User Scheduling

1) Direct Greedy Scheduling: One way to control CCI among users scheduled in the same
group is to apply a simple greedy algorithm to form RSGs. This direct greedy method can
be used a basic benchmark. Starting from a user group of one random user, we can consider
each new user by examining its pairwise CSI correlation with all users in the group against a
set threshold 3, and only add the new user if each pairwise correlation is below [ until the
group size reaches M. We can then continue to schedule additional groups. This direct greedy
scheduling, which we denote DS, does not rely on any supervised learning. Its scheduling results
would vary significantly according to the order of the users being considered during scheduling.

2) User Scheduling with Unsupervised Learning: MIMO user scheduling optimization can
consider different performance criteria. However, CCI among users scheduled for the same RSG
should always be reduced for any sensible performance metric. Based on the outcomes of CSI
clustering, users within the same cluster have highly similar CSIs in terms of strong pairwise
correlation coefficient, which can lead to strong CCI and challenge the receiving accuracy. From
this perspective, users from different clusters are dissimilar and should induce low CCI, and thus
are good candidates to be scheduled for MIMO resource sharing.

Our proposed GKM and AHP algorithms exploit the outcomes from CSI learning in the
form of CSI clusters. Since there are multiple CSI clusters, our proposed GKM scheduling

would compute the inter-cluster distances and sort clusters in descending order of minimum



inter-cluster distance. We can then start GKM scheduling by forming user scheduling groups by
considering clusters that are as far apart as possible to contain CCI. In the case of AHP, we

apply cluster merging from the smallest cluster sizes.

D. Power Control in MAC Scheduling

CSI gains and power control must be considered differently in MAC and BC scheduling
systems. In MAC, different receiver designs will benefit from different strategies: joint MMSE
receiver benefits from CSIs with similar gains, whereas interference cancellation (e.g. SIC)
receiver thrives when CSIs have large gain differences. In practice, power control in MAC
plays an important role to mitigate the near-far problem. It is well known that optimal power
control is achieved by waterfilling with respect to a target interference and noise level [30].
However, it can be hard to accurately apply power control at the scheduling stage for a large
number of distinct groups. Thus, we can consider two scenarios: (a) equal power transmission,
where maximum user transmit power p, = pyg- is used for all n without power control, despite
having different channel gains ||k, || (MAC-U); (b) effective power control such that p,| h,||*
is nearly constant at the receiver (MAC-P).

Consider each user signal quality in MAC. Note that using an MMSE receiver with o2 being

the noise power,

—1
hH pih
SINRMAC — : h,.
|y, H2<p [y |? Ze;¢ Hh H2>

which means that SINR depends on all pairwise correlations of users within a group and the ratio
of their received powers. Hence, the MMSE receiver benefits when the users within a group have
similar received power p,||h,||?, and thus the received power ratios are close to 1. Such power
ratios have minimum near-far effect and more consistent performance. These power ratios are

often achieved under power control. Hence, we define the following grouping rule for MAC-P:

1 plhy,hy) <p VeSS, N |S,| <M,
PMAC (R, S,) = olhu, he) < 5 o N 18 @1)
0 otherwise.

E. MAC Scheduling without Power Control

In large scale systems such as IoT deployment, power control may not be practical. Without
power control (MAC-U), our proposed scheduling algorithm shall attempt to reduce CCI by

forming RSGs of similar channel gain and low similarity.



Specifically, we partition CSI gains of all /V users into B levels. Users scheduled in group
S, must have CSI belonging to the same gain partition, denoted b(S,). Hence, we modify the

grouping rule ©MAC to include this additional criteria:

1 plhy,h) <BVLES, N |S,| <M A |h €b(S,),
A S,) = . o @
0 otherwise.

F. BC Scheduling for Low Complexity Transceivers

Practical individual receivers in BC systems do not share CSI information. For massive
deployment, dirty paper coding (DPC) [55] is also challenging to implement practically. Our
user scheduling will target low complexity transceivers that only utilize local CSI. Therefore,
power control for scheduled user groups could prove useful. We consider a simple power control
by allocating uniform transmit power among BC group members, i.e. p, = pa¥|S,|~*. Other
simple schemes could be applied, e.g. allocating power such that users within a group exhibit
close to identical received signal power p,| h;|*.

Furthermore, users with weaker CSI gain experience lower SNR. To compensate, our BC
scheduling algorithm considers the CSI gain and allocate fewer users of similarly low CSI gain
into an RSG to maintain sufficiently high SINR. As a simple two-tier implementation example,
we shall partition downlink CSI gains into two levels with a threshold §. We assign users with
weaker CSI gains below ¢ into weaker CSI groups, up to a maximum of £ users in such groups.
Conversely, we assign users with stronger CSI gains above § into stronger CSI groups, up to a
maximum of D users in such groups where D > E.

The corresponding grouping rule is:

1 plhuh) <8 A IS <E A (Rl lhe <5, Ve,
PRy, Sg) = 1 plhuhe) B A IS,I <D A b, kel > 6, V€S, 23)
0 otherwise.

To summarize, Fig.4 depicts a flowchart of our proposed user scheduling principle based on
unsupervised learning outcomes. The application for uplink MAC-P, MAC-U or downlink BC
depends on the choice of the selection rule ¢(h,, S,) according to (21), (22) or (23), respectively.
Moreover, DS uses the same grouping rules for benchmarking purposes. Furthermore, note that
if B = 1, grouping rules dismiss CCI thresholding at the scheduling level, and particularly
DS is effectively implementing traditional scheduling schemes. For MAC-P, DS with g = 1
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Fig. 4: Flowchart of the proposed scheduling scheme, using rule (21) for MAC-P, (22) for MAC-U, (23) for BC.

corresponds to a round robin (RR) strategy as all users get equal opportunity to be assigned into
groups. For MAC-U and BC, this setting corresponds to a proportional fair (PF) strategy: users
are grouped only with users that have similar channel power, having equal opportunity within
these power-based user subsets, and the BS serves all users fairly because no user is subject to
severe interference produced by a user with significantly better channel conditions.

More generally, variants of the proposed scheduling algorithm can exploit both the knowledge
of CSI similarity and CSI gains in different ways without changing significantly the underlying
methodology supporting our proposed strategy. Even more broadly, the unsupervised learning

paradigm can also accommodate CSI features based on system performance and design choices.

G. Complexity Analysis

1) Clustering: First, we determine the complexity of Grassmannian /-means as follows.
The CSI normalization step has a cost of O(M N). The Grassmannian distance has a cost of
O(M), and thus the k-means++ initialization has a cost of O(K M N). Each iteration of the
algorithm consists on two steps. First, assigning /N users to K clusters, with a total cost of
O(KMN). Then, the cluster center update for K clusters, which requires the computation of N

logarithm maps and K exponential maps, both operations with a cost of O(M). This process is
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iterative, but in practice takes only a few intrinsic mean iterations and the cost of center updates
is O(KMN). Accordingly, the total cost for ¢ iterations of GKM is O(tKMN).

In the case of AHP, optimal implementations depend on the linkage criteria [56]. When
considering complete linkage, it is known that the optimal algorithm has complexity O(N?)
with respect to similarity comparisons. Furthermore, the pairwise CSI correlation has a total
cost of O(M N?) as there are N(N — 1) pairwise computations, and thus the complexity of this
clustering approach is O(M N?).

2) User Grouping: All user grouping approaches (similarity-assisted and DS) exploit pairwise
correlation information, which has cost O(M). For the similarity-assisted approaches (GKM and
AHP), the algorithm checks K — 1 clusters with a total of N’ = N — |C;;| users, which we can
approximate in average with an uniform partition as N' = N — N/K = N(K — 1)/K. In
the case of DS, there is no clustering information, and hence N — 1 users need to be tested
for assignment. Hence, the computation complexity of similarity-assisted methods and DS is
of order O(MN). Of course, in average we expect to observe some computational gains in
similarity-assisted grouping, depending on system parameters and selected threshold, but cannot
guarantee that they are going to be dramatically significant.

3) Total Computational Cost: In certain mobile scenarios when channels vary rapidly, our
scheduling algorithm may be applied periodically, like any existing scheduling scheme. Periodic
scheduling over a period of L frames rescheduling once every L frames. Our simple and low cost
scheduling algorithm is advantageous since the computation complexity of periodic scheduling

only grows at the rate of 1/L as L shortens because of channel fading.

IV. NUMERICAL EXPERIMENTS

In this section we test our proposed scheduling principle based on unsupervised learning.
Considering a variety of user service needs and CSI properties, we provide a simple MIMO
system model for both uplink and downlink applications.

We examined one BS equipped with M = 8 antennas, serving /N single-antenna users. The
mobile user CSI in uplink/downlink is assumed to be static within one transmission frame,
and is modeled as random vectors that incorporate both shadowing and Rayleigh fading. A
circularly complex normal vector of size M represents MIMO Rayleigh fading. The shadowing
effect is modeled as a power gain that follows a lognormal distribution, with zero mean and

standard deviation o;, of 3dB in logarithmic scale. Additive channel noise is included in both
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uplink/downlink directions, corresponding to 20dB of average SNR. The BS has access to user
CSI in every scheduling period. Scheduling occurs for each transmission frame independently,
which is consistent with common standards as 4G/5G [57] and 802.11ac [58] which provide
mechanisms for explicit CSI feedback.

We generate 100 different channels and perform 10 runs per channel realization in our Monte-
Carlo simulations. All tests are performed in MATLAB using a 64-bit Windows PC with an
17-7700K processor and 32GB RAM.

A. Performance Metrics

1) Clustering: Recall that both /-means and AHP clustering algorithms use a pre-determined
cluster number K. There are several metrics that can help determine the number of clusters,
such as the Silhouette value [59], the Krzanowski-Lai index [60], and the Hartigan index [61].
However, choosing the best K is still a non-trivial problem which is problem dependent and
does not have a best consensus solution [62]. Moreover, there is no clear indication that the
best K in terms of clustering criteria would lead to better scheduling performance. Regardless,
we know that the nature of the MAC and BC systems imply that RSGs cannot have more
than M users, since more users necessarily lead to more ill-conditioned group CSI matrix,
impacting performance significantly. Additionally, choosing K > M implies that the scheduling
rule also needs to consider additional criteria to determine which cluster is used to pick users
from, with no obvious principled option. Hence, we set the number of clusters to be K < M
heuristically, depending on the scenario, and show the pairwise correlation matrices obtained
with both clustering methods.

2) CCI Evaluation: CCI leads a loss of signal-to-interference and noise ratio (SINR) in
reference to SNR. To evaluate the efficacy of user scheduling, we compute the loss in SINR that
each user experiences. In other words, we normalize the SINR of user n by its SNR if it were
scheduled without co-channel users (a singleton group), such that it does not share resources
and is only hampered by noise. Let p, be the transmit power of the n-th user and o2 be the

additive channel noise variance. This SINR loss is given by

SINR
101o —— " ) dB. 24
10 <pn||hn||2/az) 9

Thus, 0dB SINR loss denotes fully orthogonal CSIs among co-channel users and zero CCL.
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Fig. 5: Example of of pairwise CSI correlation coefficient matrices after clustering N = 800 users with K = 8.

Larger correlation values are darker. (a) Grassmannian K-means. (b) Hierarchical Clustering.

3) Resource Efficiency: To compare how well each scheduling method utilizes limited spec-
trum resources, we consider the overall MIMO spectrum efficiency by assuming that each
scheduled MIMO user group is allocated the same bandwidth (or same amount of spectrum
resource). In such case, the spectrum efficiency of the scheduling can be measured by averaging
the achieved sum-rate of all groups over G total RSGs: G™! 25:1 R,.

4) Runtime: As a proxy for computational complexity, in all simulations we store the “wall-
clock” time for successful execution of the algorithms under test. Naturally, runtime often
depends on computer, platform and code implementation. Thus, runtime by itself it may not fully
capture the complexity of scheduling algorithms. Hence, we apply the same built-in functions,
establish similar program structure and implementation for all algorithms under test to mitigate
platform biases. Additionally, we also test scheduling for different number of users /NV to compare

the scalability of the algorithms.

B. Uplink MAC MIMO Performance

In MAC, we set the number of clusters to K = 8 and we adopt linear MMSE receiver based
on CSI of all received user signals in an RSG. This choice of K ensures that the scheduling
process will attempt to utilize all spatial degrees of freedom for high spectrum efficiency.

1) Clustering Outcomes: Fig. 5 shows the pairwise correlation matrix of N = 800 user CSIs
after GKM and AHP clustering. Using grayscale of [0, 1], larger values correspond to darker
colors. An ideal clustering outcome should show 8 blocks of darker squares along the diagonal.

GKM yields user clusters that show strong within-cluster similarity to be used later in scheduling.
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Fig. 6: Performance of scheduling algorithms in MAC-P. Here, M = K = 8 and N = 800. Solid lines represent

averages over channel realizations, and shaded areas show all values within the 10th and 90th percentiles.

All 8 clusters contain many pairs that exhibit high spatial correlation. AHP shows less defined
clusters: each cluster exhibits less highly correlated pairs, or in other words, users have weaker
CSI correlation (i.e. weaker similarity) within each cluster.

2) Scheduling Performance: To systematically evaluate the effect of exploiting similarity
identified during clustering, we analyze our approach in MAC by considering the two scenarios
described in the previous section: (1) MAC-P (perfect power control), where each received user
signal has unit power, i.e. p,|h,||> = 1Vn € {1,...,N}; and (2) MAC-U (no power control),
where user CSI powers follow a log-normal distribution with o7, = 3dB, and p,, = piji* = 1Vn.

We first test the MAC-P scenario, which helps isolate the benefits of unsupervised learning
without the effect of variable receive powers. We consider three scheduling algorithms: the
proposed GKM scheduling, AHP scheduling, and DS scheduling. For these three methods, Fig. 6a
shows the comparison of SINR mean and SINR distribution (10% to 90% percentiles) of the
resulting user SINR loss. The corresponding spectral efficiency is shown in Fig.6b.

From our test results, when [ is set low, only very small amount of CCI is tolerated. In
such cases, scheduling performance continues to be dominated by channel noise (i.e., SNR) and
allowing little if any resource-sharing. Thus it is natural that, for 8 < 0.25, all three scheduling
algorithms exhibit little SINR loss and relatively low spectrum efficiency. As we increase (3, the
spectrum efficiency starts go grow for all algorithms, as shown in Fig.6b. Eventually, spectrum

efficiency of both GKM and AHP saturate. More specifically, GKM achieves higher spectrum
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Fig. 7: Performance of scheduling algorithms in MAC-U. Here, M = K = 8 and N = 800. Solid lines depict

averages over channel realizations, and shaded areas show all values within the 10th and 90th percentiles.

efficiency but also larger SINR loss. AHP on the other hand, achieves lower spectrum efficiency
but also lower SINR loss. In terms of SINR loss, both GKM and AHP exhibit very modest
amount of SINR loss that saturates at 2dB and 1dB on average, respectively. These tests show
that MIMO user scheduling can achieve spectrum efficiency and SINR loss tradeoff, with GKM
being more efficient in spectrum utilization.

For DS, spectrum efficiency would peak at 5 = 0.35 before decreasing with increasing /3.
For § =1, DS is a RR scheme that allocates users into groups with equal chance, with a large
average SINR loss and lower efficiency. The spread of SINR is also large for DS, with some
users experimenting more than -12dB of SINR loss. Both GKM and AHP have a tighter spread,
which means most of the users will only experience 5SdB of loss at most for GKM, and 2dB
for AHP. This demonstrates the failure of DS in grouping users of low mutual CCI to achieve
good tradeoff between spectrum efficiency and SINR loss.

We next test the more practical case of unequal CSI gains in a network without power control,
MAC-U. Against users of unequal CSI gain, for the scheduling rule M4 we partition users
according to their CSI powers uniformly with power interval of 3 dB such that users are divided
according to power level boundaries of ..., —4.5,—1.5,1.5,4.5,... in dB. Figs.7a and 7b show
the SINR loss and average efficiency of all methods in MAC-U.

Again we observe that for smaller 3, channel noise dominates the scheduling performance and

all algorithms attain similar performance. With increasing /3, users experience more SINR losses
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as more of them share resources, while the system enjoys the corresponding improvement in
spectrum efficiency. The efficiency of GKM and AHP saturate for large /3, with a modest increase
of 1dB of SINR loss in average compared to MAC-U. Again, GKM achieves better performance
with a small tradeoff in user SINR, compared to AHP that grants better user SINR at the expense
of reduced efficiency. These tests confirm that similarity-assisted methods improve MIMO user
scheduling, even when considering random channel gains and uniform power allocation.

In contrast, DS achieves peak efficiency at § = 0.35 and decreases steadily for larger (5. It
also incurs greater SINR losses without any benefit in spectrum efficiency, being smaller than
the efficiency of GKM and AHP in almost all cases. In average, users experience 7dB of SINR
loss, and even more, the users that experience the largest losses are at least 4dB worse than
with GKM or AHP. Also, recall that DS with § = 1 corresponds to a power-based PF strategy,
showing that both GKM and AHP achieve better performance than a straightforward PF scheme.
It is clear that DS offers no reasonable tradeoff between user SINR and spectral efficiency.

Clearly, the performance of MAC-P is naturally better than MAC-U, as the former enjoys
perfect power control and can effectively deal with CSI power variability. Nevertheless, our
proposed algorithms still attain good performance under the simpler setup of MAC-U, with only
minor performance loss.

In both MAC-U and MAC-P tests, GKM and AHP deliver much better spectrum efficiency
and lower SINR loss. Compared with DS, our tests strongly support the efficacy of the proposed

MIMO user scheduling principle based on unsupervised learning on the Grassmannian manifold.

C. Performance for Downlink (BC)

In BC, we set the number of clusters to K = 4. Recall that the MRT precoders do not exploit
the CSI of users in an RSG, and hence a smaller K better controls the SINR experienced by
each user without incurring in severe degradation, due to oversharing resources.

1) Clustering Outcomes: We first analyze the CSI correlation matrices for GKM and AHP
in Fig. 8, where darker colors in grayscale denote larger correlation coefficient. Even for a low
number of clusters, GKM is able to produce discriminative clusters that contain several user pairs
with relatively high correlation compared to the members of other clusters. In this case, however,
AHP produces clusters that are even less defined, which hints that users within a cluster are not
highly similar. This can also be explained by the bottom-up nature of hierarchical clustering of

a large number of users, as the last steps (merging large subclusters) are not very discriminative.



26

100

200

s i)

300

400 B

User index i

500 :

CSI Correlation p(hy, h:)

g

CSI Correlation p(h

700 R

100 200 300 400 500
User index n User index n

100 200 300 400 500 6

(a) GKM. (b) AHP.

Fig. 8: Example of of pairwise CSI correlation coefficient matrices after clustering N = 800 users with K = 4.

Larger correlation values are darker. (a) Grassmannian K-means. (b) Hierarchical Clustering.

2) Scheduling Performance: For BC systems, we only consider the case where all users have
random log-normal distributed CSI power, as the SINR of each user does not depend on the
power of the rest of the co-channel users. Here, for the BC grouping rule ©®® we consider a
maximum number of users D = K = 4, a gain threshold for weak users 6 = 0.5 corresponding
to -6dB of CSI power with respect to the average channel power, and a maximum number
of weak users in an exclusive group £ = 2. We also set p33* = M and use uniform power
allocation within scheduled groups, although a different scheme can also apply.

Figs. 7a and 7b depict the SINR loss distribution and corresponding spectrum efficiency of all
tested scheduling methods in BC. We first observe higher achieved SINR loss for BC than for
MAC. Such outcome is expected since the selected UE receiver cannot utilize CSI of other users
in its co-channel MIMO group. Correspondingly, the BC spectrum efficiency is lower. Similar
to MAC systems, all three methods under comparison show comparable performance in terms
of efficiency and SINR loss for 5 < 0.15. For larger 5, AHP stalls and GKM offers a modest
growth in efficiency, reaching 13% higher efficiency than AHP for 8 > 0.3. By comparison, AHP
scheduling shows the best SINR losses, whereas GKM offers a good tradeoff and outperforms
AHP in spectral efficiency over all values of .

In BC, the efficiency of DS peaks at at § = 0.2 before dropping by 58% from its peak. Both
the proposed GKM and AHP out-perform DS for 5 > 0.25. DS also suffers the worst losses for
all users, with an average SINR loss of up to 12dB, and 18dB SINR loss for the 10% of users
that experience the worst conditions. Moreover, most users experience significantly worse SINR

conditions on DS than GKM or AHP. This includes the case S = 1, where DS is effectively a
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Fig. 9: Performance of all scheduling algorithms in BC. Here, M =8, N =800, K =D =4, E =2 and § = 0.5.
Solid lines represent the average over channel realizations, and shaded areas show all values within the 10th and

90th percentiles.

PF scheme over channel power partitions with different number of users per group depending
on channel power. Clearly, our test results in BC show that our proposed scheduling strategy,
by exploiting similarity obtained via unsupervised learning, provides better SINR for the UE

receivers and achieve higher spectrum efficiency than a direct approach.

D. Runtime and Scalability

Table I summarizes the average runtime of all 3 algorithms under test for various number of
users NV under the same test settings specified earlier. In particular, we set a correlation threshold
of g = 0.8, where there is significant performance difference between DS and the two proposed
methods based on learning. As expected, the runtime grows with increasing /N in both uplink
and downlink. The runtime is not affected by different channel gains (MAC-P vs. MAC-U).
Because of its clustering complexity, AHP requires the largest runtime, whereas DS can be
faster without clustering for smaller number of users. On the other hand, the proposed GKM
only requires a modest level of computation, in view of the performance benefits shown in terms
of SINR loss and spectrum efficiency. For example, GKM scheduling under uplink MAC only
requires a modest increase of computation to provide significant performance improvement with
respect to DS. For larger number of nodes NV, the runtime of GKM scheduling scales mildly, as
opposed to the sharper rise of runtime for AHP. In BC downlink, we observe similar results, in

which the complexity gap between GKM scheduling and DS is less significant. The BC runtime
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comparison shows that for large N deployment smart scheduling methods based on unsupervised

learning offer improved performance with little or no increase in computation complexity.

TABLE I: Average runtime of all algorithms, in seconds, for 5 = 0.8.

Mode MAC-P MAC-U BC
Method || GKM  AHP DS GKM AHP DS GKM AHP DS
800 0.41 0.77 0.11 0.42 0.78 0.11 0.76 1.22 0.38
1600 1.97 4.05 0.96 2.03 4.12 1.00 2.96 6.29 3.03
N 2400 595 11.02 2385 6.05 1099 2.87 8.41 13.78 893
3200 11.20 2528 837 | 11.47 25.69  8.08 19.30 3245 22.93
4000 20.25 4256 14.29 | 2029 4198 1427 || 36.21 54.12 40.74

V. CONCLUSIONS

Massive MIMO systems rely on spatial diversity to support a large number of user devices.
To efficiently utilize MIMO spatial diversity for high spectrum efficiency, mutual interference
among co-channel users must be mitigated. A key challenge is to design efficient user scheduling
schemes that suppress the resulting CCI among scheduled users in RSGs. MIMO user scheduling
is an NP-hard problem and is difficult to generate labeled training dataset for supervised learning.
Unsupervised learning is effective at extracting shared underlying data features such as CSI
similarity but its direct application is incompatible with the goal of promoting spatial diversity
within RSGs. This work presents two major contributions: (a) we develop a scalable scheduling
strategy that first identifies CSIs of high similarity by leveraging unsupervised learning, and then
exploits the learning outcomes to schedule user groups with high CSI diversity (dissimilarity) to
minimize CCI; (b) recognizing the CCI to be invariant to MIMO CSI magnitude and common
phase rotation, we adopt unsupervised CSI clustering on the complex Grassmannian manifold, to
accurately assess the CSI spatial diversity. Our test results show that in both uplink and downlink,
our scheduling principle indirectly based on outcomes of unsupervised learning demonstrate

performance gains and robustness, both in terms of receiver SINR and spectrum efficiency.
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