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Abstract—Unsourced random access emerged as a novel wire-
less paradigm enabling massive device connectivity on the uplink.
We consider quasi-static Rayleigh fading wherein the access
point has multiple receive antennas and every mobile device a
single transmit antenna. The objective is to construct a coding
scheme that minimizes the energy-per-bit subject to a maximum
probability of error given a fixed message length and a prescribed
number of channel uses. Every message is partitioned into two
parts: the first determines pilot values and spreading sequences;
the remaining bits are encoded using a polar code. The trans-
mitted signal contains two distinct sections. The first features
pilots and the second is composed of spread modulated symbols.
The receiver has three modules: an energy detector, tasked with
recovering the set of active pilot sequences; a bank of Minimum
Mean Square Error (MMSE) estimators acting on measurements
at the receiver; and a polar list-decoder, which seeks to retrieve
the coded information bits. A successive cancellation step is
applied to subtract recovered codewords, before the residual
signal is fed back to the decoder. Empirical evidence suggests that
an appropriate combination of these ideas can outperform state-
of-the-art coding techniques when the number of active users
exceeds one hundred.

Index Terms—Unsourced random access, massive multi-user
MIMO, machine-type communication, polar codes, spread spec-
trum.

I. INTRODUCTION

NSOURCED random access (URA) has recently
Uemerged as a wireless paradigm to accommodate the
type of traffic generated by unattended devices [2]-[4]. A
motivation behind this new perspective is that, as device
density and machine-type traffic grow, the allocation of spec-
tral resources based on sustained connections or coordinated
requests becomes impractical. This is especially true when
devices sporadically transmit short packets. A pragmatic al-
ternative to fine-grain scheduling is to have all active devices
share the same codebook. This way, the system can operate
irrespective of the total user population, and focus on the
number of active devices instead. In such situations, the
decoder aims to recover the set of sent messages, without
regard for user identities. If a device wishes to reveal its
identity, it can embed this information in the payload of
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its own message. Many conceptual approaches and candidate
solutions attuned to URA have appeared in recent years, with
a majority of them confined to access points equipped with
a single antenna. These schemes are informed by the natural
connection between URA and sparse support recovery in large
dimensions. Two noteworthy lines of work have emerged. A
first group of publications are inspired by compressed sensing
(CS) solvers [S]-[13]]. These schemes also leverage notions
from forward error correction to enable the application of CS
solvers to very large spaces. A second group of results draw
inspiration from more traditional multiple access techniques,
including notions from multi-user detection [[14] and random
access [[15[-[17].

A. Related Work

Following the success of URA schemes tailored to single-
antenna Gaussian channels, researchers started to extend this
access philosophy to SISO channels with fading. Fundamental
limits are provided by Kowshik and Polyanskiy in [[18]], where
they consider the many-user asymptotics of Chen et al. [19],
and then derive bounds on the optimal required energy-per-bit
for the reliable quasi-static multiple access channel. A con-
verse bound for multiple-access channels with Rayleigh fading
can be found in [20]. Furthermore, the authors in [20] construct
a practical scheme for this problem based on LDPC codes
and T-fold ALOHA, including a characterization of the gap
between the fundamental bound and the performance of their
scheme. The aforementioned results are derived, largely, under
the assumption that received signals are coarsely synchronous,
helped perhaps by the presence of a beacon. This assumption
has been relaxed in [21]], a contribution which offers a treat-
ment of the asynchronous case. The authors therein exploit
the fact that a scheme operating in the frequency domain
allows the conversion of the synchronization problem to a
phase-shift estimation problem. Andreev et al. [22] examine a
quasi-static fading URA channel, and they propose a scheme
that blends polar codes and expectation-maximization (EM)
clustering. Andreev et al. [[13|] consider a coded compressed
sensing approach by replacing the outer tree code proposed by
Amalladinne et al. [[5]] with a list-recoverable code capable of
correcting t errors. They show that the list-recoverable codes
can improve the performance of the coded compressed sensing
scheme significantly compared to the original tree code, when
applied to certain fading environments. Many recent develop-
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ments by the URA research community center on practical
aspects of wireless communications, such as MIMO models.
Liu and Wang [23] proposed an iterative receiver based on
a sparse Tanner graph; therein, every iteration can recover at
most three codewords. In their system model, the access point
is equipped with four antennas, and there are around 3000
complex channel uses. On the other hand, Andreev and Frolov
in [24]] consider eight antennas and ten times more channel
uses. The performance of a coded compressed sensing and
T-fold ALOHA with a polar codes schemes is evaluated.

An early contribution to massive MIMO URA can be found
in [25]], where signals from different devices across slots are
stitched together using channel properties rather than an outer
code. Fengler et al. in [11] combine a non-Bayesian sparse
recovery algorithm with an outer code aimed at message dis-
ambiguation to facilitate MIMO URA; the performance of this
algorithm can be improved using successive cancellation list-
decoding, as shown in [26]. Liu and Wang borrow ideas from
slot-based transmissions and propose a receiver that merges
simultaneous orthogonal matching pursuit (S-OMP) and blind
channel estimation [27]]. In [28]], Srivatsa and Murthy analyze
the throughput of irregular repetition slotted aloha (IRSA)
and derive channel estimates for three schemes. Decurninge et
al. offer an efficient solution based on a tensor construction,
with good performance in some regimes [[29]]. Massive MIMO
channels with correlated fading and a line-of-sight component
are considered in [30]. Xie et al. design a covariance-based
recovery algorithm to detect active users and their channels.
They show that the proposed scheme suffers a 0.9—1.3dB loss
when used for correlated channels. The same authors exploit
the angular domain sparsity and construct a scheme based
on an EM-aided generalized approximate message passing
algorithm. The idea is to remove the redundancies required
by the tree encoder/decoder in the Coded Compressed Sensing
(CCS) framework [31].

Among published work, two schemes put forth by Fengler et
al. [32] and by Ahmadi et al. [33]] offer the best performance in
a different range of parameters. The construction in [32] relies
on preamble-selected pilot sequences to estimate channels, and
message payloads are encoded using a polar code. The receiver
exploits the fact that the recovery of pilot sequences can be
modeled as an MMV problem, and they use approximate
message passing (MMV-AMP) to recover the active set. Then,
channel coefficients are evaluated based on MMSE estimation,
and maximum ratio combining (MRC) is used to combine the
signals from different antennas. The outputs of the MRC serve
as symbol estimates, and a polar decoder attempts to recover
the most likely message. Finally, a successive interference
canceller subtracts the contribution of the decoded users, and
the process starts anew with pilot recovery applied to the
residual signal. On the other hand, authors in [33] design
a slot-based scheme. The main idea is the construction of
orthogonal pilots by concatenating rows from a Hadamard
matrix. A user divides its message into multiple parts, and
each subset of the payload selects one of the orthogonal pilots.
Then, all information bits are encoded, QPSK modulated, and
appended after the pilots. Finally, a user transmits its codeword
in one of the slots selected at random. An iterative receiver

is designed that consists of a Neyman-Pearson test to identify
the active pilots, an MRC for channel estimation, and symbol
estimations. Furthermore, the soft estimates at the output of
the MRC are passed to a list polar decoder. If a codeword
satisfies the CRC constraint, its energy is subtracted from the
received vector, and the process continues until the decoder is
unable to output a new decoded user.

B. Main Contributions

The objective of this paper is to design a scheme for a
quasi-static, massive MIMO, unsourced random access system.
Since previous schemes, such as [3], [15], show outstanding
performance in the AWGN case, we extend them to the
MIMO URA setting. We call the proposed scheme FASURA
(fading spread unsourced random access) since one of the
main characteristics is the spreading sequences and because
it is designed for fading channels. Instead of dividing the
message into a multiple parts (more than two), like the CCS
based schemes and recently the scheme in [33], we divide
messages into two parts. The operational parameters, such
as pilot, spreading sequences, etc, are selected based on a
preamble. The payload is encoded using a single-user polar
code. This approach is similar to the architectures of [15],
[34] for SISO systems, and [32] in the MIMO case. The
differences between [32]] and FASURA are the introduction
of spreading sequences, the detection of active sequences,
and distinct channel/symbol estimation techniques. In [32],
the devices send modulated polar codewords directly. On the
other hand, FASURA spreads every coded symbol before
transmission. The hope is that the spreading sequences can
mitigate interference during the decoding process, especially
when the number of active devices is large.

Furthermore, we borrow the idea from the past, of using
estimates of the data as pilots to estimate the channel. We
call this noisy pilot channel estimation (NOPICE). The idea
is to estimate the channel using both pilots and preliminary
decisions about coded symbols. Although some preliminary
symbol decisions are erroneous, the overall impact of this
approach is better performance. This estimation technique can
be embedded in an iterative loop and, when parameters are
picked judiciously, it leads to progressively better channel es-
timates. It should be noted that NOPICE can be removed from
the FASURA algorithm at the expense of some performance
loss, yet with a corresponding reduction in computational
complexity. The proposed architecture outperforms the scheme
put forth by Fengler et al. [32] and by Ahmadi et al. [33]
when the number of antennas at the base station is 50 and
100. For example, for 500 active devices and 50 antennas,
the difference in Ey, /Ny is around 3dB and 1dB, respectively.
This makes FASURA the state-of-the-art for MIMO URA in
certain practical regimes. Also, to characterize its possibilities
under more practical scenarios, we show the performance of
our scheme when the number of antennas is small.

C. Notation

Throughout, Z, and C refer to the non-negative integers
and complex numbers, respectively. We use [n| to denote
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{1,2,...,n}. We employ boldface lowercase a and boldface
uppercase letters A to indicate vectors and matrices. The
complex conjugate transpose of A is denoted by A*, and
the transpose of a matrix A by AT. Sets are labeled with
calligraphic letters, e.g., A. We also adopt programming style
notation with A[:,¢] and A[k,:] representing the ¢th column
and kth row of A.

II. SYSTEM MODEL

In the wireless network considered, K. devices are pre-
sented, but only a small subset of K users (K < Kiot)
are active. We assume that K is known at the receiver.
Without loss of generality, we label active users using integers
from the set K = [K]. Although slot-based schemes reduce
the inter-user interference and the decoding complexity, it
necessitates coordination. Thus, we allow the users to use the
same total n complex channel uses. The objective of each
user is to transmit a B-bit message to a common destination.
Also, every user is equipped with a single antenna, whereas
the access point features M antennas. The channel between
each user and the base station is modeled as quasi-static
Rayleigh fading, whereby channel coefficients remain fixed
during the transmission of an entire codeword. In other words,
the coherence time is longer than n symbol transmissions.
Furthermore, the receive antennas at the access point are
located far enough from one another, and so are devices, to
create K M independent channel realizations.

Let the B-bit message of user k be denoted by my.
The encoded and modulated signal (input to the channel)
corresponding to my, is defined as x; = £(my) € C", where
&(+) is the encoding function described in Section Note
that the encoding function is independent of a user’s identity,
which is one of the defining characteristics of a URA system.
Then, the received signal at the M antennas takes the form

Ktot

Y = Z opxphl +Z = Z xzh}, + Z, (1)

k=1 kek
where the indicator function §, is introduced and takes value
one when user k is active, and zero otherwise. Vector x; =
€(my,) is the channel input of the kth user. The channel
coefficients between user k£ and the M received antennas
are captured by h, € CM. Since we consider Rayleigh
fading with no correlation between the KM channels, the
elements of each hj are independent, circularly symmetric
complex Gaussian random variables with mean zero and unit
variance. The additive noise component Z € C™*M is a matrix
with independent and identically distributed (i.i.d.) entries,
each drawn from a circularly symmetric complex Gaussian
distribution CA(0, 02). The maximum power that a user can
transmit is equal to 1, and thus every transmit signal must
satisfy power constraint 2||x(my)||> < 1, Vk € [K]. As a
result, we can define the energy per bit to noise power spectral
density ratio of the system by

By _ [x(my)[? _ 1

No Bo?2 — Ro?’
where R = B/n is the rate of the coding scheme. The access
point receives the transmitted signals corrupted by the fading

channel and additive noise, i.e., Y, and aims to produce a
set K of candidate messages with cardinality at most K. In
some of the related works, system performance is evaluated in
terms of the per-user probability of error (PUPE) [2[]. We note
that PUPE is the same as the missed detection probability
in a detection problem. In this article, in a manner akin to
related papers, e.g., [32], we consider the probability of missed
detection P,q and the probability of false alarm Pg,. This
makes our results stronger. For the problem we are interested
in, these two error probabilities are given by

1 N
Pna =E ’qm;KPr{mk ¢ /C} ,
1 .
Pfa = ]E 1{“€|¢0}‘? Z Pr |:mk ¢ ’C]

nA’lkGK:

where K and K denote the set of messages and the set of
the recovered messages , respectively, and the expectation is
taken over the randomness of the fading process, the noise
process, and the relevant algorithmic components. The number
of messages declared by the decoder is captured by random
variable /. We want to point out that the receiver includes
some constraints that drive the access point to output K
messages instead of K, where K < K. To evaluate the
performance of FASURA, we define the error rate P, to be
the sum of the two types of probability introduced above,

P, = Pq + Pra.

We fix system parameters B, n, K, M, and target error . The
objective of this work is to construct a communication scheme
that minimizes F} /Ny while also satisfying the constraint
P. <e.

ITI. FASURA

The encoding process and the decoding strategy are de-
scribed in this section. Simple examples are provided to give
some intuition on the operation of FASURA.

@(-)] o) [At[w(mnrs,P[:¢<mm]—>[ P ]

e
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Fig. 1. A synopsis of the encoding process.

—

A. The Encoder

Each user k in the set K aims to transmit a message my to
the access point. Following the URA framework, the encoding
process is independent of the identity of the user, and the
signal to the channel is only associated with the message my.
Since the encoder for each user is identical, we describe the
functionality of the encoder for a generic message m. The
same steps are repeated by all the active devices. We follow
the approach found in [35], [15], [32] and we split the B-
bit message into two parts my and m, of lengths B bits
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and B, bits, respectively. Since the encoding process of m;
depends on m;, FASURA encodes m; first. The two parts
my and m, are encoded as follows.

1) Encoding my: The encoding process of the first B bits
is a mapping from {0,1}57 to a set of random vectors. Let
A = {A;}L, denote a collection of T = n./2 spreading
matrices indexed by time ¢, where A, € CL*’. Note that
n. is the length of the code and L and J are the length
and the number of spreading sequences, respectively. Each
coefficient of the matrices in A is drawn from a complex
Gaussian distribution with zero mean and variance one, i.e.
ay? ~ CN(0,1), where ay” is the ith, jth element of A,.
Then the columns of matrix A; are normalized to have second
norm equal to v/L, since they will be used in conjunction with
Quadrature Phase Shift Keying (QPSK) symbols chosen from
{+ % + Lz} Then the product has energy L. We view a
column of A; as spreading sequences of length L, which can
be utilized at time ¢. This implies that the spreading sequences
are time-varying, which helps to decrease the correlation
between the users. In other words, assume that the spreading
sequences are time-invariant, and imagine that Users 1 and
2 pick a(1) and a(2), where a(i) is the i-th column of A.
If the correlation a(1)*a(2) is high, then these two users
are not separated well. On the other hand, by using time-
variant spreading sequences, the probability that all pairs of
spreading sequence have high correlation is small. Note that
for a fixed ¢, there are .J = 257 possible spreading sequences.
Similarly, we define P € { + % + %}"”XJ to be a matrix
whose columns are possible pilot sequences. The selection of
spreading sequences and pilots is performed using a function
¢ : {0,1}Br — [J]. The function ¢(-) is a bijection that
maps my to an index in [J]. This is done by computing
the decimal representation of my. An important aspect of
the proposed scheme is that J < Ko, Which is critical in
limiting the complexity at the decoder. We emphasize that
there is no guarantee that every active user will select a distinct
sequence from an orthogonal set. Instead of assigning unique
spreading sequences and a pilot sequence to each user in
the network, we apportion only J different combinations of
spreading sequences and pilot sequences. The active users pick
sequences at random from a non-orthogonal set and there is
a positive probability that two users pick the same sequences.
To minimize the probability of this event, we can increase the
length of m;.

To summarize, a user employs the series of spreading
sequences {A.[:, p(my)]}]_,, along with pilot sequence P[:
,¢(my)] to send the first part of the message my. Thus, the
overall encoding function for my can be described as follows,

g(my) = {Aql:, (my)]}Zy U {P[:, d(my)]}.
The example below illustrates the encoding procedure.

Example 1. Consider the encoding process of the first part of
the message. Let this message be my = [0 1 1], then there are
J = 23 = 8 possible pilot and spreading sequences in each
set A,. Furthermore, let T = 4, thus there are 4 matrices in
A. By applying ¢(-) to my the 3th column of P, A, A,

my
A,y A, As Ay

P

Fig. 2. Encoding procedure of my using a toy example. The decimal
representation of m is three, and the third column of all matrices is selected.

Az and Ay is selected. As a result, my is mapped to a set of
vectors as follows

g(my) = {P[:, 3], A1[:, 3], Az[:, 3], Asl:, 3], As[:, 3] }.

The encoding procedure for this example is illustrated in
Fig.

2) Encoding m,: The second part of the message, mg, is
first encoded using a cyclic redundancy check (CRC) code in
order to leverage a list polar decoder at the receiver side. Then
the CRC codeword] of length B, = B, + By, is mapped
to an n. binary vector by using an (n., B.) polar code with
n. — B, frozen bit positions. Instead of fixing the values of
the frozen positions to be all zeros, we construct at random
a matrix F € {0,1}"<=5<*7/_ Then an active user chooses
the ¢(my)th column of F to act as the frozen bits during
the polar encoder. Note that by choosing different values for
the frozen positions, two users with different first part of the
message, i.e. my ¢ # m; s, k # j select two different cosets
of a polar code. This is an additional level of error detection
to identify false alarms when estimating the active spreading
sequences at the receiver. Let ¢ € {0,1}" be the output of
the polar encoder, and define Z = {m1(-),...,ms(-)} be a set
of J interleavers. Then another way to increase the probability
of identifying false alarms during decoding is obtained by
permuting the resulting polar codeword c using 7g(m)(-)-
The ensuing vector € = Ty(m,)(c) is modulated using QPSK
to obtain vector s of length 7' = n./2. Finally, to reduce the
interference between the users during the decoding procedure,
the tth symbol of s is spread using the ¢(my)th column of
A,. We express the codeword of m; as q, given by

2

where a; = Ay[:,¢(my)] is the ¢(my)th column of A,
and s; is the QPSK symbol at time ¢. With this procedure,
the message m is mapped to the channel input signal as
the concatenation of the pilot sequence p(myg, ¢) and spread
codeword g(my, #,My ). In a nutshell, when the message of
user k is my = (my s, my ), the signal sent by this user
becomes

q(my,my) = [slaTl Soah sTa}]T,

Xp = [pT(mk,f) qT(mk,f,mk,s)]T

where p(my s) = P[:, ¢(my f)]. Note that the parameters
are chosen such that n, + L% = n. Also, we observe that
[x/[* = n.

I'We refer to the concatenation of sequence m; and the CRC bits, i.e. the
output of the CRC encoder, as the CRC codeword.

Authorized licensed use limited to: Texas A M University. Downloaded on August 20,2023 at 17:03:42 UTC from IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Communications. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2023.3296593

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. , NO. , JULY 2023

I:I:I:I_I:EEEI_

—_——rd

PT[:,3] s1AT:3) s0aT(3] s3A%[,3] s4All:3)

Fig. 3. Construction of the channel input, x, using the information of the toy
Example [[] and Example

Example 2. Consider the same parameters as in Example
and let s be the output of the QPSK modulator. Then the four
QPSK symbols are spread using the 3rd column of Aq,A, A3
and A4, respectively, to create

q=[s1A][;,3] s2AL[;,3] s3AL[:, 3] S4A£[:,3]]T.
Then the input signal to the channel is given as
x = [P'[:,3] s1Al[,3] s2AfL[:,3] s3AL[:, 3]
Figure |3| shows the procedure to construct the channel input
X

The encoding procedure is illustrated in Fig. [I] The system
model of (1) can be written as the concatenation of

Yq = QaHa

MRS

where subscript a indicates sub-matrices with active columns
only. For example if there are only 5 active users with decimal
representation of their my’s to be 2, 123, 20, 98 and 7, then
P, = P[;,{2,123,20,98,7}]. That is, the kth column of P,
is P[:, ¢(my, ;)] and the kth column of Q, is qg.

Y,=P,H,+Z, and +Z, )

or,

B. The Decoder

Our objective here is to construct an iterative receiver that
aims to recover the messages transmitted by the active users.
We use techniques from estimation theory, such as MMSE,
LMMSE, and energy detection (order statistics), to estimate
and detect various parameters that are unknown to the receiver.
Additionally, a list-polar decoder performs channel decoding.
We provide a big-picture of the decoding process, and a more
detailed description of each part in the following subsections.

Recall that in a traditional multiple access channel, the
base station assigns a pilot sequence to every user. As a
result, the first step of the decoding process is to estimate
the channel. On the other hand, in the URA setting, the pilot
sequences cannot be assigned to the users beforehand which
means active columns of P must be identified first. We use
energy detection to accomplish this. Then an MMSE estimator
is utilized to estimate the channel coefficients. The channel
estimates, combined with the recovered spreading sequences,
are then used to form an LMMSE to estimate the QPSK
symbols transmitted by the active users. We introduce the
NOPICE block, which aims to improve the channel estimates
and thus the symbol estimates. This idea has been used in

S4A£[:,3”T

5
‘{ SIC ]—»[Energy Detector Channel Est. Symbols Est.

T
[Channel Est.] [EHCOdng} [List Polar Decoder + CRCHNOPICE]

Fig. 4. This notional diagram outlines the message recovery process at the
receiver. This iterative scheme includes the identification of selected spreading
sequence, channel/symbol estimation, and polar decoding.

the past literature, i.e. [36], but also recently [37|] in the
fifth generation of mobile communications (5G) channel and
symbol estimation. Afterward, a polar list-decoder outputs the
most likely messages. In the end, a successive interference
canceller subtracts the estimated contribution of the decoded
messages, and the procedure starts anew on the residual signal,
iterating until the decoder cannot output a new message. The
main building blocks of the algorithm are highlighted in Fig.
We elaborate on individual components below.

1) The Energy Detector: An energy detector is used to
determine the active spreading sequences. This can be obtained
by correlating the received signal Y with the corresponding
columns in P and {A;}7; and computing the statistic ),
given by

= [[P*[:,J1Y ||2+ZHA* Y, )% ¥ € [J], 4)

where n;, = [(t — 1)L + 1:¢L]. The statistic \; is computed
for all j € [J]; then, the energy detector outputs the indices
corresponding to the largest K values. Let M ¢ denote the
set of my’s that correspond to the K largest values of A;’s.
After this step, the estimate of the first part of the message
of users is recovered. This implies that, the active columns
of P and {A;}L ,, the values of the frozen positions, and
the interleavers are considered known for the purpose of the
algorithmic progression. The next step is to recover the second
part of every message.

2) Channel Estimation: To recover the symbols, the chan-
nel coefficients must be estimated first. Since the channel is
complex Gaussian, an MMSE filter can be derived to estimate
the SIMO channels of the candidate users included in K by
minimizing the mean square error. Using active pilots obtained
by the energy detector step, the MMSE filter is given as
Ly -1
PP

W= (1 + - 5)

z

where P = P[:, (M )]. It should be noted that the filter is
independent of the antenna index, and the estimated channel
coefficients between the K = |I€| users and the M antennas
are taken to be
H=W,Y,, (6)
where H is a K x M matrix containing all the estimated
coefficients. The next step is to estimate the QPSK symbols.
3) Symbol Estimation: After the energy detector and chan-
nel estimation, the information needed for symbol estimation
is available. Recall that each symbol is spread with a different
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spreading sequence, to reduce the interference between users.
The received signal (of length L) for each symbol ¢ is

Y, [n:, m| = A, diag(ry)H[:, m] + Z[ng, m]
= A, diag (H[:, m]) r; + Z[n;, m)

where r; = (4,1, St,2,- -, S¢, k) are the symbols of the users
at time ¢. Note that noisy observations of the same QPSK
symbols r; are received from M different antennas. As a
result, to improve the symbol estimates, we stack the columns
of Y, which corresponds to different antennas, to obtain

Yq [nta 1] At dlag (H[:7 1]) Zq[nta 1]
: = : r, + :
Y, [n;, M] A, diag (H[:, M])| Kx1 Zy[n;, M|

yte(CLI\/le BtECLJ\/IXK ZtECLJVIXl

As a consequence, we can apply an LMMSE estimator to the
vectorized received signal

V¢ = By + 24, (N

Note that active spreading sequences and channel coefficients
are not known a priori and the estimation error is not zero.
We can modify (7) to account for the estimation inaccuracies
by writing,

yi = Byry + (Bt - ét)rt + 2. ®)

In view of the last equation, one could take into consideration
the interference term and increase the effective noise variance.
However, for the simulation parameters we use, the perfor-
mance of our scheme essentially remains unaffected when the
second term is neglected. Disregarding the interference term,
the LMMSE filter for (8) takes the form

BB\ ' B
wt<IK+ = > o2 ©)]
One of the disadvantages of using time-varying spreading
sequences is that the LMMSE filter must be computed 7" times.
This introduces complexity to our decoder. Still, this extra cost
improves the overall performance. By computing the LMMSE
filter in (9), one can estimate the QPSK symbols at time ¢ as
follows
f't = wtyt, V te [T]

4) NOPICE: One of the salient features of our scheme is
the estimation of the channel using, not only the original pilots,
but also the temporary coded decisions. This idea has been
developed before, known as data-aided channel estimation and
for example [36], use this method to increase the performance
of their schemes. Here we provide our view of this idea by
defining the term Temporary Coded Decisions.

Definition 3. (Temporary Coded Decisions) After the third
step above is completed, the symbols across time correspond-
ing to the same user are aggregated in the form of noisy
codewords. These soft estimates are then passed to a polar list-
decoder. (The channel decoder block is explained in the next
section.) The decoder produces a set of most likely messages.
After the CRC step, one of them is re-encoded and QPSK

Symbols
List Polar Decoder CRC Encode m;,
y

Symbols a P
1—[Symbols Est.](—[Channel Est. P

Fig. 5. The main functionalities of NOPICE. The channel is estimated using
pilots and estimated symbols.

modulated. The outcome of this process is called temporary
coded decisions.

The main blocks in NOPICE to produce the temporary
coded decisions for all users are a polar decoder, an encoder,
and a modulator. Also, the channel and the symbol estimates
computed in (9) are used to produce the new estimates.

Let 8 = [S1%x S2. Srx) be the temporary coded
decisions of user k, where 3;; is the ¢th symbol of user k.
Note that the pilots, the spreading sequences, and the symbol
candidates for this user are available, thus we can construct
its channel input,

Xp = [p'(vh,p) Q' (vhg g, 10y )]

where qj, can be constructed as (2)) by replacing the true values
with the candidate symbols. The idea behind the NOPICE is
the following. Assuming that X;’s are decoded correctly, we
use these vectors as known signals while re-estimating the
channel coefficients. Note that some of the symbols in §; may
be erroneous. Nevertheless, the hope is that most candidate
symbols are correct and the estimates of the channel can be
improved. Consider the received signal at antenna m.

Y|[:,m] = XH[:,m| + Z[:, m]

Due to the errors that can occur in the symbols §;, we can
express the receive signal as follows

Y[:,m] = XH[:, m] + (X - X) H[:, m] + Z[:, m).

Once again, by ignoring the interference term, we can apply
the following MMSE filter to estimate the channel coefficients,
o -1
W, = X* (X*X n If(> . (10)
As before, the MMSE filter in is independent of the
antenna index and, hence can be applied directly to observation
Y to obtain the channel estimates as follows:

H=W,Y. (11)

Then the algorithm proceeds with the re-estimation of the
QPSK symbols by the procedure described before, by utilizing
the updated channel estimates. Figure [5]shows a block diagram
of this process. Note that the input and the output of NOPICE
are the symbols, hence one can remove this block without
changing any other part of FASURA to reduce complexity, at
the cost of some performance loss.

5) The Channel Decoder: A single-user list polar decoder,
and a CRC validation step are the two main blocks of the
channel decoder. Since this block is independent of the user
index, we describe the process for user k, with the under-
standing that this step is repeated for all candidate users in K.
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Also, it is easy to see that this procedure can be parallelized
in a straightforward manner, thereby reducing execution time.
Let §; be the estimates of the kth user, i.e., the output of the
symbol estimation block, and construct the estimates of the
bits as follows:

ék = [Re(ék) Im(ék)] s

where Re(Sy) and Im(S) are the real and imaginary part of
Sk, respectively. Then the input to the channel decoder is ¢y,
and the frozen values F[:, ¢(1n)]. We consider a sum-product
polar list decoder with a list of length ny. As a result, after
completion, the decoder outputs a list of the ny most likely
messages. The next step is to use the CRC decoder to pick the
messages that meet the constraint. If more than one possible
message satisfies the CRC constraint, the most likely message
within the pruned list is returned by this block. Let my,  be
this message. The final step in the channel decoder block is
called hard decision decoder. We use this block to reduce the
number of false alarms as follows. First compute the hamming
distance dg (-, -) between the codeword corresponding to my,
and hard decisions (HD) of ¢y, i.e.

g=dy (encode(ﬁlk,s), HD(ék))

(12)

13)

where encode(-) is the polar encoder function and HD(:) is
the hard decoder defined by
1, iféy(d) <0

v {0, if &.(i) > 0

with ¢ (7) the ith estimated value. When g > -, the recovered
message My, ;, is discarded. Note that «y is a hyperparameter
which can be tuned to achieve a trade-off between the missed-
detection and false-alarm probabilities.

Remark 4. (List-Decoder and NOPICE) Under normal oper-
ation, the polar/CRC decoder returns the most likely consistent
message. Yet, it is possible that the list contains no codewords
that fulfill their CRC constraints. When the list-decoder is used
during the NOPICE block, the most likely and, necessarily,
inconsistent message is returned. The hope is that, although
the message is guaranteed to be wrong, a portion of the
encoded symbols can still be correct.

6) SIC: An iteration of this composite iterative algorithm
is done by subtracting the interference of the decoded users
through successive interference cancellation (SIC) step. For
this part, the estimated channel input X for all the users
whose most likely messages met the CRC validation process is
calculated and channel estimation similar to is applied to
obtain better estimates. Let X be the matrix with columns the
channel inputs of the decoded users, and let H be the matrix
each row of which presents the SIMO channels between a user
and the access point. Then, we subtract their contribution from
the received signal and obtain the residual as

Y, =Y - XH, (14)

where Y, is the residual. It should be mentioned that the
SIC step is crucial for the performance of FASURA. If the
codewords and the channel estimates are completely wrong,

severe error propagation is introduced. To avoid that, a series
of constraints, e.g. CRC, to discard the codeword have been
used. Nevertheless, even if the codewords are correct, the
channel estimates can not be the true channel. As a result, error
propagation exists but does not affect overall performance.

The algorithm progresses as described above with the first
block to be the energy detector and Y, as the input of this
block. Note that if a total of K < K users are decoded at the
end of an iteration, then in the next iteration the output of the
energy detector is K — K indices. This process continues until
the output list contains K messages or there is no improvement
between two consecutive rounds of iterations.

Remark 5. (Residual) After the first iteration, all the building
blocks of the receiver use the residual. However, for all
iterations, SIC uses the received signal and produces a new
residual for the next iteration.

C. Time Complexity

Before diving into simulation results, we dedicate this
section to discuss the time complexity of our scheme. Let
us recall that the number of spreading sequence J is a
linear function of K, similarly L = O(K), T' = O(B) and
nz, = O(B). We analyze only the most time consuming parts
of the algorithm. Let us begin with the first step of FASURA,
which is the energy detector. It is clear, from equation (4)),
that the time complexity is TCgp = O(MJ(n, + TL)),
or equivalently TCgp = O(MKn, + MK?B). For all
channel estimation steps, (6) and (11I), the MMSE filter
needs O(K?) operation to be computed, and the calculation
of the channel estimates requires O(Kn,M). Similarly, the
LMMSE filter in (9) requires O(K?), for each time t. As
a result the total time complexity of symbol estimation is
TCsg = O(K3B) + O(BK?M). It is easy to show that the
NOPICE step is computed in O(K3+ KM (n,+ BK)) steps.
After the channel and symbol estimation, the list-polar decoder
runs in TCpp = O(npn.logn.) = O(B%log B) for each
user. Finally the SIC step needs O(K® + KM (n, + BK))
steps. If n, = O(KlogK) and by combining everything
together, the time complexity of our scheme is

TCrasura = O(p(K*B + MK?*(log K + B) + K B*log B))
= O(p(K? 4+ MK?log K)), if B is fixed

where p is the number of iteration of the receiver algorithm.
In our simulation p is between 1-4.

IV. SIMULATION RESULTS

In this section we investigate the performance of our
schem by looking at some parts of the decoder. Also, at the
end of this section, a comparison of our scheme with other
schemes in the literature is provided.

2The source code for the FASURA communication scheme is available at
https://github.com/EngProjects/mMTC.
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Fig. 6. Probability of Miss of the Energy Detector Algorithm at the first
iteration of FASURA.

A. The Energy Detector

As already noted, one of the most critical functions of
any URA scheme is activity detection. It is a block that can
introduce error propagation. In this part, the encoder aims to
detect active users. We want to investigate the performance
of the energy detector for different values g—(”) and number
of users. The performance metric is the missed detection and
false alarm probabilities of the energy detector, i.e.,

PEiD) _ IE[Z/{ms]7 PgﬂD) ) |:nAfa:| :
where n,,s and ng, denote the number of misses and false
alarms, respectively. Since, the energy detector outputs the
largest K values, the two probabilities are equal (K = K
is not random, and if nq, indicates the number of detections,
then K — ng = nyms = nfa We consider the number of
antennas to be M = 50, and the number of users to vary
from 100 to 700. Figure [6] shows how the missed detection
probability behaves for different values of J%; and K. Since
the number of spreading sequences, J, is fixed for all K, the
probability of miss saturates as the SNR increases (see the
case K = 100) because of the collisions.

B. Pilot Length - Length of Spreading Sequence Trade-off

Once the number of channel uses n and the length of the
code n, are fixed, then a designer can choose either the length
of the pilots or the length of the spreading sequence, since
n=mn,+ L%. The trade-off between n, and L is important,
especially when the number of antennas is small and there
is a need to separate the users in the code domain. As a
result, we set the number of antennas to be M = 4. Note
that for all simulations, where the number of antennas is four,
we follow the same parameters as Liu and Wang [23] in order
to compare FASURA with the proposed scheme in [23]] later.
This means the number of channel uses is n = 2840, the

3We define the two probabilities assuming that the probability of collision
is zero. However, in our case this probability is greater than zero but very
small. As a result, Fig. |§|illustrates an approximation of the missed detection
probability.

Length of Pilots ny,
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Fig. 7. Error Rate as a function of the length of the spreading sequences L,
for M = 4 and SNR= 0dB.
number of information bits is B = 70 and the SNR is defined
as,

g - ] S

NR = Mno? o2

as adopted to our notation. Figure [/| demonstrates the trade-
off between the length of the pilots, n,, and the length of the
spreading sequences L as a function of the number of users.
The SNR value is 0dB and the number of users take values
from {75,100, 125}. Note that, as the length of the spreading
sequences increases, the number of pilots decreases. It is clear
from the figure that as the number of users increases, the length
of the spreading sequences, L, which achieves minimum error-
rate increases, as expected. For example for 75 and 100 users
the length of the spreading sequences is 7 and 8, respectively.
This result implies that the degrees of freedom, from the
antennas, are not enough, and there is a need of code-domain
separation.

C. Small Number of Antennas

In this section, we want to evaluate the performance of
FASURA when the number of antennas at the base station
is relatively small. Particularly, we consider an access point
with M = 4 antennas and we stick with the same parameters
as Section i.e. B =70, n =2840 and SNR = 0dB. We
compare the performance of FASURA in the small number of
antennas regime with the slot-based scheme proposed by Liu
and Wang [23].

Figure [§] illustrates the performance of FASURA with and
without NOPICE to the Slot-Based scheme by Liu and Wang
[23]]. Tt is clear that our scheme outperforms their approach.
Interestingly, the performance of FASURA with and without
NOPICE is roughly the same. This is expected since the
scheme operates in a high SNR regime and the channel
estimates using only the pilots are good enough to recover
the QPSK symbols.

D. Massive MIMO

Next, we move to the Massive MIMO regime. We com-
pare FASURA with the state-of-the-art schemes proposed by
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Fig. 8. Comparison between the FASURA and the scheme proposed in [23],
for B = 70, n = 2840 and SNR = 0dB.

Fengler et al. [32] and Ahmadi et al. [33]]. To ensure a fair
comparison between the three URA communication schemes,
we pick parameters for our system that match their reported
implementation. Specifically, we choose B = 100 message
bits, n = 3200 complex channel uses, and a target probability
of error P, < 0.05. Beyond these constraints, the other
parameters for FASURA are n, = 896, L = 9, n, = 512,
ny =64 and J = 2'°. We randomly generate 7' = %= = 256
spreading sequence matrices and one pilot matrix. Elements of
the spreading sequence matrices are drawn independently and
uniformly from the set { + ﬁ + QJ—\/E} Similarly, elements
of the pilot matrix are generated independently and with equal
probability from { + \/% + \/%} We employ 16 CRC bits,
and the number of antennas at the base station takes values
from the set M € {50, 100}.

When the number of antennas is 50, Figure [9] plots the
performance of FASURA, along with the communication
scheme in [32] and [33]. Also, to motivate the use of the
NOPICE block, we report the performance of FASURA with
and without the NOPICE channel estimation technique. For
the operational parameters studied and a user population ex-
ceeding 100 active devices, FASURA outperforms the scheme
proposed in [32]. Interestingly, as the number of active users
grows, the gap between the FASURA and the Pilot-Based
scheme widens. For example, when the number of users goes
from 100 to 500, the gap increases from 0.33 dB to 3.05 dB.
On the other hand, the gain of FASURA compared to the
scheme by Ahmadi and Duman remains roughly the same as
the number of users increases. Furthermore, the presence of the
NOPICE block seems to uniformly improve the performance
of FASURA. Our proposed scheme also substantially outper-
forms the tensor-based modulation scheme in [29]. We should
mention, however, that these benefits in terms of FE}, /Ny come
at the expense of additional computations.

Figure [I0] illustrates the performance of the three schemes,
when the number of antennas is 100. Interestingly, the perfor-
mance of the scheme in [33]] is worse than the performance of
the rest. For example, the gap between FASURA and the Or-
thogonal Pilots scheme ranges from 1.4-8.4dB. Furthermore,
the Pilot-Based scheme outperforms both alternatives when the
number of users is less than 200. Finally, the gain in terms of
performance between FASURA with and without NOPICE is

=== TBM (Decurninge et al. [29]), P = 0.1

==@== Pilot-Based (Fengler et al. [32]), P = 0.05
=== Orthogonal Pilots (Ahmadi et al. [33]), P = 0.05
—@— FASURA without NOPICE, P. = 0.05

=—H— FASURA, P. = 0.05

Required Ey, /Ny (dB)

| | | | | |
100 200 300 400 500 600 700 800

Number of active users K

Fig. 9. Performance comparison between FASURA and other previously
published schemes. The number of antennas at the base station is M = 50,
users transmit B = 100 information bits each, and the total number of channel
uses is n = 3200, and P, < 0.05.

==@== Pilot-Based (Fengler et al. [32]), P = 0.05
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Fig. 10. Performance comparison of FASURA and other previously published
schemes. The number of antennas at the base station is M = 100, users
transmit B = 100 information bits each, and the total number of channel
uses is n = 3200, and P < 0.05.

clear.

Remark 6. (Finite blocklength bounds for Massive Random
Access) Gao et al. [38] recently derive achievability and
converse bounds on the minimum energy-per-bit required for
each active user to transmit B bits with blocklength n under
a PUPE constraint, for the massive random access problem
in MIMO quasi-static Rayleigh fading channels. In Fig. 1 in
[38)] the achievability and converse bounds on the minimum
required energy-per-bit under the PUPE for the same param-
eters as our simulation are presented. Interestingly, FASURA
performs near the achivability bound [38, Theorem 1] when
K < 400.

V. CONCLUSION

This article considers the MIMO unsourced random access
problem on a quasi-static Rayleigh fading channel. We pro-
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pose a novel communication scheme called FASURA that
outperforms existing schemes in the massive MIMO setup
for number of users exceeding 100 and various numbers of
antennas at the base-station, albeit at the cost of increased
complexity. FASURA splits the payload into two parts and
encodes the first to a set of randomly generated pilots and
spreading sequences. The remainder of the information bits
are encoded using a polar code. Then the modulated coded
symbols are spread using the spreading sequences. The re-
ceiver is equipped with multiple antennas, and the objective
is to recover the transmitted messages. The decoding process
includes pilot detection, channel and symbol estimation, polar
list decoding, and successive interference cancellation. We
explore a different way to perform channel estimation, which
we call NOPICE, whereby after temporary decoding decisions
have been made (Definition , the channel is re-estimated
assuming that the decoded messages are accurate. This scheme
is somewhat reminiscent of the certainty equivalent principle
in control theory [[39]]. Also, in the communication literature is
known as data-aided channel estimation. With NOPICE, the
proposed scheme outperforms the pilot-based scheme recently
published in [32], and the orthogonal pilot scheme in [33]
when the number of users is more than 100 and M = 50.
On the other hand, when the number of antennas is 100,
the proposed scheme outperforms the scheme in [32] when
K > 200. Also, through numerical simulations, we conducted
a comparative study of FASURA with and without NOPICE.
It seems that the approach adopted within the NOPICE block
leads to uniformly better performance, with gains of 0.25 dB
or more. Moreover, the behaviour of the scheme for different
parameters was investigated through exhaustive simulations.
For example, the trade-off between the length of the spreading
sequence.
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