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ABSTRACT Transient pore formation on the membrane of red blood cells (RBCs) under high mechanical tensions is of great

importance in many biomedical applications, such as RBC damage (hemolysis) and mechanoporation-based drug delivery. The

dynamic process of pore formation, growth, and resealing is hard to visualize in experiments. We developed a mesoscale

coarse-grained model to study the characteristics of transient pores on a patch of the lipid bilayer that is strengthened by an

elastic meshwork representing the cytoskeleton. Unsteady molecular dynamics was used to study the pore formation and reseal

at high strain rates close to the physiological ranges. The critical strain for pore formation, pore characteristics, and cytoskeleton

effects were studied. Results show that the presence of the cytoskeleton increases the critical strain of pore formation and con-

fines the pore growth. Moreover, the pore recovery process under negative strain rates (compression) is analyzed. Simulations

show that pores can remain open for a long time during the high-speed tank-treading induced stretching and compression pro-

cess that a patch of the RBC membrane usually experiences under high shear flow. Furthermore, complex loading conditions

can affect the pore characteristics and result in denser pores. Finally, the effects of strain rate on pore formation are analyzed.

Higher rate stretching of membrane patch can result in a significant increase in the critical areal strain and density of pores. Such

a model reveals the dynamic molecular process of RBC damage in biomedical devices and mechanoporation that, to our knowl-

edge, has not been reported before.

INTRODUCTION

Mechanoporation, pore formation on biological membranes

by mechanical stresses, shows significant potential as a

loading method in drug delivery systems (1–3). On the other

hand, hemolysis—hemoglobin release from red blood cells

(RBCs) in medical devices—usually happens through

nanoscale pores that are larger than hemoglobin molecules

and transiently opened at high-sheared regions (4–8).

Classic experimental works reported a critical shear rate

of 42,000 s�1 (6% of areal strain) for the lysis of RBCs un-

der steady shear flow (9). Modeling of hemolysis is usually

performed by macroscale stress- or strain-based methods

(6,10). In stress-based models, the hemolysis is calculated

by empirical equations fitted to experimentally measured

free hemoglobin concentrations in the blood based on the

applied shear stress and total exposure time (11,12).

Strain-based models utilize global strains of RBCs to find

the index of hemolysis based on the deformations applied

on each RBC (13,14). However, the physics of pore forma-

tion and release of hemoglobin molecules are not considered

in the above-mentioned models, and results are dependent

on the specific device that is under study. To address this

issue, Vitale et al. (15) developed a multiscale approach in
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SIGNIFICANCE This work focuses on a coarse-grained model of large membrane patches that includes cytoskeleton

structures. We aim to study the dynamic process of pore formation on the red blood cell surface, which is hard or

impossible to visualize in experiments. We studied the effects of the cytoskeleton on the critical strain of pore formation and

pore characteristics. Moreover, we analyzed the dynamic process of pore reseal, the effects of non-equibiaxial loading

conditions, and the time dependence of pore formation. Our results provide new, to our knowledge, insights into the

underlying pore formation process that is important in many biomedical applications such as red blood cell damage

(hemolysis), mechanoporation-based drug delivery, and further development of multiscale predictive models.
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which the sublytic damage of RBC is quantified by global

strains of each RBC and pore characteristics which are esti-

mated based on a theoretical model of the membrane energy

landscape. Another multiscale damage model based on the

local strains on each patch of RBC was developed by Soh-

rabi and Liu (5). In that model, the hemolysis is calculated

locally on each patch of an RBC triangular network model

by comparing the local areal strains with the probability

of pore formation and pore characteristics based on all-

atomistic (AA) and coarse-grained molecular dynamics

(CGMD) simulations. However, the cellular-scale local

strain criteria such as strain rate, patch size, and loading

conditions were not similar to the lower-scale AA and

CGMD models employed to calculate pore characteristics.

This can be considered as one of the major error sources

in that multiscale approach. Therefore, understanding sub-

cellular mechanisms of pore formation, growth, and closure

on the surface of RBC membrane is important for hemolysis

and many other biomedical applications. Characterization

of the pore formation process is challenging because of its

multiscale and dynamic nature. The diameter of erythro-

cytes is �8 mm, which is almost three orders of magnitude

larger than nanoscale pores transiently formed on the mem-

brane surface to transport molecules with a size of a few tens

of nanometers. Therefore, multiscale approaches that are

able to both model the microscale deformations (finite-

element or spring-connected network methods to model

RBCs) and nanoscale pore formation and resealing (molec-

ular dynamics simulations) at their relevant timescales are

highly demanded (16,17). Although many numerical

methods have been developed to model RBC deformations

in fluid flow, the process of formation, growth, and resealing

of large nanopores (large enough to allow diffusion of large

molecules such as hemoglobin) is yet to be understood.

During the last two decades, in silico molecular dy-

namics simulations have been widely used to study pores

in biological membranes (18–26). AA simulations provide

valuable insights into the free energy (18–20,22), critical

areal strain (21), and underlying atomistic mechanisms of

pore formation (18,19) and reseal (26). However, the acces-

sible time- and size scales are limited by the high compu-

tational costs. Therefore, the dynamics of the pore

formation process can only be studied at unrealistically

high stretching velocities (0.025–30 m/s (23)), which

dramatically affects the time-dependent phenomenon of

pore formation (27). Moreover, in moderate surface ten-

sions, the timescale of pore formation in intact membranes

is longer than the accessible range of AA simulations.

Therefore, the dynamics of pore formation in healthy

(without preformed pores) AA lipid membranes can only

be studied at high surface tensions, in the range of

90 mN/m (�200 bar lateral tension (19)). High strain rates

and finite-size effects of AA simulations result in the over-

estimation of critical strains by two orders of magnitude.

Although the micropipette aspiration experiments show

that RBCs cannot withstand areal strains of more than

4% (27,28), in AA simulations, the lipid membrane is

able to be stretched up to 200% (23). To increase the acces-

sible time- and length scales and simulate more realistic

membranes, many CGMD methods have been developed.

Marrink et al. (29) employed the MARTINI CGMD

method and reported the same qualitative process of pore

formation as AA simulations. They also showed that pores

will be formed in membranes at the surface tension of

65 mN/m on a timescale of several microseconds. In addi-

tion to chemical-specificity-preservative coarse-graining

methods, by utilizing coarser models that use fewer beads

to represent lipid molecules, several approaches have been

proposed to push the available time- and length scales even

further (30–35). Tolpekina et al. (36,37) employed the

explicit-solvent CGMD model of Goetz and Lipowski

(31) to study the pore nucleation free energy and system

size dependence of preformed pores and established a

phase diagram for stable, metastable, and unstable pores.

They also developed a theoretical model for the size depen-

dency of the pore formation. However, their model does

not include the time dependency of the pore formation pro-

cess. The dependency of critical pore formation strain on

the applied loading rate has been reported both by experi-

mental (27,38) and numerical (23,24,39) studies. The im-

plicit-solvent, head-tail model of Cooke et al. (34) is

another mesoscale approach that was successfully used to

model the lipid membrane mechanical properties and

pore formation (34,40,41). By stretching the computational

box in a quasistatic way, Deserno (41) reported a critical

surface tension of 8 mN/m, which is closer than other sim-

ulations to the range of 3–4 mN/m from the experimental

results (42,43).

The RBC’s extraordinary mechanical properties, such as

large deformability and shear stress endurance, are mainly

due to its spectrin-actin cytoskeleton structure. Recent su-

per-resolution microscopy results reported the junction-to-

junction distance (JD) of �80 nm for the triangular spectrin

network (44). To simulate the mechanical properties of the

RBC membrane and the interactions between the lipid

bilayer and cytoskeleton, Li and Lykotrafitis (45) developed

a two-component model that explicitly models the cytoskel-

eton particles. In their approach, each lipid molecule is

modeled by just one bead that interacts with other lipid par-

ticles by an orientational potential. One-particle-thick

models can be tuned to successfully simulate the self-assem-

bly of lipid molecules into vesicles or bilayers (46,47), and

they are coarse enough to simulate large patches of mem-

brane and even whole cells with the cytoskeleton particles

(48,49). However, they are limited in terms of analyzing

pore formation. The main reason is that in one-particle-thick

models, the amphiphilic behavior of lipid molecules is not

explicitly simulated with corresponding particles and is

modeled by orientational potentials with a favorable mini-

mal potential instead. Therefore, these models cannot

Razizadeh et al.

472 Biophysical Journal 119, 471–482, August 4, 2020



capture the accurate dynamics of pore formation from hy-

drophobic voids to hydrophilic pores. To incorporate more

fine-scale details, Spangler et al. (50) used a head-tail lipid

model with a simplified cytoskeleton model to study the

phase behavior and kinetics of blebbing. They used a trian-

gular elastic meshwork coupled with the lipid bilayer at

junction points to represent the cytoskeleton. A similar

approach has been utilized by Gao et al. (51) and Sikder

et al. (52) to analyze cytoskeleton effects on the endocytosis

process and domain formation in biomembranes.

In this work, an implicit-solvent, head-tail representation

of lipid bilayer along with a simplified cytoskeleton model

are employed to investigate the process of pore formation,

growth, and recovery in the RBC membrane under mechan-

ical strains. We analyzed the effects of cytoskeleton and

transmembrane proteins (junction structures) in pores forma-

tion and growth. Then, the pore recovery is studied for a patch

under negative (compressional) strain rates. Moreover, we

investigated the effects of complex loading conditions and

strain rate on the critical strain of pore formation and other

pore characteristics. Although the membrane model and

loading conditions are significantly simplified versions of re-

ality, this approach provides a quantified insight into the in-

fluence of various parameters on the pore formation

process. This can be considered as a first step toward devel-

oping a multiscale approach to predict the damage by

coupling the cellular-scale deformations and strains with

the mesoscale CGMD model of an RBC membrane patch.

METHODS

We utilized the implicit-solvent, head-tail model of Cooke, Kremer, and

Deserno (34) to model the lipid bilayer. This model has been widely used

to study various problems in the field of biomembranes. Each lipid mole-

cule is made of one head (H) and two tail (T) particles (FT and ST represent

first and second tail particles, respectively). All nonbonded interactions are

governed by the Weeks-Chandler-Anderson potential given by Eq. 1:

vðrÞ ¼

8

<

:

4ε

�

�s

r

�12

�
�s

r

�6

þ
1

4

�

r%rc

0 r > rc

; (1)

inwhich the ε ands are energy and length units, respectively; r is the distance

between two particles; and rc is the critical distance, which is rc ¼ 21/6s. In

accordance with the original work of Cooke and colleagues, we set sH-H ¼

sH-T¼ 0.95s and sT-T¼ s to ensure the cylindrical shape of lipid molecules.
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wc is the cohesive range of tail particles, which is the main tunable

parameter of the model. This parameter is set to get the phase behavior

and self-assembly of the lipid bilayer. The lipid particles are also bonded

to each other by an FENE bond of the form Eq. 3:
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in which kbl ¼ 30ε/s2 is the bond constant and r0 is the maximal extent of

the bond, which is r0 ¼ 1.5s. The lipid molecule is also straightened by a

harmonic angular potential of the form Eq. 4:

vbendðqÞ ¼
1

2
kalðq� pÞ

2
; (4)

with kal ¼ 10ε/rad2 and q being the angle between the vectors made by H-

FT and FT-ST particles. To ensure the fluid-like behavior and flat bilayer

shape of membrane, we chose wc ¼ 1.6s for all simulations. Similar to

the works of Spangler et al. (50), Sikder et al. (52), and Gao et al. (51), a

triangular meshwork of coarse-grained beads is used to explicitly simulate

the cytoskeleton. In this simplified model, the transmembrane proteins are

modeled by bolalipid-like junction structures that connect the lipid bilayer

to the cytoskeleton. Each bolalipid molecule is made of six particles: two

hydrophilic particles located at the two ends (bolalipid head particles:

BHs) and four hydrophobic particles in the middle section (bolalipid middle

particles: BMs). The nonbonded interactions of bolalipid head and middle

particles (BH-BM, BH-BH, and BM-BM) are similar to lipid head and tail

particle interactions. However, a simple Lennard-Jones potential is used be-

tween lipid head and bolalipid head particles (BH-H), as well as lipid tail

and bolalipid middle particles (BM-T). This potential ensures that the junc-

tion structures will remain in the lipid bilayer and diffuse with the lipid mol-

ecules. Bolalipid particles are also bonded to each other with the harmonic

bond, which is given by Eq. 5:

vbondðrÞ ¼
1

2
kbbðr � r0Þ

2
; (5)

in which the bond constant is kbb¼ 100ε/s2 and equilibrium distance is r0¼
s. Moreover, a harmonic angular potential of the form of Eq. 4 is used with

the constant kab ¼ 100ε/rad2 to keep the structure straight. Different exper-

imental approaches suggested various numbers in a wide range of 25–

200 nm for the junction-to-junction distance (JD) of the human RBC cyto-

skeleton (53–56). However, recent supermicroscopy results of Pan et al.

(44) reported that JD is 80 nm, which is consistent with the length of relaxed

spectrin tetramers. Therefore, the JD of triangular meshwork in our model

is chosen to be 80s with 79 beads between two junction points (this setup

will be referred to as D80 in the rest of the study). The nonbonded interac-

tions of the cytoskeleton with all other particles are governed by Eq. 1, with

εc ¼ ε and sc ¼ s. The cytoskeleton beads are also connected and straight-

ened by harmonic bonds and angles with the form of Eqs. 4 and 5, with the

bond coefficient, kbc ¼ 100ε/s2, equilibrium distance of r0 ¼ s, and kac ¼

ε/rad2. The cytoskeleton and bolalipid structures in the lipid bilayer are

connected to each other at the cytoskeleton junction points by an unbreak-

able harmonic bond with the constant of kbj ¼ 100ε/s2. Fig. 1 shows snap-

shots of our CGMD model, computational box, and a hydrophilic pore on

the membrane surface.

To increase the computational efficiency and simulate membranes that

include large cytoskeleton units, we utilized an implicit-solvent model

in this work. Solvent molecules can affect the pore formation process,

especially through their interactions with hydrophobic parts of lipid mol-

ecules during pore nucleation. In the implicit-solvent model of Cooke and

Deserno (33), the hydrophobic interactions are modeled by lipid tail-tail

attractive potentials. We acknowledge that this simplification might be a

source of error in our simulations. However, as reported by Cooke et al.

(40), the results of the aforementioned implicit-solvent head-tail model

can be perfectly fitted into the model of Tolpekina et al. (37), which
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employed the explicit-solvent model of Goetz and Lipowsky (31). This

suggests that errors arising from this simplification are not significant

for the pore formation on the membranes under extensional stress, and

the implicit-solvent model is indeed modeling correct physical behavior.

In our implementation of Cooke et al.’s (34) head-tail model, the cohesive

range of tail particles is set to wc ¼ 1.6s. The simulations are done at a

temperature of KBT ¼ 1.1ε. At this temperature, the lipid bilayer in the

presence of cytoskeleton has a fluid-like behavior with the diffusion con-

stant of 0.007s2/t, which is in the range of �0.01s2/t reported for head-

tail simulation of pure lipid bilayer (40). The thickness of lipid bilayer in

our model is �5s. For the sake of clarity, the mapping between coarse-

grained and real units will be discussed briefly. By comparing the thick-

ness of the lipid bilayer in our simulation and typical experimental

thickness of �5 nm, the length unit can be estimated as s z 1 nm. More-

over, considering the choice of KBT ¼ 1.1ε and KBT ¼ 4.1 � 10�21 J ¼

0.59 kcal/mol, the energy unit can be calculated as ε ¼ 0.54 kcal/mol. By

considering the molecular mass of a lipid molecule such as 1,2-dipalmi-

toyl-sn-glycero-3-phosphatidylcholine, which is 734 Da, the mass unit

can be calculated as m ¼ (1/3) � 734 � 1.66 � 10�27 ¼ 4.06 � 10�25

kg. Finding the time mapping is more challenging because various dy-

namic processes can be sped up differently as a result of coarse graining.

A simple estimation of time unit based on energy (ε), mass (m), and length

units (s) can be calculated by t ¼ s
ffiffiffiffiffiffiffiffiffiffiffiffi

ðm=εÞ
p

z 10.4 ps. However, this

mapping does not take into effect the faster dynamics of the coarse-

grained system as a result of the significant reduction in degrees of

freedom and molecular friction (41). Therefore, a speed-up factor should

be multiplied in the time mapping to capture the real dynamics of the

coarse-grained system. This speed-up factor can be calculated by

comparing a physical value with similar observable in the CGMD simula-

tion. We chose the diffusion process to estimate the speed-up factor

because we believe that the diffusion coefficient of lipid molecules is high-

ly effective on the growth and closure dynamics of nanoscale pores. The

diffusion coefficient of various lipid molecules is reported in the range of

�1 mm2/s (57,58) which can be compared with the diffusion coefficient of

�0.01s2/t from the simulations. Thus, the effective mapping of time units

can be estimated as teff z 10 ns, which suggests a speed-up factor of

�1000. In the rest of this work, we use teff as the time mapping of our

model or t. The Langevin thermostat with the friction coefficient of

G ¼ t
�1, the same unit mass for all particles, and a time step of dt ¼

0.01t is employed for all molecular dynamics (MD) simulations. In the

unsteady simulations, each side of the computational box is deformed

by the constant strain rate of m(t�1), and the length of the simulation

box at each time is L ¼ L0(1 þ mT), in which the L0 and T are initial length

and simulation time, respectively. Simulations are performed by the

LAMMPS molecular dynamics package (59). The fix/deform function of

LAMMPS is used to stretch the computation box. It should be noted

that in unsteady simulations, the velocity of particles as a result of box de-

formations is removed from the thermostatting process to ensure that the

thermostat is applying only on thermal components of velocity, not their

streaming velocity that comes from the stretching or compression process

(60). Because of the periodicity of the cytoskeleton triangular meshwork,

the length of the computational box is not the same in the x and y direc-

tions. The computation box size is 420s � 290s � 100s. All the geom-

etries are equilibrated for 106 steps in NPT (constant number of

particles, constant pressure, constant temperature) ensemble with zero

pressure to ensure the equilibrated and relaxed state of membrane before

the loading process. The simulation box contains 666,721 particles with

446,144 bonds and 225,307 angles. Simulations are performed by

XSEDE’s SDSC Comet cluster with four to eight computational nodes

(24 cores per node) with a computational performance of �20–30 time

steps per second. The simulation trajectory is visualized by the OVITO

(61) package. To quantify pore characteristics, a surface mesh is created

on the lipid bilayer surface. Then, the MATLAB (The MathWorks, Natick,

MA) image processing module is used to measure the number and surface

area of voided regions.

Finally, it is important to know the way that this model can be inter-

preted from a multiscale point of view. Deformations of RBCs in the

flow can be modeled by a wide range of numerical approaches such as

continuum-scale, finite-element (62,63), boundary-element (64), and

mesoscale-particle-based methods (65). Sohrabi and Liu (5) developed a

multiscale, strain-based damage model that couples the local strains at

each patch of the cellular-scale RBC model with all-atomistic MD results

of pore formation. In that approach, 5120 triangular elements are em-

ployed to model the RBC surface. Considering the surface area of �135

mm2 for the RBC, the area of each patch in their model can be approxi-

mated to be 2.64 � 10�14 m2. On the other hand, the initial surface

area of membrane patch in our model can be calculated as 12.18 �
10�14 m2, which is almost four times more than the element size of the

cellular-scale model. Moreover, numerical simulations show that the

stretching velocity of a patch at high shear rates, tank-treading motion,

can reach to a few millimeters per second (5). However, the lowest stretch-

ing velocity in all-atomistic MD simulations is �100 mm/s (21,23,25),

which results in unrealistically high critical strains. Considering the strain

rate of 10�5
t
�1, initial length of �420 nm, and time mapping of t z

10 ns, the stretching velocity in our model can be approximated as

�0.42 mm/s, which is closer to the physiological range of shear-induced

deformation velocities in medical devices under large deformations and

high shear rate regimes (5). Thus, our model could potentially be coupled

with the cellular-scale simulation approaches to predict the RBC damage

in medical devices.

FIGURE 1 (a) Snapshot of the CGMD model of

RBC membrane: lipid head, purple; lipid tail, dark

blue; bolalipid head, red; bolalipid middle, light

blue; cytoskeleton, green; junction points, yellow.

(b) Top view of a membrane patch, (c) bottom

view of a membrane patch, and (d) a slice of simu-

lation box that shows half of a hydrophilic pore. To

see this figure in color, go online.
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RESULTS AND DISCUSSION

To validate our CGMD model in terms of pore formation,

we started with quasistatic simulations of a pure lipid mem-

brane patch. In these simulations, the patch size is increased

during stepwise deformation with the strain rate of 10�5
t
�1

for 500t, followed by a long-time, 104t equilibration simu-

lation (with tz 10 ns, the equilibration time is �0.1 ms) in

the NVT (constant number of particles, volume, and temper-

ature) ensemble. The areal strain, ε, can be defined as ε ¼
ðlxly =lx0ly0Þ� 1, in which the l and l0 are the current length

and initial length in the x and y direction, respectively. Fig. 2

a shows the results for the equilibrium surface tension after

each deformation step of the patch. The critical strain is be-

tween 7.2 and 8.3% areal strain. The bilayer lateral tension

S¼�lz(pxxþ pyy)/2, in which pxx and pyy are pressure in the

x and y directions, respectively, is measured at various

strains. At areal strain of 7.2%, the bilayer tension is

�1.55(ε/s2). After this critical value, the membrane relaxes,

and surface tension decreases with the formation of pores.

Considering KBT ¼ 1.1ε ¼ 4.1 pn , nm and s ¼ 1 nm,

the critical surface tension is �5.8 mN/m, which is close

to the experimental results of 3–4 mN/m (42). Long-time

equilibration just after the initial pore formation results in

the formation of two stable, large pores with the average

radius of �37 nm on the membrane, as shown in Fig. 2 b.

To quantify the pore area, we define porosity as P ¼ Apore/

A0, in which Apore and A0 are the total pore area and initial

surface area of the patch before deformation, respectively.

The final porosity in this case is �0.068, which means

that the total pore area is about 6.8% of the initial surface

area. Fig. 2 b also shows that it takes around 1.3 � 104t

or 0.13 ms from pore formation to grow to a stable size,

which is significantly long compared to the rate of deforma-

tion of RBC under high shear flow. In later sections, we will

consider this dynamic pore formation process through

nonequilibrium simulations.

Effects of cytoskeleton on pore formation

The simulations so far only considered the lipid bilayer,

whereas the real RBC membrane has a cytoskeleton, i.e.,

spectrin network, together with the lipid bilayer. The cyto-

skeleton largely increases the mechanical strength of the

membrane, yet its influence on pore formation and cell dam-

age is unknown. To analyze the effects of the cytoskeleton

on the formation and growth of pores, three different cases

are studied: one lipid bilayer without cytoskeleton (WO)

and two lipid bilayers coupled to the cytoskeletons with

JD ¼ 80s (D80, similar to the JD of real RBCs) and

JD ¼ 40s (D40, an artificial case with denser JD to check

out what happens to pore formation if cytoskeleton density

is doubled). A strain rate of 10�5
t
�1 (�1000 s�1) is applied

equibiaxially in the x and y directions. The patches are

stretched from the equilibrated, relaxed state to the areal

strain of 15%. To find the critical areal strain, three simula-

tions are performed for each geometry, and the average areal

strain of pore formation is plotted in Fig. 3 a. The critical

areal strain for the unsteady stretching of the WO case is

8.7%, which is slightly higher than the quasistatic simula-

tion results of the previous section. This difference might

come from the strain rate effects in which the pore opens

at higher critical strain under higher strain rates. In addition,

the critical strain is 10.2 and 12.5% for the D80 and D40

cases, respectively. Therefore, the cytoskeleton structure in-

creases the resistance of membrane against pore formations.

This effect is more apparent for the D40 case with the denser

cytoskeleton structure. Another important effect of the cyto-

skeleton is confining the pore formation and growth process.

To study the effects of cytoskeleton on the pore characteris-

tics, three simulations for each cytoskeleton structure were

performed, and the average and standard deviations of re-

sults are displayed in Fig. 3, b–d. As shown in Fig. 3 b,

the presence of cytoskeleton can reduce the porosity of

the membrane patch under the same mechanical tension.

In the WO case, the pores are free to grow with the diffusion

of lipid molecules until the membrane tension is fully

relaxed. However, in the D80 and D40 cases, the pores are

confined by the cytoskeleton and its junction structures

(transmembrane proteins). Therefore, under the same areal

strain, the total pore area is smaller for the cases with cyto-

skeleton. Moreover, the density of pores in the membrane,

which is defined by the number of pores divided by the

initial surface area of the membrane patch (in micrometers

a b

FIGURE 2 (a) Bilayer surface tension during the

quasistatic stretching of the pure lipid bilayer and

(b) pore growth during the equilibration at 8.3% areal

strain. To see this figure in color, go online.

Pore Formation Modeling on RBC Membrane

Biophysical Journal 119, 471–482, August 4, 2020 475



squared), exhibits interesting behavior. As shown in Fig. 3 c,

the density of pores slightly decreases by adding the cyto-

skeleton (D80), yet it increases when the denser cytoskel-

eton is used (D40). This behavior of the D40 case can be

explained by the energetics of pores during growth. In the

presence of dense cytoskeleton, it is very hard for the

already formed pores to pass through the cytoskeleton

vertices, and the area of pores is limited to the cytoskeleton

triangles. Thus, the formation of new pores becomes ener-

getically more favorable than the growth of already formed

pores; thus, the D40 case has lots of small pores leading to

the highest pore density. In general, the process of transient

pore formation and pore characteristics on the surface of the

RBC membrane should be understood as an interplay

among the lipid bilayer, cytoskeleton, and transmembrane

proteins. As shown in Fig. 3 d, the average radius of pores

decreases with the existence of cytoskeleton. Moreover, as

a result of the formation of more pores in the D40 case,

the average radius apparently decreases. Fig. S1 shows

snapshots of pores in these three different cases at the areal

strain of �14.5%.

The simulations above considered the initialization of

pores from a perfect lipid membrane, which shows a critical

strain well above the experimentally measured critical strain

of 4% (27,28). The actual lipid membrane is under complex

biophysiological conditions and consists of diffusive pro-

teins that are likely to have various types of defects. To

consider the influence of these defects, we also analyzed

the critical strain of preformed pores (mimicking the de-

fects), which can be defined as the areal strain in which

the preformed pores do not reseal and start to grow. In these

simulations, a pore with the radius of 5 nm is opened on a

patch of D80 membrane that is stretched to the areal strains

of 4, 5, and 6%. The initial location of the pore is chosen to

be as far as possible from the cytoskeleton junctions to

simulate the worst-case scenario, in which the growth of de-

fects is not limited by the junction units. At each areal strain,

an equilibrium CGMD simulation in the NAT ensemble is

performed for 3.5 � 106 steps or �0.35 ms to check the sta-

bility of pores. At the areal strain of 4%, the preformed pore

is completely resealed during the NAT equilibration. How-

ever, at the areal strains of 5 and 6%, pores grow and reach

the cytoskeleton junctions. Therefore, the critical strain is

between 4 and 5%, which is close to the experimental crit-

ical areal strain, i.e., �4% (27,28). Moreover, at the areal

strain of 5 and 6%, the final, stable pores are limited by

the cytoskeleton junctions. As a result, the stable pore radius

is 33.70 and 39.74 nm for the areal strains of 5 and 6%,

respectively (snapshots of pores are shown in Fig. 4). These

results suggest that the low 4% critical areal strain observed

in the experimental tests of blood cell damage might

possibly be induced by the defects on the membrane. We

also studied the effect of defect size on the critical strain

of pore formation. Simulations are performed with the

same simulation setup discussed before. The final outcome

of stable pore formation or complete closure is analyzed for

various defect radiuses in the range of 2–10 nm. As shown in

Fig. 4, the critical strain of pore formation declines when the

initial pore or defect radius is larger. However, even a pore

with a radius of 10 nm is completely closed at the areal

strain of 3%. On the other hand, by reducing the defect

radius, the critical strain of pore formation increases and

gets closer to the values that we reported before for healthy

membranes (8–9%).

Moreover, in this work, the cytoskeleton is considered as

a perfectly connected triangular network with a JD of

a b

c d

FIGURE 3 The influence of cytoskeleton on (a) the

critical areal strain of pore formation, (b) membrane

porosity, (c) membrane pore density, and (d) average

pore radius. Error bars show standard deviations from

the average value of three simulations for each case.

To see this figure in color, go online.

Razizadeh et al.

476 Biophysical Journal 119, 471–482, August 4, 2020



80 nm. However, in the real RBC, there are many defects

and void spaces in the cytoskeleton structure that can reduce

the critical strain of pore formation and pore growth (43). To

our knowledge, this is the first study that reports coarse-

grained molecular simulations that predict critical strain

very close to experimental results. Prior CGMD studies re-

ported critical strains that are a few times larger than exper-

imental values (37,41).

Pore closure under relaxation and compression

RBCs experience complex dynamic load in medical de-

vices. After the initial pore formation on the membrane sur-

face, the pore might open bigger under larger loading or

might reseal and close under relaxed loading or even

compression. We studied the resealing mechanism by

applying negative strain rates that recover the stretched

patch. We limited our simulation only to the D80 case,

which is similar to the real RBC. A negative strain rate of

�10�5
t
�1 (�1000 s�1) is applied equibiaxially on the

computational box to model the load relaxation. The same

simulation parameters used for pore formation are used

for pore closure modeling. Three areal strains of 10.25,

12.5, and 14.75% are chosen to start the closure process.

These cases are represented as closure 1, closure 2, and

closure 3, respectively. As shown in Fig. 5 a, the total energy

of the system increases during the stretching and drops after

the initial pore opening. During the compression process,

the surface tension decreases, and pores shrink. Fig. 5 b

shows that the membrane porosity initially increases even

under load relaxation. In other words, at the start of the

compression, when the surface tension of the system is

decreasing, the pores are still growing for a short period

of time. This decrease in the surface tension while the

area of pore is increasing (both are decreasing the system

energy) results in a faster drop in the energy of the system.

Because of this effect, the negative slope of the system en-

ergy (Fig. 5 c) is higher at the start of recovery process. The

A

B C

FIGURE 4 Effect of defect (initial pore) size on

the final outcome of stable pore formation or com-

plete recovery of the defect. Snapshots show the

initial pore location and equilibration simulation re-

sults for a 5 nm pore at the areal strain of (A) 4%

(the initial pore is completely resealed), (B) 5%,

and (C) 6%. To see this figure in color, go online.

a b

c d

FIGURE 5 (a) Total energy of the system during

pore opening and reseal, (b) porosity of membrane

during reseal process under negative strain rate

relaxation/compression, (c) porosity of membrane

during three consecutive loading cycles, and (d)

average pore radius versus membrane porosity dur-

ing the stretching parts of three consecutive loading

loops. To see this figure in color, go online.
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reason for the initial increase in the porosity during the

relaxation might be that the pores have not had enough

time to grow during the stretching part. Thus, for the closure

3 case in which the pore has already grown more than other

cases, the initial increase in the pore area is lower than other

cases. After reaching a local maximum for the porosity that

is different by starting from various areal strains, pores start

to shrink. The trend of porosity over strain after this point is

almost similar for all three cases. Another interesting

behavior during the unsteady closure simulations is that

the pores do not close at the same critical strain that they

opened. Although the pores open at the critical strain of

�9.4%, they never close at positive strains during the

closure with the same but negative strain rate. Our unsteady

pore closure simulations show that pores can remain open

during the relaxation process until the areal strain of

��2.2% (Fig. 5 a). Therefore, in a cyclic loading condition

in which the areal strain increases and decreases periodi-

cally, the pores might remain open during the whole process

when the areal strain is not negative.

Such a cyclic loading process can happen during the RBC

tank-treading motion under high shear rates. An example of

the tank-treading motion and local areal strains on the sur-

face of an RBC is displayed in Fig. S2. Although patches

on the RBC surface experience high positive areal strains

during the tank-treading motion, the negative areal strains

during the compression may not be enough to close all the

open pores. Therefore, the open pores start to grow again

during the next cycle, which leads to a larger pore area.

To examine this effect, we simulated two more loading

loops (stretching and compression) starting from an instance

of the closure simulation explained above (closure 3 case),

when the areal strain is almost zero. During the second

loop, the patch is stretched again by the same positive, equi-

biaxial strain rate of 10�5
t
�1, followed by another compres-

sion simulation with the same negative strain rate starting

from the areal strain of �14.7%. As shown in Fig. 5 c, dur-

ing the second and third loop, pores that are still open start to

grow again after a slight decrease in porosity as a result of

previous unsteady compression. At the areal strain of

�14.7%, the porosity of the second and third cycles is lower

than the first one. This can be explained by the fact that there

is not any energy barrier for the pore formation during the

second loop because the pores are already formed during

the previous cycle. Thus, less pore area is needed to relax

the system energy. On the other hand, as plotted in Fig. 5

c, there is a large difference between the areal strain of com-

plete closure (when porosity reaches zero again) during the

first and next loading cycles. Whereas at the first loop,

opened pores close completely at the areal strain of

�2.2%, during the second and third cycles, complete reseal-

ing happens at �10.0 and �14.1%, respectively. The reason

for this difference is that the average pore radius is higher at

the start of the second compression phase than the first one

because the open pores at the end of the first cycle have

more time to grow during the next loading cycles. Fig. 5

d shows the average pore radius during the stretching phase

of the first and next loading cycles. At the same porosity, the

second and third loops have higher average pore radiuses.

Therefore, during the compression phase, higher energy is

needed to reseal the larger pores, which results in more

negative areal strains required for complete pore resealing.

Fig. S3 shows snapshots of membrane during the compres-

sion parts of loading cycles. It can be seen that at the end of

each stretching part (or the start point of the recovery pro-

cess), there are a smaller number of pores with larger radius

in comparison with the same point at the previous cycle.

Therefore, cyclic loading leads to a smaller number of larger

pores that are harder to reseal and more dangerous for the

membrane. This can qualitatively explain the effect of expo-

sure time on the hemolysis of RBCs, in which the total

amount of damage can be related both to the amount of

shear stress and the time that RBCs are under that stress con-

dition (65). Higher exposure time, i.e., more loading cycles,

transfers the high number of small transient pores into a

small number of large and hard-to-recover pores that ulti-

mately result in more RBC damage and hemoglobin release.

Complex loading conditions

The unsteady simulations of previous sections were per-

formed in an equibiaxial way in which the strain rate is

similar for x and y directions. However, a patch of RBC

membrane under flow usually experiences more complex

loading conditions that can be transferred into nonequal

principal stresses. Here, for the sake of brevity, we just focus

on the non-equibiaxial and strip biaxial loading conditions

(Fig. S4 shows the schematics of various loading types).

In the non-equibiaxial simulations, although the strain rate

in the y direction is 10�5
t
�1, the x direction strain rate is

two or four times higher, which is shown as the NEQ2 or

NEQ4 case, respectively. On the other hand, in the strip

biaxial case, the strain rate in the y direction is fixed to

zero, and the membrane is stretched only in the x direction

by the strain rate of 10�5
t
�1, which is shown as the ST case.

Simulations of various loading conditions are performed on

the D80 membrane, and the unsteady stretching process is

continued until the point that the areal strain reaches 15%.

Other simulation parameters are similar to the previous sec-

tions. Each simulation is repeated three times, and the

average and standard deviations of results are shown in

Fig. 6. The equibiaxial results are also plotted as the EQ

case for better comparison. As shown in Fig. 6 a, the

porosity of membrane for various cases decreases by

increasing the complexity (from ST to NEQ4) of loading.

The highest porosity is for the ST case. This can be ex-

plained by the longer simulation time that it needs to reach

the same areal strain with others. Because the ST case has

only one strain rate in the x direction, it requires more

time than the EQ, NEQ2, and NEQ4 cases to reach the
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same areal strain. Therefore, each pore has more time to

diffuse and grow, which results in higher porosity and larger

total pore area at the same areal strain. On the other hand,

the NEQ4 case reaches the 15% areal strain in less time

than other cases. Thus, pores have less time to grow, which

results in less total porosity. As shown in Fig. 6, b and c,

although the critical strain rates are almost similar for all

cases, the average pore radius decreases and pore density in-

creases in more complex loading conditions. The most den-

sity of pores can be seen in the NEQ4 case, in which the pore

density is more than twice of the ST case. This suggests that

the lipid bilayer is not able to resist highly unequal, shear-

like loading conditions, and new, smaller pores form more

easily on the membrane surface in non-equibiaxial loading.

Therefore, it can be concluded that more complex types of

loading can significantly increase the number of pores,

which leads to a lower average pore radius. This conclusion

is in qualitative agreement with the all-atomistic simulations

of Murphy et al. (24), which reported an increase in the den-

sity of pores in more complex loading conditions.

Effects of strain rate on pore formation and

growth

Finally, we studied the influence of strain rate on the for-

mation of pores. The time dependency of membrane disin-

tegration has been reported both in experimental and

computational studies. The micropipette aspiration experi-

ments of Evans et al. (27) show that increasing the loading

rate in the range of 0.01–100 mN/m results in higher crit-

ical rupture tensions for lipid vesicles. Li et al. (38) re-

ported that RBCs can withstand the areal strain of �40%

under very high rate deformations generated by an im-

pulse-like, laser-induced cavitation bubble (usually during

a few tens of microseconds). This critical strain is one or-

der of magnitude higher than the quasistatic critical strain

of 2–5% (28,66). The same behavior is qualitatively re-

ported in all-atomistic MD simulations (23,24,39). Howev-

er, limited by the available computational resources, the

all-atomistic results are usually performed in small patch

sizes (a few tens of nanometers squared) and at very high

strain rates in the range of �106–1010 s�1, which are close

to or even higher than the shock-wave-induced strain rates

(22,37). This leads to the pulling speed in the range of few

meters per second on a typically nanometer-scale patch.

Meanwhile, the typical strain rate of 4000–42,000 s�1 un-

der a high shear flow of medical devices results in the pull-

ing speeds in the range of a few millimeters per second,

which is out of the reach of all-atomistic MD simulation

in literature (5). Here, we focus on the strain rate effects

in length- and timescales that are hardly accessible for

all-atomistic MD. As a result, the pores are able to form

and grow with less artificial effects arising from the

finite-size effects and unrealistically high strain rates. The

unsteady simulations are performed with equibiaxial

stretching rates of 10�5
t
�1, 5.0 � 10�5

t
�1, 10�4

t
�1, and

5.0 � 10�4
t
�1 (considering the time unit of t z 10 ns,

the strain rates are 103, 5 � 103, 104, and 5 � 104 s�1).

Each case is repeated three times, and average values of

critical strains are reported (the error bars show the stan-

dard deviation of results from the mean value). The same

method as discussed for the pure lipid bilayer is utilized

again to run the quasistatic simulation. The D80 membrane

patch, which has the initial size of 420s � 290s � 100s

a b

c

FIGURE 6 (a) Porosity versus areal strain, (b)

average pore radius versus areal strain, and (c)

pore density versus areal strain for various loading

conditions. Error bars show standard deviations

from the average value of three simulations for

each case. To see this figure in color, go online.
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(420 � 290 � 100 nm), is used for all the simulations, and

each simulation is continued to the point that porosity of

membrane reaches the limit of P ¼ 0.12 (total pore area

is 12% of initial patch area). The critical strain of pore for-

mation under various strain rates is plotted in Fig. 7 a. The

quasistatic result is shown by the strain rate of zero. The

critical areal strain increases by approximately 100%

when the strain rate increases from 10�5
t
�1 to 5 �

10�4
t
�1. The dependency of critical strain on the strain

rate is less in lower strain rates but increases at higher

rates. Fig. 7 b shows the porosity of membrane in various

areal strains. It can be seen that although the critical strain

is different, the pore growth over increased strain (the slope

of porosity) is almost the same for all cases. The slope is

slightly lower for the case of 5 � 10�4
t
�1 because of

higher pore density, which limits the growth rate of each

pore. In other words, after the initial pore formation, the

growth rate of total pore area is similar for all cases. Multi-

pore formation is also reported in AA MD simulations of

higher stretching velocities (21,23). Although our large

membrane patch can have more than one pore even in qua-

sistatic simulations of areal strains larger than 9% (for the

case without cytoskeleton at the areal strain of 8.3%, as

shown in Fig. 2), employing higher strain rates dramati-

cally increases the density of pores. As shown in Fig. 7

c, the density of pores under the strain rate of 5 �
10�4

t
�1 is approximately three times larger than the case

with the strain rate of 10�4
t
�1 under the same porosity.

This jump in the pore density can be explained by the

fact that the pores do not have enough time to grow at

higher rates when the strain increases very fast and the

membrane has to relax its energy by opening new pores.

Fig. 7 d depicts the average pore radius at each porosity

for various high strain rate cases. As an obvious conse-

quence of the higher pore density under the same porosity,

the average pore radius is lower at higher strain rates.

Snapshots of Fig. 7 c show membrane patches at the

same porosity of P ¼ 0.1 for various strain rates. Greater

number and less average radius of pores at higher strain

rates might be useful in drug loading applications, in which

a specific total area of pore is achieved without making

very large pores that grow unlimitedly and result in com-

plete rupture and cell lysis. In contrast, lower strain rates

are favorable for generating larger pores that allow loading

of large molecules that cannot easily pass through small

pores.

CONCLUSION

We have developed a CGMD model for the RBC mem-

brane with a triangular meshwork of CG beads that repre-

sents the cytoskeleton structure to analyze the process of

formation, growth, and closure of transient pores. The pres-

ence of cytoskeleton and transmembrane proteins limits the

pore growth, which results in a lower total pore area. More-

over, a critical areal strain between 4 and 5% for pore

growth is observed with consideration of membrane de-

fects, which is consistent with experimentally measured

critical strain of �4% (27,28). This suggests that defects

might be one of the reasons for the discrepancy that is

observed between the critical strain of pore formation in

numerical modeling and experiments. The process of

pore recovery under negative strain rates is also studied.

The closure process of pores is not the same as the open-

ing. Pores remain open until negative areal strains of

��2%, suggesting that once a pore forms on the

a b

c
d

FIGURE 7 (a) Critical strain of membrane (error

bars show standard deviations from the average value

of three simulations for each case), (b) porosity of

membrane versus areal strain, (c) density of pores

versus porosity (snapshots I–IV show the pore

numbers at the porosity of P ¼ 0.1 for 1 � 10�5–

5 � 10�4(t�1), respectively), and (d) average radius

of pores versus porosity for various strain rates. To

see this figure in color, go online.
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membrane, it might remain open until the local areal strain

reaches negative values. Similar cyclic loading conditions

can be experienced by RBCs that have tank-treading mo-

tion under high shear rate flows. The cyclic loading of a

patch can lead to a lower number of pores with a larger

radius that require more energy to recover again. Moreover,

we analyzed non-equibiaxial and strip biaxial cases to

study the effect of more complex loading conditions on

the pore formation process. Although the critical strain is

not very sensitive to these changes, the porosity and

average pore radius decreases when the patch experiences

more complex loading conditions. Moreover, the pore den-

sity increases in non-equibiaxial cases. Utilizing this meso-

scale CGMD model, we studied the effect of higher

stretching rates in the pore formation process. Thanks to

the computational gains of employing an implicit-solvent

CGMD model, we can simulate much larger patches than

all-atomistic MD simulations that alleviate finite-size ef-

fects under more realistic, lower strain rates. In agreement

with experimental and computational studies at various

length scales, the critical strain increases with higher strain

rates. Furthermore, the density of pores increases at higher

strain rates. Despite all the simplifications, this CGMD

model provides new, to our knowledge, insights into the

process of transient pore formation in the RBC membrane.

Moreover, considering the multiscale nature of the RBC

pore formation during damage or drug delivery, this model

can be employed as a finer-scale tool that can be coupled

with continuum, cellular-scale models and predict the

pore characteristics based on the local strains on the mem-

brane surface. Further development of this model,

including a more complex representation of cytoskeleton

and transmembrane protein, is currently under progress.
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plementation of elastic objects immersed in a fluid. Comput. Phys.
Commun. 185:900–907.

Razizadeh et al.

482 Biophysical Journal 119, 471–482, August 4, 2020


	Coarse-Grained Modeling of Pore Dynamics on the Red Blood Cell Membrane under Large Deformations
	Introduction
	Methods
	Results and Discussion
	Effects of cytoskeleton on pore formation
	Pore closure under relaxation and compression
	Complex loading conditions
	Effects of strain rate on pore formation and growth

	Conclusion
	Supporting Material
	Author Contributions
	Acknowledgments
	Supporting Citations
	References


