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ABSTRACT. This article represents the second installment of a series of papers concerned
with low regularity solutions for the water wave equations in two space dimensions. Our
focus here is on global solutions for small and localized data. Such solutions have been
proved to exist earlier in [I5] [7} 10, 12] in much higher regularity. Our goal in this paper is
to improve these results and prove global well-posedness under minimal regularity and decay
assumptions for the initial data. One key ingredient here is represented by the balanced cubic
estimates in our first paper. Another is the nonlinear vector field Sobolev inequalities, an
idea first introduced by the last two authors in the context of the Benjamin-Ono equations

[14].
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1. INTRODUCTION

We consider the two dimensional water wave equations with infinite depth, with gravity
but without surface tension. This is governed by the incompressible Euler’s equations with
boundary conditions on the water surface. Under the additional assumption that the flow is
irrotational, the fluid dynamics can be expressed in terms of a one-dimensional evolution of
the water surface coupled with the trace of the velocity potential on the surface.

The choice of the parametrization of the free boundary plays an important role here,
and can be viewed as a form of gauge freedom. Historically there are three such choices
of coordinates; the first two, namely the Eulerian and Lagrangian coordinates, arise in the
broader context of fluid dynamics. The third employs the so-called conformal method, which
is specific to two dimensional irrotational flows; this leads to what we call the holomorphic
coordinates, which play a key role in the present paper.

2020 Mathematics Subject Classification. 76B15, 35Q31.
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Our objective in this series of papers is to improve, streamline, and simplify the analysis
of the two dimensional gravity wave equations. This is a challenging quasilinear, nonlocal,
non-diagonal system. We aim to develop its analysis in multiple ways, including;:

(1) prove better, scale invariant energy estimates,
(2) improve the existing results on long time solutions,
(3) refine the study of the dispersive properties and improve the low regularity theory.

The first step of this program was carried out in [3], where we have developed a new class
of estimates, which we called balanced energy estimates, which led to drastic improvements
in the study of the low regularity well-posedness for this problem.

In the present article we carry out the second step of this program, and obtain an enlarged
class of global solutions, with decaying initial data of minimal regularity. In a nutshell, our
result reads as follows:

Theorem 1. Small and localized data leads to global solutions, which exhibit dispersive t3
uniform decay.

Compared to the prior work of the last two authors [10], [12], in this paper we bring forth
several key improvements:

i) We lower the regularity requirements for the initial data both at low and at high
frequency, to almost optimal levels. In other words, our global well-posedness results
are nearly scale invariant, at almost the same regularity level that would be required
for an equivalent, semilinear, cubic NLS problem.

ii) We use the sharp, cubic balanced energy estimates of [3], as well as the Alazard-
Delort idea in [7] of performing a partial normal form transformation in order to
further simplify and streamline the proof.

iii) At a technical level, we develop in this context the idea of nonlinear paradifferential
vector field Sobolev inequalities, which was first introduced by the last two authors
in the Benjamin-Ono context [14].

1.1. Holomorphic coordinates. It has been known since the work of Zakharov [19] that
under an irrotationality condition, the water wave equations can be viewed as a self contained
system for the water surface together with the trace of the velocity potential on the free
surface. For a two dimensional fluid, this yields a fully nonlinear first order system in one
space dimension.

In addition, one has the freedom of choosing the parametrization of the free surface in a
favourable manner. Classical parametrizations rely on either the Eulerian or the Lagrangian
coordinates. But in the two dimensional case, there is a better choice, that is the holomorphic
(conformal) coordinates, which are based on conformally representing the two dimensional
fluid domain as a half-plane. These coordinates were independently introduced by Wu [I§]
and Zakharov & al. [9] in the study of the dynamical problem, though conformal coordinates
of various types had been used before in the study of traveling and solitary waves.

In this article we will use the holomorphic coordinates, but in an alternativ{] formulation
developed in the last two authors prior work [10], jointly with Hunter. Denoting by « the
variable on the real line and by «a + i the complex, conformal coordinates in the lower

IThis should be compared with the use of real valued functions in [9], or with a second order evolution
formulation in [18].
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half space, the water wave equations are written as a system for a pair of complex valued
functions (W, Q) on the real line, as follows:

e o — a+ W(a) represents the conformal parametrization of the fluid surface, which
is a non-self-intersecting curve but not necessarily a graph.

e o — Q(«) represents the complex velocity potential on the free surface, where the
real part of () is the real velocity potential and its imaginary part is its harmonic
conjugate, namely the stream function. It is only defined modulo constants.

Here (W, Q) are further restricted to the class of functions that by a slight abuse we call
holomorphic, i.e. which admit holomorphic extensions to the lower half-space, with suitable
decay conditions in depth. In the infinite depth case these are exactly the functions which
are frequency localized to negative frequencies. One significant advantage of this choice is
that this class of functions forms an algebra.

With this choice of variables, following [10], the nonlinear water waves system takes the
form

{Wt + F(1+W,) =0,
(1.1)

Qi+ FQ, —iW + P[RR] = 0,

Qa - @ 2 Qa
F=pr|—=|, J =11+ W,]|7, R = ,
{ J | | 14+ W,
where P is the projector to negative frequencies. The factor R above has an intrinsic meaning,
namely it is the complex velocity on the water surface. Also note that J represents the
Jacobian of the conformal change of coordinates. We can also re-express F' in terms of Y,

where the function Y, given by

W
14+ W
is introduced in order to avoid rational expressions above and in many places in the sequel;
then we have

(1.2) and W =W,,

F =R+ P[RY —RY].

This system admits a conserved energy (Hamiltonian)
1 1, — — 1 — —
13)  EON.Q) = [ SIWP+ 5(@@, - QQu) - (VW + W) do

We also consider the system for the differentiated good variables (W, R), which are what

we call the diagonal variables
(W, R) := (W Qa ) .

a 1+ Wa
Differentiating (|1.1]) yields a self-contained system in (W, R):
1+ W)R,
D/W + % = (14+W)M,
(1.4) *

(W —a
DtR_Z<1+W>’
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which is satisfied in full but is equivalent to its projected version onto the holomorphic class.
Here D, = 0, + b0,, plays the role of the material derivative, b is the advection velocity and

is given by
R —[ R
b=P — |+ P ,
[1+W} [1+W}

and 1+ a is the Taylor coefficient, which represents the normal derivative of the pressure on
the free surface, and is given by

(1.5) a:=1i(P[RRs] — P [RR.]).

Finally the auxiliary function M, closely related to the material derivative of a, has the
expression

R, R, — = — S —

W + TwW bo = P|RY, — R,Y] + P[RY , — R.Y].

To complete our description of the equations we also need to add the linearized equations
which are best seen not as an evolution for the linearized variables (w, q) associated to (W, @),
but rather as an evolution for the good linearized variables

(1.7) (w,r) = A(w, q) = (w,q — Rw).

These equations have the form

(1.6) M

1
PDyw+ P [ _ra} +P [ Ra_w} = PGo(w, ),
1+W 1+W
(1.8)
1+a

PDyr —1P
tT 1 |:1+W

where (Go, Ko) represent perturbative terms, see [10].

w} = PKo(w,r),

1.2. Sobolev spaces and local well-posedness. The well-posedness for the water wave
system ([1.1)) is naturally considered on a scale of Sobolev spaces inspired by the conserved
energy in ((1.3). Its quadratic part corresponds to the Hilbert space ‘H with norm

1w, )3 = llwllzz + 17l -

For higher regularity we use the scale of Sobolev spaces H?®, which we recall from [10] and
[3], endowed with the norm

[, 7)]

e = [[(D)*(w, 7|

L2xH X
where s € R.

Since many of the estimates in both this paper and its predecessor [3] are scale invariant,
to describe them it is very useful to also have homogeneous versions of the above spaces,
namely the spaces 7" endowed with the norm

1w, )l = [I[D] (w, )|

We caution the reader that, in order to streamline the exposition here, our notation for the
energy spaces differs slightly from the notation used in [10].
For the local well-posedness problem, it suffices to work with the differentiated system

(1.4). For this we have the following result:
4
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Theorem 2 ([3]). The differentiated water wave system is locally well-posed in H® for
s> %.

For reference one should compare from below with scaling which corresponds to sy = %
This result represents the current best result, following a succession of several other results.
This started with the work of Alazard-Burq-Zuily [5], who proved energy estimates and
well-posedness roughly for s = 1+ § with 6 > 0. Using the holomorphic setting and further
structural properties of the equations, the energy estimates were improved by the last two
authors together with Hunter [10] to the case § = 0. This is an important threshold as it is
where the Lipschitz property for the velocity is lost. Further improvements were obtained in
subsequent work of Alazard-Burqg-Zuily [4, 6], who proved and used appropriate Strichartz
estimates for this system. Their result in 2-d yields local well-posedness in for § = —1/24.
This was followed by the results of the first author, who was able to further improve this
first to 6 = —1/10 in [1] and then to 6 = —1/8 in [2], and finally to the result above.

A family of energy estimates developed by the authors in [3], which we call balanced energy
estimates, played the key role in the proof of this result. The same estimates play an essential
role in the present paper, as they are part of what allows us to reach the optimal regularity
threshold. They are described in detail in Section [3

1.3. Global solutions and the main result. In order to state our main result, we intro-
duce appropriate weighted norms which are based on the scaling symmetry of the problem.
Precisely, the equations (1.1]) are invariant with respect to the scaling law

(W(t,0),Q(t,a)) — (A2 (M, X2a), A Q(A, A2a)).
The generator of this symmetry is the scaling operator

where we define the scaling vector field by

S =10, + 2a0,.

Writing
(1.9) (w, ) = AS(W,Q),
where A represents the diagonalization operator
(1.10) A(w,q) = (w,q— Rw),  R— 15‘;%,
and o > 11/4, we define the weighted energy norm
(1.11) W, Q)@ llwwe = W, QYD) 1 + [[(W, R)E) o2 + [ (w0, ) (D) 3
We remark that at time t = 0 this simply becomes
(1.12) W, Q)(0) e = [[(W, Q)O) x + (W, R)(O) |01 + [l W, R)(O)]] -

In order to track the uniform, dispersive decay of the solutions, we will also use a pointwise
control norm, namely

W, R)(O)llx = [[[PI72Wlzee + [|R]| e +[[WI[ 3 +[IR],
00,2
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where the above homogeneous Besov norms are defined as

b, =2 2 Pl
kEZ

]

with P, denoting the standard spatial Littlewood-Paley projectors at dyadic frequency 2*.
Given these definitions, our main result is as follows:

Theorem 3. Assume that the initial data for the water wave system (1.1)) satisfies
(1.13) (W, Q)(0)lyype < € < 1.
Then the solution (W, Q) is global in time, and satisfies the global energy bounds

(1.14) W, Q) (®)llypres < ety

with a universal constant ¢, as well as the global pointwise bounds
(1.15) [(W.R)(1)]lx < elt) 2.

To place this result into context, one should start with Wu’s almost global result [17],
which was based on a mix of conformal and Lagrangian coordinates. Her work was fur-
ther developed by Tonescu-Pusateri [I5] to a global result. Independently, Alazard-Delort
[7] obtained a different proof of the global result, based on a new idea which they called
paradiagonalization, which combines a partial normal form transformation with a microlocal
diagonalization of the remaining system, which is done at the paradifferential level. Both
of these results required extensive arguments, as well as very high regularity for the initial
data.

Shortly afterward, the last two authors’ work [10], [12], the first also joint with Hunter,
brought a new perspective and a new proof of the global result for this problem, with shorter,
simpler arguments at far lower regularity, which corresponds to H® with the notations above.
These advances were primarily due to two new ideas, implemented in the context of holo-
morphic coordinates:

i) The modified energy method, which asserts that, in quasilinear problems, it is more
efficient to construct normal form inspired modified energies which are accurate to
quartic order, rather than trying to directly apply a normal form transformation.

ii) The wave packet testing, which is an efficient way to capture asymptotic equations
in a modified scattering scenario.

Another key idea in [10] was that the main estimate, and the bulk of the analysis, should
be carried out at the level of the linearized equations rather than on the full equations. This
contributed to both strengthen the results and to streamline the arguments.

The aim of the present paper is to take advantage of further gains in understanding the
best ideas and methods that can be applied to this class of problems, in order to obtain a
near optimal result. Compared to [10], [I2], there are four such improvements:

i) In terms of energy estimates, we are able to replace the cubic energy estimates of [10]
with sharper ones, which we call balanced energy estimates. These estimates, recently
proved by the authors in [3], are still cubic, akin to [10], but have a better balance of
regularity in the control norms, which allows us to lower the required data regularity
in the result. Notably, these estimates hold both at the level of the full equation and

at the level of the linearized equation.
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ii) In terms of normal form analysis, we borrow an idea from Alazard-Delort [7], which
is to “prepare” the problem with a partial normal form transformation. This al-
lows us to ultimately reduce a good portion of the analysis to a more favourable,
paradifferential setting, without losing any regularity in the process.

iii) In order to convert vector field energy estimates to pointwise bounds, we use an idea
inspired from the last two authors’ work [14] on the Benjamin-Ono equation, and
prove the pointwise bounds in a nonlinear, paradifferential setting, rather than in a
linear setting as in [12]. This is important because the reduction to the linear setting
inherently loses derivatives.

iv) The wave packet testing, which uses the same principle as in [12], is now also applied
in the paradifferential setting rather than in a more NLS-like scenario, as in [12]. This
creates additional difficulties, but ultimately does not affect the asymptotic equation.

Our refined analysis in this article allows us not only to relax the initial data regularity at
high frequency to the nearly optlmal level #” with o > 11 /4, but also to relax the initial data

regularity at low frequency to 7—[4, which in particular allows for initial data with infinite
energy. An improvement of this type has been previously obtained by Wang [16], but only
1

to 'Hg.

1.4. On optimality. Our goal here is to heuristically explain why our result is nearly
optimal, by comparing it with its sharp counterpart for the cubic NLS problem.
We begin by recalling the optimal result for cubic NLS,

— Au = tulul?, u(0) = up.

Small and localized data for this problem leads to global solutions. A good starting point
here for instance is the the result of the last two authors in [II], which asserts that an
appropriate smallness condition is

Juol[r2 + [|zuo|[ e < 1.
This is not scale invariant, but by scaling one can replace it with a scale invariant counterpart
(1.16) [[uo| 2| zuol| 2 <1,

which roughly corresponds to
x%uo e L
On the other hand, for the water wave problem, our smallness assumption for the initial
data reads

IOW, R)l|go—r + [(W, Qg + (WL Ry < 1.

Consider the limiting case o = II Then by scahng one can replace this smallness condition
with

(1.17) (W, B) o ([W, Q) gy + (WS B 4) <1

Here the last two norms were kept together, as they have the same scaling and are in effect
related via a Hardy type inequality at the linear level.

We will argue that, in a suitable interpretation, the two smallness relations and
are essentially equivalent in a frequency localized setting. To see why this is so one

should think in terms of NLS approximation results for water waves, for which we refer the
7
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reader to [I3] and references therein, and also [§]. In a nutshell, these results assert that
water waves are well approximated by the (focusing) cubic NLS in well chosen regimes as
follows:

e The frequency of the solutions is well localized near a given frequency &,, around
which the water waves linear dispersion relation 7 = j:\/m is well approximated by
its quadratic approximation.

e The water wave to NLS connection is given via a normal form transformation, which
eliminates quadratic interactions and leaves only cubic interactions, as in the NLS
case.

For water waves, after diagonalization and normal form analysis we have a cubic nonlin-
earity, which for a diagonal variable

v=W+ilD|2Q
has roughly the form
(1.18) v, — |D|2v = | D3 (v|v]?).

Here we neglect the exact placement of derivatives, only counting the total number, as this
approximation is valid anyway only near a fixed frequency. At this level, our smallness

assumption ([1.17)) becomes
(1.19) [0(0)]] = lava(0)]] 3 < 1.

To relate this problem with the cubic NLS, we consider solutions v at a fixed frequency
A. For the dispersion relation, we approximate our relation with a quadratic one, neglecting
the constant and the linear part (as in Galilean invariance). At frequency A we have

92
€2
Then our reduced equation (|1.18]) should be compared with the NLS type problem

€]2 &~ A2,

iy — A2 Ay = )\gv|v|2.
To eliminate the scaling parameters without changing the v frequency A we substitute
v(t,x) = )\_2u(/\_%t, ).

Now u solves the cubic NLS.
It remains to compare the smallness assumptions. At frequency A, the smallness condition

for v reads
X500z A 20 (0)] 22 < 1,
or equivalently
[0(0)[|z2llaw(0) ]| 2 < AT
Translated to u, we have arrived exactly at ,
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2. AN OVERVIEW OF THE PROOF

By our prior results in [I0], [3], the water wave system (1.1 expressed in holomorphic
coordinates is locally well-posed in the space

W.Q) e#', (W.Re# .

The objective of the proof is to use a continuity argument to extend these local solutions to
global in time solutions, by simultaneously tracking the Sobolev WH* norm and the uniform
X norm of the solutions.

Our energy estimates are based on [3], where we construct cubic energy functionals equiv-
alent to ||(W, R)||; for all s > 0. Unfortunately, in [3] there is no cubic energy estimate at
the level of ||(W,Q)]| . 1, so we need to do this here. Our remedy is to use instead the cubic

1

|H
#* energy estimates proved in [3] for the linearized equation. To make such an argument
possible, we will work with a one parameter family of solutions instead of a single solution.
Precisely, for h € [0, 1], we consider the family of initial data

(W3, Q8) = h(Wo, Qo)

and the corresponding solutions (W” Q"), and we will simultaneously track the energy and
the pointwise size for the entire family of solutions. To avoid cumbersome notations, we will
omit the index h for the rest of the paper. The h dependence will be important, and indeed,
critically used in a single place in the paper, namely in the proof of Proposition [3.1]

In order for us to be able to provide a modular proof, it is convenient to make in the
beginning the following bootstrap assumption in a time interval [0, 77,

(2.1) I(W.R)(®)|x < Celt) ™, || <T.

This will be assumed to hold uniformly for h € [0,1]. Then the main steps of our argument
are as follows:

1. Energy estimates. Using the bootstrap assumption, as well as the balanced energy
estimates of [3] (recalled here in Theorems {4 and [5)) we obtain the energy estimates with a
slight growth

(2:2) W, @)() s S Y.

Here, the notation < indicates a universal implicit constant, which in particular does not
depend on C' in (2.1)). This is done in Section [3|

2. Normal form reduction. In Section [d], we apply a partial normal form reduction, whose
primary goal is to eliminate the balanced quadratic interactions from the equations. Using

a partial normal form transformation, the variables (W, Q) are replaced by normal form
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alternates (W, Q), for which we obtain an equation with paradifferential quadratic terms
and full cubic terms, modulo quartic error terms; see Proposition [£.4]

We re-express the bounds (2.1)) and (2.2) in a paradifferential fashion in terms of (W, Q),

(2.3) [(Wa, Q) Dlx = (W, R)(t)|[x S Ce()™, [{| < T,
respectively
(2.4) 1OV, Q) ()l S W, Q) ()l S €8

Here the nonlinear WH* energy functional is replaced by a linear counterpart WH, defined
later in (4.8)). This step is carried out in Section . At the conclusion of this step, the
problem has been reduced to the study of the evolution of the normal form variables (W, @),
for which we need to improve the counterpart of the bootstrap assumption ([2.1), and show
that

(2.5) I(Wa, Qu)®lx S ()2, JHI<T.

3. Nonlinear vector field Sobolev inequalities. The goal in Section [5] is to derive a pre-
liminary pointwise bound for the normal form variables (W, Q) starting from the weighted
Sobolev bound WH in (2.4). Precisely, under the same bootstrap bound (2.4)) we show that

(2.6) 1 as Q) Ollxs S 10V, Q)0 e

Here the X* norm, defined later in (5.14)), is a microlocal improvement of the X norm, which
provides an additional frequency gain away from waves of frequency 1 which propagate with
unit speed. Precisely, the X* norm is stronger than the X norm in two ways:

e It has additional gains away from the frequency 1.
e It has additional gains away from the hyperbolic region.

One could think of this akin to Sobolev embeddings, with the key caveat that the norm
WH is not a classical, elliptic norm, and instead has a “hyperbolic” component in a certain
subset of the phase space.

We interpret the estimate as a linear paradifferential estimate, which generalizes
in a nonperturbative fashion a corresponding linear vector field Sobolev bound in [I0]. We
remark that the idea of replacing linear bounds with more robust (though also more difficult
to prove) nonlinear vector field Sobolev bounds was first introduced by the last two authors
in the Benjamin-Ono context in [14].

4. Pointwise bounds via wave packet testing. In this final step in Section [6, we use the
method of wave packet testing (see [11], [12]) to propagate sharp pointwise bounds along
rays, in order to prove the desired pointwise bound and close the argument. By virtue of
the X* bound, this is needed only in a time dependent range of frequencies around frequency
1.

In a nutshell, the idea is to use well-chosen wave packets in order to define a good as-
ymptotic profile v(t,v) which describes the leading order evolution of the solution at infinity
along rays x = vt, and then to show that ~ is an approximate solution to an appropriate

asymptotic equation.
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3. THE ENERGY ESTIMATES

Our goal here is to recall first the energy estimates of [10] and [3], and then to use them
to prove the bound , which contains the global energy bounds for our time dependent
weighted norm WH?.

The energy estimates for the solutions in both [I0] and [3] are described in terms of the
(time dependent) uniform control norms. The two control norms in [10], denoted by A and
B, and redenoted by Ay and A, in [3], are

(3.1) Ag = A= |[Wl|ge + [V [l + [I1DIZ Rll poors ,.
respectively
(3.2) Ay = B = ||[D]>W| sno + || Rallsrso-

By contrast, in [3] the leading role was played by an intermediate control norm interpolating
between Ay and A 1

(33) Ay = Wiy + IRl

1 3 .
4 4
o0, 00,2

Here the subscript of A represents the difference in terms of derivatives between our control

norm and scaling. In particular A, corresponds to and is controlled by the homogeneous
1

#2" norm of (W, R), and Ay is a scale invariant quantity. Concerning Ai’ we note the
following inequality,

(3:4) [1D1¥Wilzas0 + 1D]3 Rllsaro S Az

In addition to the pointwise scale invariant norm measured by A, we will also need a
secondary stronger scale invariant Sobolev control norm A* defined by

(3.5) A? .= ||DiW||14 + | D5 R)|| 4.

In [3] this is used to control implicit constants in some of the energy estimates.
We now recall from [3] the balanced cubic energy estimates. We begin with the full
differentiated system ([1.4)):

Theorem 4. For each s > 0 there exists an enerqy functional E, associated to the differen-
tiated equation (1.4]) with the following two properties:
(i) Energy equivalence if A < 1:

(3.6) E(W,R) ~ (W, R)|[5:
(71) Balanced cubic energy bound:
d
(3.7) —E(W,R) $a A3[|(W, R)|%:.
dt i "

Here the notation <4 indicates that the implicit constant is allowed to depend on A; this
has no impact here, as A will be shown to stay small for all solutions we work with. We
continue with the bounds for the linearized system (|1.8]), respectively:

Theorem 5. Assume A <1 and Ai € L?. Then the linearized equation (1.8)) is well-posed

1 1
in H*. Furthermore, there exists an energy functional E (w,r) so that we have
11



a) Norm equivalence:

1
El%n(w? 7") R At H(w7 r>”j'_[71£’

b) Energy estimates:
d 1
Z g
dt lin
In the present work, we use both theorems above combined with the pointwise bootstrap
assumption (2.1)) in order to establish the energy estimate ((1.14)).

(w,) St A3 (w2 ;.

Theorem 6. Assume that in a time interval [T, T| we have a solution (W, Q) to (L.1) with
small enerqgy

(W, Q)0 < e <1,
and satisfying the pointwise bootstrap estimate (2.1). Then we have the energy estimate

(3.8) (W, Q) )l S (), t € [-T.T]

for some universal C; > C?.

Proof. a) For the 71"~ bound for (W, R) we use the energy estimates in Theorem {| with
s = o0 — 1. The same energy estimates can be applied with s = 0, which yields the bound

IOW, R)(#) a0 S ().

Interpolating these energy estimates with the pointwise bootstrap bound ({2.1)), using suitably
chosen intermediate norms in both cases, this gives a bound for the A* control norm, e.g. by
writing

Aﬁ S/ (AH(VVa R) )% 5 C%€<t>01627%'

[
For small enough € this yields in particular the uniform in time smallness
(3.9) AP <1

This will be needed in parts (b), (¢) below in order to control the implicit constants in the
energy estimates for the linearized equation.

b) For the energy bounds in WH* on (w,t) = AS(W,Q), it suffices to use the balanced
cubic energy estimates for the linearized equations in Theorem [5] Using the Gronwall in-
equality, the pointwise bootstrap assumption ([2.1]), together with (3.9)), we have

(v, ¥) ()]l ;1 S eho AL (0, ) (0) 70 S €0 DT B (10, ) (O)]] e S e,

1

¢) The energy bounds in #* do not follow from Theorem , so we need to prove them
here. We will show that

Proposition 3.1. Assume the bootstrap bound holds. Then we have the estimate
(3.10) W@y < O IW.Q)0)]

1.
H H4
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Proof. This is the only place in the article where we use the fact that we work with a one
parameter family of solutions depending on the parameter h € [0, 1]. We will denote

(w.q) = (W.Q),  r=q-Ru

Then for each h, (w,q) solves the linearized equation around (W, @), and in particular we
can apply the energy estimates in Theorem [5| which, in view of our bootstrap assumption
(2.1]), yield the estimate

(3.11) [w. )O3 S BN Oy, e[0T, helo
Our task is now to first estimate the initial data (w,r)(0), and show that
(3.12) [[Cw, )O3 Sa [[(Wo, Qo) 4+
Secondly, we want the reverse estimate at times ¢ € [0, 7T,
(3.13) sup [[(W,Q)(@)I[, 3 Sa sup [[(w,r)] 3
helo,1] hel0,1]

Together with (3.11]), these two bounds imply the conclusion of the proposition.

Proof of . We have
(w,7)(0) = (Wo, Qo — RoWo).

Hence the only nontrivial expression to estimate is RoW,, for which we use Coifman-Meyer
type estimates to write

3 3
[BoWoll g < IWollza [1D]7 Roll s + || Roll s [l D] Wol| s,

where the first term accounts for the high-low interactions, the second for the low-high
interactions, and the balanced interactions can go either way.
The first term is estimated directly using a Sobolev embedding,

3 3
Woll s [1D1% Roll 2+ < IWoll 4 [I1D]7 Rollzs S Aﬁ||(WO,Q0)||ﬂ%
For the second term we use interpolation instead,

[Rolls S IIRo||‘°’ DI Rollavo < 1ol

2
3

Dl FRollf
respectively
3 1 2 1 1 2
IPFEWollze S WP 10aW o S NI 11D1 0aV[Z.

Combining the two and assuming the equivalence (to be proved shortly)
(3.14) IRl -3 ~aa: [1Qall -1

H
we obtain

| RoWo| .

3
H4

which suffices.
Proof of (3.14). We have the relations R = (1 —Y)Q, and Q, = (1 + W,)R, where
| Wal <A+ A<,

WZI inpee ~
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and, by the algebra property for the space Wit L>,

Y1yt e S A+ AP L

Hence, using also duality, it remains to show that we have a bound of the form

VA3 S IV gn - I8

But this is a standard multiplicative estimate, which is left for the reader.

Proof of (3.13]). There is nothing to do for W, since it is the antiderivative of w,

W (h) = /Ohw(hl) dhs.

It remains to consider (), where we write

Qh) = /0 r(ht) + (Rw)(h) dh.

The first term is straightforward, but we still need to estimate the second, where there is an
apparent loss of derivatives. To rectify this we replace @) by Q — TrW, which is akin to a
good variable. Computing

d%R = (ga —waR)(1 =Y) =ra(1=Y) + wRs(1 =)

we see that
h
(Q - TRW)(]Z) = / T+ TwR + H(w, R) - Tra(l—Y)-l—wRa(l—Y)W dhl
0

The second term on the left plays a perturbative role, in view of the bound
ITalV 1,3 S0 440Ql 1 < Q5

4

where R is related to @, via (3.14)).

3
Hence it remains to estimate the nonlinear terms under the integral in H*. For the first
two we have a Coifman-Meyer type bound
TR + T, R g
This leaves us with the last one. There, all frequencies in the factors of the para-coefficient
are negative so must be smaller in size than the frequency of W. Hence we can bound the
full expression as

1 _1
ITraa-v)twra e W o3 S IIPAWalla[[D]72 (ra(1 = Y) + wRa(1 = Y))| 1)

< Ay

1 1
A(D1rl|zallt = Ylzoe + llwllza [ DI2 Rl| o [I1 = Y| 2=2)

<
<a A,y

Here, in estimating the parafactor 7,(1 —Y) + wR,(1 —Y') we took advantage of the fact

that all factors are holomorphic, so the \D|’% operator always acts at the highest frequency.
This concludes the proof of (3.13]) and thus the proof of the proposition. O

Finally, Proposition [3.1] completes the proof of Theorem [6]
O
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4. THE PARADIFFERENTIAL NORMAL FORM

We begin by recalling from [10] the classical normal form variables,

{?:W—PWMAWJ
(4.1) 3
Q=Q— P2RW - R],

which solve an equation of the form

Wi+Q, =G,
(4.2) Vit @a=6
Qt —iW = K7
with sources (G, K') which contain only cubic and higher order terms.
We also recall the linear scaling operator

So(W, Q) := (200, W — t0,Q, 200,Q + itW),

which was also used in [I0] as the main vector field at the level of the normal form variables.
Using (4.2)), this can be expressed in terms of the scaling vector field S as follows:

(4.3) S, Q) = (ST, SO) — (G, ).

In this paper, we will instead use a paradifferential substitute of the normal form (4.1)),
defining

W =W — Ty, W — (W, 2RW),
(4.4)

Q= Q — TpW —II(R, 2RW),

where here and throughout, we let both paradifferential operators T" and II include an implicit
projection P, so that T'= PT and Il = PII. This somewhat unusual convention is motivated
by the fact that our flow evolves in spaces of holomorphic functions.

This can no longer be seen as a full normal form transformation, but, instead, only as a
partial normal form. This idea was introduced by Alazard-Delort in [7], in the context of
the Eulerian formulation of the equations.

Here and throughout, we fix a self-adjoint quantization for the paraproduct operator T
viewed as a pseudodifferential operator. For instance, we may use the Weyl quantization, or
simply the average
%(T +T7).

In the following sections, we will use several classical multilinear estimates for 7" and I1. We

refer the reader to Appendix B in [10] and Section 2 in [3] for such estimates.
Our objectives in this section are as follows:

(i) To transfer the H* bounds from (W, Q) to (W, Q):
Proposition 4.1. Assume (2.1). Then we have

(4.5) |(Wa, Q)1 = |(W, R)| ;o1
as well as
(4.6) 107, Q)4 ~ 10V, Q5.

15



We also prove the similar bound associated to the scaling vector field S:
Proposition 4.2. Assume (2.1). Then we have

(4.7) I(SW, QI3 < (w0, 5+ 1(W, Q)] 3
with (w,t) as in (L.9).

‘Given the two propositions above, it is natural to define the linear energy functional of
(W, Q) as
(18) 10V, Q) = 10V, Q)2+ (ST, 5

Then, as a consequence of the last two propositions, it follows that the energy bound .
for the orlgmal variables (W, @Q)) implies the corresponding bound (2.4]) for the normal form
variables (W, Q).

(ii) To allow the transfer of the pointwise bounds between (W, Q) and (W, Q):
Proposition 4.3. Assume (2.1)). Then

(4.9) [(Wa=W.Q, = R)llx S () |(W, R) | x-

On one hand, this bound allows us to transfer the bootstrap assumption to (W, Q), ie
show that implies (2.3)).

On the other hand, it shows that it suffices to improve the bootstrap condition for (W, @),
i.e. prove ; this in turn implies a similar improvement for (2.1).

(iii) To compute the paradifferential equation (&.2) for (W, Q), which is written in the
form

Wt + Qa + TzéRwaQOl - TQ%QQ Wa - é,

Q=W = Typg Qu = K,
with a good description of the source terms (@, K ). Precisely, we identify the leading order
cubic terms in (G, K), while proving improved decay estimates for the remaining quartic
terms:

Proposition 4.4. Assume that (2.1) and (2.2)) hold. Then (W, Q) solve an equation of the
form (4.10), where the source terms (G, K) satisfy the bound

(4.10)

(4.11) G B3 Sao W RIZNOV. Q3
Furthermore, (é, _f() can be split into
(G K) = (@7 K™ + (@ 8T,

where (G( ), K(B)) are explicit cubic expressions in (W, Q) given by [@.15) which satisfy the
bound

(4.12) G B, S

H%

a0 IOV ROV, Q)L e

while (@(4+)

(4.13) (&

K (4+)) are quartz’c and higher order expressions which satisfy the better bound
(4+ 3 T, =
< W
1 S IW RIKNT.QL,

16



We remark that, in view of the equations (4.10)), it is natural to replace the linear scaling
operator Sy used in [10] via (4.3)) with a nonlinear, paradifferential counterpart

S(W, Q) = (200.W = t0aQ + U(Topiir. Qo — Tong, Wa), 200aQ + it W — tType Q,),

so that we have

!

il

(4.14) SW,Q) = (SW,5Q) — t(G, K).

This system of equations for (W, Q) will play a key role in the next section.
We record the explicit cubic expressions for (é(s), K (5)) below. Here we have partitioned

~(3
the terms of G( ) into three components:

3 . . . . . .
° Gg ) corresponds to the perturbative cubic terms that arise from the time differenti-
ation 0;W,

. Gé ) corresponds to additional cubic terms that arise after cancellations with Q,,,

~(3 . . .. .. .
° G:(,)) corresponds to cubic terms that arise from rewriting the remaining quadratic
expressions in terms of the normal form variables.

The partition of K ® is similar. We remark that these decompositions are consistent with
the computations later in this section, but not so much with the resonant/nonresonant/null
decomposition in Section [5} for this reason, in Section [f] we reorganize them in a more useful
way.

It is convenient to denote the quadratic component of F', rewritten in terms of the normal
form variables (W, Q,,), as follows:



Then we have

(3) ~(3) (3)

2 +G37

QW) + Tig iy W+ THW o, 2R[Qu W o)) + T((QaWa)ay 2RW),

Qz
||

@
)T

Qz

(3
1
D W FD T W 4 (0L P Vo F
2 = WaE" + T W + (0 F 7 2RW) + I(F, Wo) + II(Wa, F )

——2 . = ~ ~ ~ ~
~ (W, Q) + Q. W2) = T2 Q, — Ty B 475 W

(]
Il

~ ( ~
Gy = = Tonr,, WAHTI(W o 2RW))a Qq
(2) < ~ <
+ TQERW ( Q W + F ) + TQ%RVVQ (TQQW + H(Qou 2§RW))0<
+ T2§R(Qaﬁ/a—(TQaI/T/+H(Qa,2%W))a)Wa — Thpg, (T W + (W, 2RW))a,

415) f(( - &Y+ KD + k&Y
T%Q P“Q 2] W+ TQa (TWa@a + H(Wav @a))
(( o PlQu e 2RW) + T(Q,,, 2R(Q, IV )

(W aQu @)+ (00 F ) = Ty . O

Ry = e W+ OV 200) = Ty g i1 Qo

~(3) ~ ~ ~ -
Ky = T2?R(T JWAIL(Qq 2RW)) oQa — 2§RQ (TQQW_{_H(QOUQ%W))&

—+ T2§R(Qawa)@& -+ Taa (Qa a) + TQQTQQ Wa.

4.1. The paradifferential equation. We begin by computing the cubic and higher order
perturbative source terms (G, K) for the paradifferential normal form variables (4.4) above,
simultaneously identifying the paradifferential quadratic potentials that we will collect on
the left hand side in the equation (4.10)). First we compute the time derivative,
(9tW - Wt - atTWaW - (9tH(Wa, 2§RW)
=—-F(1+W,)
+Tw, (F(1+W,))+ Tra+wa) W
T Wa, 2RIF(L 4+ Wa)]) + TH((F(1 4 Wa))ay 2RIV).

We collect the cubic terms below in Gj:
OW = —F(14+W,) + Tw, F 4+ Te,W + (W, 2RF) 4 II(F,, 2RW) + G,
where

(4.16) Gy = T, (FW) + Tipway W + (W, 2R[FW,]) + TI((FW,) 4, 2RWV).
18



On the other hand, we have
0aQ = Qo — OTRW — 9,II(R, 2RW)
= R(1 4+ W,) — 0, TrRW — O,II(R,2RW),
so that
OW + 0,Q = —F(1 + W,) + Tw, F + Tp,W + TI(W,, 2RF) + TI(F,, 2RW) + G,
+ R(1 4+ W,) — 0, TrW — 0,II(R, 2RW)
= Topw. F — TongWa + G1 + Gb,
where G5 contains only cubic and higher order terms,
Gy = (R~ F)Wo+ Tir_p) W +T((F — R)o, 2RW) + II(F — R, W,,)

(4.17) + 1Y — Wq, R) + P[II(W,, F) —TI(R,Y)]

+ (TyR — Ty F) + (TgW, — T5Y).

Lastly, we exchange the variables in the quadratic potentials for their normal form coun-
terparts (W, Q):

atW + aaQ - T2§RWQQO¢ - TQ%QQWQ + él + 62 + é3 = 2§RW(1@04 - TQRQQWQ + é,
where G5 contains the cubic and higher terms in the difference,

(4.18) Gy = Togw, F — Typyir, Qu + Topy. Wa — ToneWa.

For the second equation, we have
0,Q = Qy — O, TRW — O,II(R, 2RW)
=iW — FQ, — P[|RJ?]
+ Tyro—i(1+a)yy+ia W + TR[F (1 + W,)]
+ (bR, — i(1 + a)Y +ia, 2RW) + TI(R, 2R[F (1 + W,)]).
We collect the cubic terms below in K 1
0,Q = iW — TrQu — TeR — iTyW + TrTrW, — ill(Y, 2RW) + K1,
where
K1 = Tyroiay +iaW + Tr(Tw, F + (W, F))
(4.19) + (bR, — iaY + ia,2RW) + II(R, 2R[FW,])
+ [II(R,2RF) — II(F, Q) — (R, R)] + Tr_q, F.
As a result, we have
Q — iW = iW — TpQ, — TgR — iTy W + TpTpW, — ill(Y, 2RW) + K
— (W =Ty, W — II(W,, 2RW))
= —TRR — Tp(Qu — TeWa) + K1 + Ko,
where

(4.20) Ky = i(Tw, W — Ty W) + ill(Wy — Y, 20W) + Tr_pQaq.
19



Lastly, we exchange the variables on the right hand side for their normal form counterparts
(W, Q):
(9tQ — W = _TQ%QQQG + Kl + K2 + K3 = K,

where

(4.21) K3 = Typp, Qo — TR — Tr(Qa — TrWa).

We conclude

{8tW +0,Q — T2§RWaQa + Topg Wa = G,

(4.22) . o A
0,Q — iW + Typgy Q= K.

4.2. Energy bounds on the normal form. Here we prove Proposition [4.1] transferring
the energy estimates from (W, Q)) to the normal form variables (W, @), together with Propo-
sition , which is concerned with estimates on (SW, SQ).

Proof. For W, we estimate the quadratic corrections to W. We have

[Tw, W + IL(Wa, 2RW)| g7 S [Wallzoe [[Wall o

1
so that using ([2.1)) suffices. The H* estimate is similar.

For (), we first write

Q. = R+ RW. — 0,(TpW + II(R, 2RWV))
= R+ Ty, R+ 1I(R,W,) — Tr,W — 0,I1(R, 2RW).

We estimate the quadratic terms. First we have, using both (3.8) and ({2.1),
[Tw, B+ II(R, Wa) — II(R, 2RW,,) S IWallel[BI .-y S 1W, B[ x [|(W, Q)

. 1
||H07§

Similarly, we have

| Tr, W + (R, 2RW)| oy S DI 2RI [[W o S IOW, R) | [(W, Q) s

iE

1
For the H* bound, we directly estimate

|IT=W + IR, 2RW)|| s S DI R 2 [Wallze S IV, Q)llwas (W, R)|lx
where at the second step we have used .
It remains to show the bounds for (SW,SQ). Writing
(w,v) = AS(W, Q) = ((S = 2)W, (5 = 3)Q — R(S —2)W),
we have
SW =1w — (T, W + Ty, w0 + (g, 2RW) + I1(W,, 2R)
— Ty, W — PIL(W,,2RW))

+2W — (Tow, W + Ty, 2W + IL(2W,, 2RW) + II(W,,, 4RW)),
20



where the T' and II arise from commutators with «,
Tw, W = 2(Tiaw.). W + Tw.aWa) — 2a(Tw, W + Ty, W),
TH(Wa, 2RW) = 2(TI((aWa ), 2RW) + TLH(W,, 2R(alV,,)))
— 2a(II(Wag, 2RW) + II(W,, 2RW,,)).
Then it is straightforward to estimate each term on the right hand side in H 1/4, combining

(3.8) and (2.1)) as before. We remark that we gain a derivative in the commutator, so both
of these terms are estimated in a scale invariant fashion by

1P, Wy + (W 2Ry S [Wallos W) 3.

[P

For S@, we write
SQ = SQ — (TsgW + Trw + II(SR, 2RW) + II(R, 2Rw) — TxW — PII(R,2RW))
— (Tp2W + TI(R, 4RW))
=t + TR — (TsgW + (SR, 2RW) + II(R, ) — TpW — PII(R, 2RW))
— (Tr2W + II(R, 4RW)) 4+ 3Q) — 2RW.

We estimate the unbalanced terms on the right hand side of (4.23)), as the corresponding
balanced terms are similar. First, we have by Sobolev embeddings,

TRl gyosa < ol lIDP Rl o S [lvol] s
Using (13.14), we also have
IT=W | o S DIV AR 2 [Wallw Sas Q1 /1.

Next, we estimate the last two terms on the right hand side. The estimate for @ is
immediate. For RW, TpW and II(R, W) may be estimated as before, and we have

I Tw Rl yora S AW lealllDPARI o s W s

To estimate TsrW , we use the identity

(4.23)

ty + Rato

1+ W,
Consider the contribution T(;_yy., W from t,. The cases of three unequal frequencies may
be estimated as follows:

T2y Wl gyrs + 1Ty Wl s S (U [IWallzo) el gora [ Wall e Sa lIel ora-

Y

(S—1)R=

Since Y and t, are both holomorphic, there is no frequency cancellation in the balanced case
(Y, r,), and so this case may be treated in the same way.

For the contribution from R,to, we have T(1_y)g,nW. We consider the cubic term; the
quartic term is similar, measuring Y € L* in all cases. We have

1T, oW ll s S D2 R o 0] s [Wall e Sa llwl] s,
15, 2 Wl o S N0l a1 Rl o [|1DIPAW [ 8 S 0]l yosa.

As with the t, contribution, the balanced frequency case has no cancellation and may be

treated as either of these two cases.
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4.3. Pointwise bounds on the normal form. Here we prove Proposition 4.3] transferring
pointwise estimates from (W, Q) to the original variables (W, Q).

Proof. Recall our objective is to show that
[(Wa=W.Q, = B)llx < () [(W, R) | x.

For the W bound, we first consider the unbalanced paraproduct quadratic terms. For the
high frequency estimate, we have using ([2.1)),

10T, W1y S IWallo= Wy S et) (W, R
0,2 00,2
so it suffices to consider the low frequency L estimate with W<;. In this case we may gain
derivatives from the low frequency W, in the paraproduct. For instance, we may use the
estimate

I1DI720. Ty, Weall= S (IIDPH*W Iz Y DW=

A<1

S DPAW oo [[[DI2W |10 S €(t)™2(W, R)|x.
Next, we estimate the balanced quadratic corrections in W. Here, we likewise consider
the high and low frequencies separately. For the high frequencies,

10aIl(Wa, RIW) S NP Walle= W3 S e 1(W, R)|x.

1
ZIHBEO,Z 00,2

For the low frequency estimate, we have room as before to rebalance derivatives from the

first instance of W,. Here, note that the summation permitted by the rebalancing likewise
allows for the estimate of the implicit projection P in our notation for II. Precisely,

DI 201 (W, RW )<t [l S Y DI 2061 (Wo, RW)5| oo

A<1

SHDPAW [ [|D]V2W e S €(t)2II(W, R)|Ix.

~J

For @), we have

Q. — R =Ty, R+T(Wa, R) — To,W — 0,II(R, 2RW).

The estimates for the quadratic errors are similar to before: We consider the high and low
frequency estimates separately, and observe that the balance of derivatives is favorable for
each term so that we have room to rebalance as necessary. We present here the analysis for
the unbalanced paraproduct terms. Considering first the high frequency estimate, we have

ITw. Rl g < IWalle=lBI 5 < elt) (W, R)]lx,
00,2 00,2

1T Wl s S WDI2RI=[Wall 3 < ety 2[(W, R)||x.
0,2 00,2
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For the low frequency L estimate, we have
| Twa Rt [l S DI Wilzoe Y [[[1D[Y* Ryl o
A<1
S NDPAW || | Rl 1o S ()72 (W, R) |,
T Wil S MDY Rl Y 1D/ Wi| e
A<1

S DM R| = |IDI*W [ < €t)™2[(W, R)|x,
0

4.4. Bounds on the source term. Next, we estimate the cubic and higher source terms
(G, K) in the equation (4.10)), and thus prove Proposition .

Proof. To estimate G, we observe that all the termsin Gy, i = 1,2, 3 (see (|4.15))) are cubic and
higher order expressions with variables (Wa, R) or their respective normal form counterparts
(Wa,Q,), and also possibly Y instead of W, within the following set of rules:

(i) R or its equivalent @), appears exactly once.

(ii) W, or its equivalents Y, W, appears at least twice.

Similarly, after extracting the cubic terms G(g) as a trilinear expression in é(3)(Qa, W, Wa),
the remaining quartic and higher order terms share a similar description, but with (ii)
replaced by

(ii)” W, or its equivalents Y, W, appears at least three times.

In terms of estimates, these equivalent sets of variables are interchangeable by Propositions
and [£.3] To bound the cubic terms, we may rebalance the derivatives such that the
lowest frequency variable is estimated by

(W, Q)

while the remaining two variables are controlled by A3. To bound the quartic and higher

It =0 W R 3.

4
terms, we argue in the same fashion, with the adjustment that the two highest frequency
factors are controlled by A%, while the intermediate frequencies are controlled by Ay.
4

To estimate K, the discussion is similar but slightly more complex. As we will see below,
its cubic terms may be placed into three cases:

(i) cubic terms with If[/a,ﬁfa ,~W where W~is in the place of the highest frequency,
(ii) cubic terms with Q,, Q,, W, where a @, is in the place of the highest frequency,
(iii) cubic terms with @, Q,,, W where W is in the place of the highest frequency.

We allow as above for substitutions with equivalent variables W, ~ W, ~ Y respectively
@a ~ R. Then to classify the quartic and higher order terms, we obtain contributions
similar to the three above, but with an additional W, factor which is at or below the highest
frequency as described in (i)-(iii). In addition to this, we obtain one more term, namely

oo

(iv) a quartic term with R, R, W,, W, and highest frequency W.,,.
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This categorization is immediate for the terms of K 1 and K 5. For K 3, write
Ky = ToppQy — TgR — Tr(Qa — TeWa) + Tapo, Q@
= Topp(Q — TpW — (R, 2RW))y — TR — Tr(Qo — TrWa)

+ T28‘E(YQQ—(TRW+H(R,2§RW))Q)Qa
= Tr|[TrWo — (TeW)a] — Togr(II(R, 2RW)),, + Tr[RW,, — (TRW )4]

+ T28%(YQaf(TRWJrH(R,%%W))a)@a
= Tr[Tr_ g Wa — Ta,W] — Topr(II(R, 2RW))a + T[Tw., R + II(Wa, R) — Tr, W]

+ TZ%(YQQ—(TRW—FH(R,Q?RW))Q)@a-
The first term on the right hand side is quartic, recalling that
R— F = P[RY — RY].

In terms of estimates, as with G, in all of the cubic cases (i)-(iii) we may rebalance
derivatives such that the lowest frequency variable is estimated by

10V, Q).

while the remaining two variables are controlled by A2. For the corresponding quartic terms
4
we add Ay bounds for the additional W, terms. On the other hand, for the remaining quartic

term in (iv) we use W, € H Y for the highest frequency W,:
ITrTpiry gy Wall jars Sao (1Bl L [ Rl oo [[Wall Lo [Wall 24

Next, we identify the leading order cubic source terms (é(g), K (3)) in (é , K), with respect
to the normal form variables (W, Q).

First, we identify the cubic terms in G. Using the identities

F=Qu— Q.Y +P[RY —RY],
(4.24) W =W + Ty, W + (W, 2RW),
Q= Q + TpW +II(R, 2RW).

The first term of G; may be written
(425) TWQ (FWOé) = Tﬁ/a(é)awa) +9,

where g consists of quartic terms with variables R, W,,, W,,, W,,, possibly interchanged with
their normal form counterparts. By a similar re-expression of the remaining terms of G, we
may write
~ S ~ ~ S S ~ ~ (4
Cr = Ty, (QuWa) + Tig ), W + TV o 2RIQL W) + TH((Qu W o) 2RIW) + Gy
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From the last two lines of Gy, we observe that the quadratic components cancel,
(Y = W, R) + P[II(W,, F) = II(R,Y)] + (T¥R — Ty F) + (TxgWs — TgY)
= —II(W,Y,R) + P[Il(W,, P[RY — RY]) +II(R, W, Y)]
— Tyy.vR — Ty (P[RY — RY]) + TpW,Y
so that
@z:—VNVaP[@VNVa—@W} = o= W
(P |QuWa = QuWa]
——2 . — = s ~ 92
—1(W,, Q,) + P[H(Wow PlQWa = QWa]) +1(Qy W)

— T2 Q= Ty (PQuWa = QulVal) + T Wo + Gy,

For G5, we likewise observe that the quadratic components cancel,

G = Ton(Ty, W+TI(We22W))a Qa
+ Togw, (—QuY + P [RY — RY)) + Ty (TRW + II(R, 2RW)),
+ Ton(rwo—rpw iR 25w Wa — Tonr (T, W + (W, 2RW)),,
so that

G3 2%(7’ JWHI(W o 2RW) o Q
+ TQ%WQ(_QQWQ + P QQWOI - Qawa ) + T2§RWQ (TQQW -+ H(Qa, 2§RW))

~ ~ ~ ~ 4+)
+ Top@, Wa (1, W@ 20))Wa — Torg, (Tyy W+ II(W o, 2RW)) o + G

Next, we identify the cubic terms in K. From the last line of K7, we first observe the
quadratic cancellations,

[H<R7 2%F) o H(Fa Qa) o H<E7 R)] + TR*QaF
= —1(YQa, F) + II(R, P [RY — RY]) — Tg.vF
so that

Ky= Tz(éRQa)Qerzi%P[Q EQQ]W + T~ (TWa Qo +1I(Wa, Q,))

(2(RQy) Qua + 2ISP[Q0Qual, 2RW) + TH(Qy, 2R[Q, W u])
(W@ Qu) + Q0. P [QuWa = QuWVa]) = T, Qo+ K1,

For K, the quadratic cancellations are straightforward from the definition of ¥ and we

obtain
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For K5, we have the quadratic cancellations

K3 = Typp, Qo — TrR — Tr(Qa — TrWa)

= —Topraw+ti(r 28w ))e @a — Tono. (TRW + II(R, 2RW)),
+ Ton(@av)Qa + TR(QaY) + TRTF W,

and hence

Ks = —Tgm(navmn@mmw»ﬁa — Typo, (To, W+ 11(Q,, 2RW))a

Q
- - ~ - (4+)
+ TZ?R(QQVVD‘)QQ + Téa (Qawa) + TQQTQQ Woz + K3 .

5. THE POINTWISE ESTIMATES

So far, we have used the pointwise bootstrap assumption in order to derive the
energy estimates with €€ loss for (W, Q), which we then transferred to normal form
variables (W, Q), see , with a similar t°¢ loss. The remaining objective is to obtain an
improvement of the bootstrap assumption ([2.1)), which has in turn been reduced to proving
its counterpart for the normal form variables, namely the bound . All the work in the
last two sections of the paper happens at the level of the normal form variables (W, @)

Our primary objective in this section is to consider (W, Q) at fixed time, and to convert
the energy estimates into pointwise bounds, via vector field Sobolev type inequalities.

This will in particular yield the pointwise bound

(5.1) (W o, Qo) x S et 240,

However, this does not suffice in order to prove (2.5 because of the tC<* 1oss. For this reason,
we will instead obtain a sharper version of (5.1]), where the loss is replaced with a gain for
most components of (W, Q) To describe this gain, we will produce an elliptic/hyperbolic
decomposition

(5.2) (W, Q) = (W, Q)er + (W, Q)nyy.

Here the elliptic component contains a nearly full range of frequencies, but satisfies stronger,
elliptic bounds, and in particular has better decay,

(5.3) H(Wa, Qa)ezzHX S 615_%_6, o >0,

which suffices for .

The hyperbolic component, on the other hand, is frequency localized on a scale which
depends on the velocity v = a/t. While retaining the tC¢ loss, it has another redeeming
feature, namely a gain of min{|v|?, [v|’} away from velocity |v| ~ 1, with a universal small
b. This will defeat the ¢ loss outside a small region of the form

(5.4) W= <] <), s< 1.

That will leave us, at the conclusion of this section, with the remaining task of improving
the pointwise bounds for (W, Q),, within the above region ©°. This can no longer be done

via a fixed time analysis, and instead has to be accomplished dynamically. That will be the
26



objective of the last section of the paper, where we use our wave packet testing method to
capture a good asymptotic parameter y(¢,v) and its associated asymptotic equation.

5.1. A fixed time system for (W, Q). We recall from that we have
S(W,Q) = S(W,Q) — (G, K),
where the nonlinear paradifferential vector field S is given by
S(W,Q) = 200.W — t0aQ + t(Tymyy, Qo — Tong Wa), 200.Q + itW — tThyps Q).

Thus we can think of (W, @) at fixed time as the solutions to a system governed by the
operator S,

(5 5) {2a8aW - taaé? + t(T2§RWa Qa - TQ%QQ Wa) - G7

200,Q + itW — tTypp Q, = K,
where, by Proposition and Proposition 4.4 we control L? type norms as follows:

(5.6) 10V, Q)3 0 + (G

2
it < etoe.

At first we will regard this as a linear system for (W, Q), where the paradifferential coef-

ficients are decoupled from the main variables, and are instead assumed to have t2 decay
in the uniform X norm,

(5.7) |(War Qa)llx S Cet3.

The pointwise bounds we will prove for solutions to this system hold irrespective of the origin
of W and Q. To emphasize this, we will more generally consider any solution (w,q) to the
system S(w, q) = (g, k) or in expanded form

20Wq — 100 + t(Lopir Qo — Tonp Wa) = G,
(5.8) { ( 2RW o 2RQ,, )

204, + itw — tThpy G = k.

In a nutshell, our goal will be to obtain pointwise bounds for (w,q) in terms of Sobolev
bounds for (w, q), respectively (g, k). A simplified version of our main estimate is as follows:

Proposition 5.1. Assume that (W, Q) satisfy the bootstrap bound (5.7). Then the following
pointwise bound holds for solutions (w,q) to (5.8):

(5.9) (e ae)llx S 75 (@)l o+ o By )

However, such a bound does not suffice for our purposes due to the t°¢ loss in (5.6)), so
in the next subsection we perform a finer analysis, where we replace the X norm above with

a stronger norm, which we call X?.
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5.2. The elliptic-hyperbolic decomposition and the X* norm. To better understand
the system ([5.8)) we begin with a heuristic discussion. The starting point is to consider a
dyadic decomposition for «. In a fixed dyadic region a ~ «, the system (/5.8]) is microlocally
elliptic unless the frequency ¢ is comparable to

t2

50 = )

a3
in which case the system is microlocally hyperbolic. Thus in this region we distinguish
between

e Elliptic low frequencies, [¢] < &,
e Hyperbolic intermediate frequencies, |£| = &,
e Elliptic high frequencies, [£| > &.

The above phase space decomposition applies for a range of ag, but not for all. We separate
two extreme cases:

a) Very low o, namely

W

a <K o =14,

This corresponds to & > t2 and to | < v, = ¢t~1. In this range we simply separate
frequencies into low and high relative to the frequency &, = t2:

e Elliptic low frequencies, [¢| < &,
e High frequencies, || 2 &

1
where, in the high frequency region, the H* regularity of the source terms in (5.8)) is super-
seded by the #° bound for (w, q).

b) Very high o, namely
a > qp = 2.
This corresponds to & < t~2 and to v > vp,; := t. In this range we again separate frequencies
into low and high:

e Low frequencies, [£| < &,
e Elliptic high frequencies, [£] > &

1
where, in the low frequency region, the H* regularity of the source terms in ([5.8)) is super-

1
seded by the H* bound for (w, q).
Corresponding to the above decomposition of the phase space, we consider an associated
decomposition of (w, ). Our strategy will be to localize spatially first, and then in frequency.
Some care is required at the level of the spatial localization. At low frequency we have

weH 4, which is a localizable norm. On the other hand, at low frequency ¢ € H 4, which
is not a localizable norm; in particular ¢ is only defined modulo constants. Hence, rather
than localizing ¢ it is better to localize ¢g,. Thus, given a bump function y, we define the
associated localization operator, which we denote by x, as follows:

xX(w,q) = (wi,q1) ff w1 =xw, @10 = XGa-
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We now use these localization operators to define the X* norm via a full decomposition
of (w,q). We begin with the spatial decomposition,

(5.10) (0,4) = Xear, (0, @) + X (W, ) + D Xao(w, ).

alosaogahi

Then the summand in the last term is further decomposed in frequency,

(511) Xao (wa Q) = P<<50X040 ('LU, Q> + P{oxao (wa Q) + P>>§0Xao (U), Q)a

into an elliptic low frequency component, a hyperbolic component and an elliptic high fre-
quency component. We note that these truncations do not preserve the spatial localizations;
however the ensuing tails are smooth and rapidly decreasing away from the original support,
and do not have any effect on the arguments that follow.

For later use, we employ these truncations in order to define a decomposition of (w,q)
into an elliptic and a hyperbolic part,

(512) (U), Q) = (welb QSZZ) + (whyp7 thp)v
where the hyperbolic part is defined as
(5.13) (Whyps Ghyp) = Z Py Xao(w, ).

06105040504}”'

As hinted earlier, to measure the size of (w, ¢) we will not simply use the X norm; instead
we introduce a stronger norm X* which we now define. Based on the decomposition above,
we set:

(5.04) [ )llxs = Ixecor, (0.0 Lyt + X @Dl + 510 [Xan (w0, D)l

10500 S

where the first two of the component norms are as follows:

(5.15) . D)z = 3], )l g,

3
(5.16) w0}l = £l 5.
For the last component we distinguish between the case {, < 1 (which corresponds to
ap > t) and & > 1 (which corresponds to ag < t). In the first case, we set

1 -1 1 —a
GA7)  lws @)z, =128 * 1 Pogo(w, Dall 4 + 12 Pego (W @all -3 + & | Peo (W )| xo,

while in the second case we define

JR 1
(5'18) H(wa Q)ngo =12§, ? HP>§0(w> Q)QHFH% + 12 HP<§0(w> Q)aHﬂfi + g(l))HPEO(w7 Q)HX(%

where

5 1 11
Ty o7
Here the X° norm, used above as a reference norm, corresponds exactly to A; /45
[[(w, q)]|xo = Hwa”giz + \Iqa!\BéZ-

If oy < t, which corresponds to & > 1, then in the hyperbolic region the X° norm controls

the full X norm, and so it suffices to have a small gain b > 0. On the other hand if oy > ¢,
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which corresponds to & < 1, then the X° norm no longer controls the full X norm at
frequency &, so we need a gain a > % for the X norm; we actually get g.

The elliptic portion in our decomposition will play a perturbative role in our analysis. For
this reason, it is convenient to separately define a norm Xg” in order to measure it. Precisely,
we set

(5'19) H(w7 q)HXg“ = HX<<Oélo(w7 q)Hxlﬁo + ||X>>Oéhi<w7 q)”xfn + sSup HXOéo(wv q>HXi0 )

ell
oS0 Sk ¢

where

1 -1 1
(5.20) s a)lle, = 046 e, adall,y + 1w @)l -y
5.3. Bounds for the linear system (5.8)). The main objective here is to use the X* norm
in order to state and prove an enhanced form of Proposition [5.1}

Proposition 5.2. Assume that (W, Q) satisfy the bootstrap bound (5.7). Then the following
bound holds for solutions (w,q) to (5.8):

1

(5.21) I, @)l < 07 (1w, )30 + 0B )
Proof of Proposition[5.9 In the constant coefficient case, in the absence of the paradifferen-
tial quadratic terms, the bound essentially follows from [10]. The argument in [10]
begins with a frequency localization, and then identifies spatially the elliptic and hyperbolic
regions. In our case such an argument is no longer possible because the frequency localiza-
tion no longer commutes with S, i.e. the commutator of Littlewood-Paley projectors with
the paradifferential terms is not perturbative (does not have enough time decay). But what
we can do instead is change the order of the two steps, i.e. first localize spatially in dyadic
regions and then identify the elliptic and hyperbolic frequency ranges.

Step 1: Localization. To localize spatially we consider a unit bump function x which
selects a dyadic spatial range o ~ ag with a;, < ag < ap. Then |}/ < ap'. We replace
(w,q) by (w1,q1) = x(w, q), and seek to get a good equation for (wq,q;). We begin with

adyw; = xYadaw + ax'w,

1
which is acceptable since multiplication by y or ay’ preserves H*. Similarly, by duality, it
1

also preserves H * so the g, truncation is also acceptable.

Next we consider the commutator of x with the paraproducts. For these we need the
following

Lemma 5.3. Assume that the pointwise bound (5.7) holds. Then we have the commutator

bounds

(5.22) I T, Juwall, 3 S 47wl
(5.23) 6 T, Jaal 5 < 'l 3.
(5.24) I T Jaall 3 S 67Nl 5.
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Proof. We start with (5.22)). Since x is essentially localized at frequencies < ag?, we first
eliminate the low frequencies in w, namely those below o, ! Their contribution is estimated
directly, without using the commutator structure:

~ _3 ~
1D T, 1Peagrwall e S [ Qalleel| Peagiwallie S ag *[|Qallzllwll 4
Each additional derivative contributes an o' factor, so we get

1
1 T, )Pzl 3 S 20 ] 3.

which suffices since ag 2 o, = ti.
Next we replace x by 7. Suppose w is localized at frequency p > aq ! Then we estimate

1Pxllzoe S (o)™

?

and then repeat the computation above to obtain
| —-N
I = T, T 1 Buwall 3 S 172 0™ (pe) ]| -
Finally we consider the paraproduct commutator [TX,TQQ], where theNinput and output
frequencies are equal and equal to y > ay*. This vanishes if either x or ), are constant, so

it is natural to think of it as a bilinear form in their derivatives y, respectively @),,. Indeed,
we can write the commutator in the form

[T, Ty, 1Puwa = 17" Lun(Xa: Quas Puw)
where Ly, stands for a translation invariant trilinear form with uniformly integrable kernel
and lower frequencies in the first two entries. Hence we have the L? bound

1T T JPawall 3 S lIXallzoe [[Qall oo | Puw]l,

D
o SR Py

which suffices, exactly as above.

This concludes the proof of ((5.22)). The proof of ([5.23)) is identical.

Finally we consider ([5.24]), where we carry out the same steps. For the very low frequencies
we have

_ 1 _1,—1L
||[X’TWQ]P<aalthHH%I SJ OéOIHDQWHL‘X’HqHH% S Qg lt 2||qHH%7

for the high y frequencies we gain extra (o)~ factors, and the paraproduct commutator
is the same as above. U

To summarize, we have reduced the problem to three localized settings, i.e. where (w, g)
are localized in one of the following three regions:
(1) Low a, |a| < ajo = t1, where it suffices to prove a low frequency elliptic bound.
(2) High «, |a| > an; = t* where it suffices to prove a high frequency elliptic bound.
(3) Intermediate dyadic a, o &= g, with ti < ag < 2. Here we will do a full elliptic-
hyperbolic decomposition.

We consider each of these three cases in turn.

Step 2: The low « region, |a| < aj. Here for the high frequencies [€] > &, = t2, we

simply use the #° bound.
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The same A~ bound allows us to treat perturbatively the input of the high frequencies to

the equation (j5.§)),
ISPog, (w, @)l 4 S (1w )l

Here we use the bound on the size of o within the support of (w, ¢). The frequency projector
Ps¢,, does not have a localized kernel, but it decays rapidly on the t2 scale, so it only
generates O(t~V) errors.

Thus we are left with an equation of the form for the low frequency component
(wlm qlo) = p<<€l(, (U), q)

L{(wio, q10)] = (i0» ki),

where the localization is again retained up to negligible tails.

We rewrite this system as

tqlo,a = 204wlo,a + t(szeWaqm,a - TQ@%Qawlo,a) — Jio
Z'twlo - _204(]10,& + tTQ%Qaqu,a + kloa

with source terms (g, ki,) satisfying the same bounds as (g, k). Here we directly obtain the

elliptic bound
Gt wi0) 4 % 1 W i) 5
simply by treating all the terms we have moved to the right in a perturbative manner, using

both the frequency and the spatia]ﬂ localization. This in turn can be rewritten as

S0 kio)lLy S (10,0l e + 10 )

||(w107910)|| : i

Fit H?'-Flim

as needed for the X lﬁo norm.

Step 3: The high « region, |a| > «p;. Here we apply the same strategy as in the
previous case, but reversing the role of high and low frequencies. Precisely, for frequencies
1

below &,; = t~2 we only retain the starting H* bound for (w,q). This suffices in order to
place the contribution of the low frequencies into the source term in ([5.§]),
1S Pe (w, @)l 3 S ll(ws @)l 3

We note that here the left hand side cannot be estimated directly due to the large « factors.
Instead, we need to commute S and P<¢,;. Thus, we obtain a system of the same form (/5.8])
for the high frequencies (wp;, gni) = Pse,,(w, q). We rewrite this system in the form

20Whi0 = tqnia — Loy, Ghie — Topg, Whia) + Ghi

20qni0 = —itwp; + tThpg qhia + kni-
On the left we use the localization to |a| > az; = t? to estimate from below

2 (i i), I

Using this bound allows us to estimate perturbatively all the terms we have moved to the
right, and thus obtain the elliptic bound

o < —2< )
1wniar gni)ll 3 S 07 (s Dl g e + 109 Ry )

1 S (awnia; agnia)ll, 3 + [l (w, q)

2up to negligible tails
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as needed for the X }ﬁ” norm.

Step 4: The intermediate « region, o, < ap S ap. Here we assume that (w, q,)

~Y

are localized in the dyadic region |a| &~ ag. The difficulty we have in this region is that the
potentials are nonperturbative, at least in the hyperbolic region. To address this difficulty,
we first use perturbative analysis to estimate (w, ¢) in the elliptic region.

Step 4(a): The elliptic analysis. This has two components:
i) High frequency, £ > &;. Here the leading component is ad,, therefore we would like to
prove the bound
1

(5.25) 1Poclw, 9l S o = Il

With j > 0 we apply the projector Psqj¢, respectively in the equations (5.8, and commute
to obtain an equation for (w;, q;) = Psai¢, (w, q). We obtain

{2awj,a = tqj0 + t{Topw, Ga — Topg, Wia) = 9;

5.26 ,
( ) 20 0 + itw; — tTgm@an,a = kj,

with source terms
9j = Pozigeg + t([Poriey: Togiir J0j.0 — [Po2i60 Tong, JWja)
kj = Psaigok + t[Poaigy, Topg, Jwja-
1
We estimate the source terms in H* using (5.7)), as follows:
g5 kIl 3 S (g, )Ly + 26 ° (1D Qullz + W o)l (-1 1) ]
S @Ry + 6wy gra)l .
where (w;_1, gj_1) arise due to the fact that the commutators have a slightly larger frequency
support.
Then we consider the system (|5.26)), where we observe that all but the first terms in each

of the equation can be treated perturbatively at frequencies > &,. Hence we obtain the
bound

1
lwias tialll xS aa g5 k)l S G NG Ry + 12 (wimrar G-10) ] ):

Reiterating this bound several times, we are eventually able to use our a-priori bound on
(w, q) to conclude that for some large fixed j (e.g. j = 5) we obtain

1
s s Ly <1765 (100 Dl e + 18R )
thus proving ([5.25]).

ii) Low frequency, £ < &. Here the leading component is the linear ¢ component, therefore
we would like to show that

(5.27) 1Peg (w3 S 7 (1,00 + 18R )

The argument is identical to the one in case (i) above, so the details are omitted.
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(iii) Once we have the bounds in the elliptic region, we can truncate in frequency to the
hyperbolic region £ ~ &, using the elliptic bounds to estimate the truncation errors in the
system ([5.8). Thus we will assume from here on that both (w, q) are localized at frequency
&. This localization will destroy the spatial localization, but we will neglect this in the
analysis that follows since the generated tails are of size t~" and rapidly decreasing.

Step 4(b): The hyperbolic analysis. Here, as discussed in (iii) above, we assume that
(w, q) are frequency localized at dyadic frequency &y, spatially localized in the dyadic region
la| & ap, and the right hand side in the equation satisfies the same bounds as in the theorem.
It suffices to prove the desired pointwise bound for w, as ¢, can then be obtained directly
from either of the equations in ([5.8]).

Our next step is to eliminate g, from the two equations. To do this we use the paraproduct
product and commutator formulas from our previous paper [3, Lemmas 2.4, 2.5]. This gives

(5.28) (40® = 8atTyy + 4t°Tipg y2)Wwa + it*(1 = Topy Jw = 2ag,
where ¢, is given by
2091 = 2(a — tTéRQa)g + t(1 — 2T, )k + t*(Lwg + Mqy,),
with
L= 4(T&eQaT§eQa - T(éRtQa)?)7 M = [Tza%vi/aa T28%Qa]'
We can show that ¢g; and g are essentially equivalent:

Lemma 5.4. The function g, satisfies the same bounds as g,
(5.29) loill, g S (1w @)l e+ 1R )

H
Proof. Here it is easiest to use a result from [3], precisely Lemma 2.5 there. Applied with
71 =2 = 3 and using our bootstrap bound (5.7) it yields

_3 3 ~ 1 -3
12 Pe 222 < &0 2 D3 Qallbno S 560 ALy

This is exactly as needed since in our case the argument of L is spatially localized in the
region a & v, so the output has a similar localization modulo tails which decrease rapidly
on the &' scale.

For M we also use [3, Lemma 2.5] but now with 7, = 1 and 75 = 2, where the former

corresponds to W, and the latter to @a. We obtain

_3 1.~ 3 ~ 1 _
1LPe 222 S & * 1D Wl D* Qallmio S 560 Al
which again suffices. O

Consider now ([5.28)), which we rewrite in a shorter form

t2
(5.30) (1 — Ty, )w, + i—a (1 —Ty,)w = (2a) g1,
2

where the potentials V; and V5 are given by
2~ 7o,
Vi=—-——RQ,+—5RQ,)", Vo = 2RW,,.
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We carry out another reduction, which is to eliminate the paracoefficient of w,. This is
achieved by applying the operator 1 + 7 v, in (5.30). Using again paraproduct calculus

-
exactly as in the above lemma, (5.30)) is rewritten as

2

(5.31) Wwo + i—w — i&Tyw = 207 ' gy,
!
where g satisfies the same bound as ¢g; and V' is given by
2 _Vo—W
V=61 :
% T Vi

Here we pulled out the &, factor because in the region of interest |«| ~ ay we have ;—22&]_ L1,
The contributions of V outside a size ag neighbourhood of this region have size O(t~") and
can be harmlessly discarded.

In view of , in the above region the potential V' is real valued and has the following
properties:

i) small size,

VI
FNN

1
Ve < &5t72 S 17

)

ii) smaller gradient
_1.3
[PegyVall e <2728

For solutions to the equation (5.31)) we seek to prove a uniform bound of the form
_1.-5
(5.82) lwllm < el@)t 46 H(hwll oy + ol s+ el 1),

where the &, 7 factor corresponds to the A 1 norm while ¢(&) denotes any additional gain,

as required by the X }io norm.
Here we distinguish two cases depending on the size of &.

.1
Case 1: & > 1. Then we will establish a bound based on the H * norm for w, and will

instead show that

_1
(5.33) [w][ree S 726

N[
NG

1
2
lwll sy llgall” 5

.1 .
Since w is localized at frequency &, replacing the H * norm with H with o > % yields

a gain of ¢(§y) = 5()% () in , which exactly corresponds to our choice of b in the X*
norm.

Taking into account the localization at frequency &j, we can replace the Sobolev norms by
L? norms in (5.33)), and rewrite it as

S VP o= g a1 1
Jwllze S 728 " (&" lwllz2)= (X *lla" g2ll12),
or equivalently, as a bound for solutions to (5.31)), as
T 1
(5.34) lwllze < lwll7>lla™ gall 7.

We postpone the proof of this bound in order to discuss the second case.
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.1

Case 2: & < 1. Then we will establish a bound based on the H* norm for w, and will

show that
1 1 1

(53) ol S ¢4l ol .
This corresponds to choosing ¢(&y) = fog in (5.32)), which in turn corresponds to our choice
of a in the X* norm. Taking into account the localization at frequency &, and the spatial
localization at |a| & aq, this bound also reduces to (5.34)).

It remains to prove the bound for solutions to . Here the paradifferential
coefficients are nonperturbative. Part of the difficulty is also the fact that these coefficients
are in paradifferential form. If that were not the case, then we could simply take advantage
of the critical fact that they are real, calculate

Oa|w]?* = 2Rw - igg,
2a0
and integrate to get
[wl|Ze S wllzzlla™ gallzz,
as needed.
To prove ((5.34)), we discard the spatial localization and restate the result in a simpler
form:

Lemma 5.5. Suppose that the function u € L? is localized at frequency & and solves the
equation

(5.36) Uo + 1Ty u = f,
where the potential V is real and satisfies

(5.37) V=&

and

(5.38) YV~ S M < €

Then we have the pointwise bound

(5.39) lullZoe < llullzell £l z2-

Proof. For a suitable smooth, bounded and nondecreasing function y we multiply the equa-
tion by yu and integrate by parts. We get

1 _
é/xlw‘?da:t1§R/xufda+§R/i[T‘1},X]u.@d&

To insure that the term on the left nonnegative we choose x increasing from 0 to 1 in an

interval I of a fixed length r, and constant elsewhere. Here r is chosen above the uncertainty

principle threshold r > &;!. Then we have
IS

and y’ is further supported in I. Then the commutator has L? size

T X] P22 S &2l Pgo Valle Xl S €52 Mr~".
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Further, we observe that the commutator is essentially localized in 27, modulo rapidly de-
creasing tails on the &' scale. We can account for the rapidly decreasing tails using translates
of the interval I, which has size at least £, '. Then we arrive at the estimate
TV, x] Peyull e S & Mr SUp [[ull2(1+0)
ce
Hence from the previous integral identity we obtain

rH ullZe gy S llullzzllfllze + &M Sup ullZ2 (14
But we can also apply this bound with I replaced by translates of I. This yields

=t sup flull7egrse S Nullzzll£llze + & Mr= sup [lull72..)-
ceR ceR

Since M¢, '« 1, we can absorb the second term on the right on the left, to obtain

rtsup [lull7erre S lullzell fllzz-
ceR

Using the frequency localization of u as well as the bound r > &', this yields a similar
bound for the derivative of u, namely

b sup [luall7egrie S Sollull | fllz2-
ceR

One may obtain L* bounds for u in any interval I + ¢ from L? bounds for u and u, in the

same interval,

||u||%°°(l+c) S 7"_1HU”2L2(I+C) + 7“Hua||%2(1+c)-

Then we arrive at ) -
Sup ull o110y S (147260 |l 22| £ 22
C

Choosing r as small as possible,
rag
we finally obtain
lullZee < Nullzz [l fIlzz,
as desired, concluding the proof of the lemma. O

Once we have the above Lemma, we can apply it to prove (5.34)), which in turn concludes
the proof of the proposition. O

To complete our discussion of the X* bounds we need to compare them with the X bounds.
This is best carried out in terms of the elliptic-hyperbolic decomposition ([5.12]).

We begin with the hyperbolic part, for which we have that its X size is controlled by the
full X* norm, with an additional gain away from unit velocity. To quantify this gain we use
the region Q° defined in , and denote by xqs a bump function which selects the region
% and is smooth at both ends on the appropriate dyadic « scale. Then we have:

Proposition 5.6. We have the bounds

(5.40) (W, Dnyp.allx S 1w, )|z,
respectively
(5.41) 11 = x0s) (W, Dpallx S 7N (w, q)llxs.
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Proof. For the hyperbolic part we use the decomposition in ((5.13)), which we recall here:

(Whyp, Ghyp) = Z Py Xao (W, q).

QoS00 SR
We now distinguish between small and large velocities:

a) Small velocities: oy, < ag S t. This corresponds to dyadic velocities vy = ag/t in the

range

(075
T :vl0<'00§ 1,

and to frequencies & = v, 2 2 1.
In this case, we use the X* norm component given by the last term in (5.18]). Since & > 1,
at frequency & the X norm agrees with the X° norm, so we obtain

(5.42) 1Pey X0 (w, )1 x S &7 1N (w, @)llxs = 03" | (w, @) -

This suffices directly for (5.40)), while in (5.41]) we capture the extra gain due to the truncation
to the range vy < t 9.

b) Large velocities: t < ag < ay;. This corresponds to dyadic velocities vy in the range
a .
1 S Vo < Vps = %,

and to frequencies & = vy < 1.
Now we use instead the X* norm component given by the last term in (5.18)). Since & <1,

_3
at frequency & the X norm is &, * times the X° norm, so we obtain

a—32 —2(a—3)
(5.43) [ PeoXao(w, a)llx S & *IHw,q)llx: =vo ™ “l(w,q)] x:-
This suffices directly for (5.40)), while in (5.41]) we capture the extra gain due to the truncation
to the range vy > 0. O

Next we consider the elliptic part of (w, ¢), where we have a simpler objective, namely to
show that it satisfies better bounds both in the energy sense and in the pointwise sense.

Proposition 5.7. Let (w,q) be a pair of functions satisfying

(5.44) )l + Nl . <L
Then we have the energy bound

(5.45) o)y S 77

as well as the uniform bound

(5.46) 1w, @)allx St

Proof. For (w,q) we consider the decomposition @, and prove the desired bound sepa-
rately for each frequency. The L? estimate @ is trivial; we have only added it in the
proposition for easy reference. For the uniform bound , on the other hand, we need to
appropriately apply Bernstein’s inequality.

a) The low o component,

(wlm qu) = X<y, (wa Q)'
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Here by by (5.44)) and by the definition of the X* norm, see (5.15), we control

tH(wlo:qw) % + ||(wlo7(ﬂo>||;-_lzlI .o 5 1.

HH NH
Then we can bound uniformly the dyadic pieces of (wy,, qi,) using Bernstein’s inequality as
.1
follows, neglecting the H* norm:
1 C o4l 1 1
[P (wioy [ D|Zqio) || o S min{p=7F2, ¢ 171},

where the first component is smaller if y > &, = ts.
Hence, for the high frequency part of the X norm (i.e. at frequencies > 1) we have
11
5 7 . ot T 1 o—7
HPZI(‘D|4MZO7 |‘D|4QIO)||2Bg072 5 Zmln{lu’ +47t IM}2 =t ! 25l07 510 - —43

- 2(0 — 1)

as needed. The bound for the low frequency part of the X norm is similar but better.
b) The intermediate o component. Here we fix a dyadic region |a| = oy € [ayo, ;] and
consider the component
(wmida szd) = Xag (U), Q)a
which is in turn decomposed into low frequencies (< &) and high frequencies (> &):
b)(i). Low frequencies, & < &. Here by the second term in (5.20) along with the H~
bound in ([5.44)), we have

t||P<£o(wmid; Qmid) 3 + ||P<£o(wmz‘da Qmid)H;f 5 1

I,
We split into dyadic frequency regions p < &y, and use Bernstein’s inequality to estimate
1 . 1 1 o4 i
1P (wimia, | D|2 mia) | oo S min{t™ u™%, u=* 2 Hl (Winia, Gmia) |z -
Neglecting the ¢ component, after dyadic ;1 summation this implies
1 1 1
| Peeo (112 wWmid, | Dlgmia) |1 S 7165 =t~ ool 2.

Since & < &, = t%, this suffices for the low frequency part of the X norm, and completes
the argument if §, < 1, i.e. if vg > 1.

However, if &, > 1 then we also need to consider the high frequency part of the X norm,
where we can no longer neglect the o term. Hence we write instead

5 7 S gt
||P<§o(|D|4wmid> |D|4Qmid)||2Bgo’2 5 Z mln{t 1#,# +4}2.
pr<&o
We neglect the p range and bound this by the maximum of the right hand side summand,
5 7 L
||P<§o(|D|4wmz’d> ’D|4Qmid)H2Bgo’2 <t 120,

with 0, exactly as in case (a).
b)(ii). High frequencies, & > &y. Here we use instead the first term in ([5.20]); then we have

1
t&o * | Pgo (Wimids Gmia) |l 5 + |1 P<go (Wimids Gmia) |77 S 1.

I,
Then we use Bernstein’s inequality to estimate for pu > &

1 e ey 3 i1
| Bu(wimids | DI2 @mia) || o S min{t &5 p7 1, =7 2},
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Neglecting the o component, after dyadic 4 summation this implies
1 1 1
|Poeo (D12 wWimid, | Dlgmia) 1= S 7165 =t o[ 72,

which, as before in case (b)(i), suffices for the low frequency part of the X norm. For the
high frequency part of the X norm we again can no longer neglect the o term, so we write
instead

1
| Py (1D i, | Dl mia) I3 S D min{t™'65 2, o512,
u>&o
Replacing &, by u we arrive exactly at the same computation as in case (b)(i), in which the
1 range was neglected.

c) The high o component,
(Whis Ghi) = Xsan: (W, ).
Here we combine the expression in ((5.16)) with the second term in (5.44)) to obtain

)| (wni, ana)] . 5 + || (w, q) . S L

Then, using Bernstein’s inequality we have:

% i
1 . I _ a1 9 _3
| P (Wi | D] qpi) | e S min{pet, =2t g 4}H(whi,th’)||Xﬁi'
For the low frequency part of the X norm we neglect the ¢ component to get
3 L3 9 _1 _3
(| D[Zwhi, [ Dlgni) Iz < me{w,t 2@ it =1tz
“w

better than needed.
The estimate for the high frequency part of the X norm is similar,

5 7 . 3 47 ,_9 1 _8
(D fwna, | DIt a@ui) o, S D minfuz, p=7+a, 67202} S 675,
I

as needed. Here we have instead neglected the first term, and replaced o by %. ([l

5.4. Back to the normal form variables. We now return to (W, Q), and we apply the
results of the previous subsection to them, both directly and in terms of the corresponding
elliptic-hyperbolic decomposition (5.12)).

Corollary 5.8. Assume that (W, Q) satisfy the bootstrap bound (2.1)). Then the following

pointwise bound holds:

(5.47) [V Qullx: S 7% (10V, Q)L s o + IS0V, Q)3 )
In particular, if holds then
(5.48) IOV, Q)llxs S et=2+¢~.
Furthermore, its hyperbolic an elliptic components satisfy bounds as follows:
(5.49) 11 = Xas) (V. @yl x S €272,

respectively elliptic L? and L™ bounds

(5.50) |(Wear, Q) 3, S €727,
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(551) H(Well,t)m@ell,a)HHf% 5 €2t71+0627
and

_1_ .
(5.52) W et Q) | x S 287272270,

The reason we care about the better bounds for the elliptic part is that its contribution
to the analysis of the normal form equatlon (4.10) is mostly perturbative. This is fully the

case for the cubic source terms (G K © )), but also to some extent for the paradifferential
quadratic terms. Indeed, an intellestlng observation is that in all paradifferential interactions
in the original system ([5.5)) for (W, @), at least one of the two inputs has to be in the elliptic

region. Precisely, we have
Proposition 5.9. a) Denote by (GSI),RSZ)) any expression with one elliptic entry, i.e. of
the form

~ 3 ~ ~ ~ ~
G( )(Well,ou Waa Qa)a G (Wom Waa Qell,a)?

and similarly for K Sz) Then we have
3) ~ _LrE T =
(553 @GS EDI < UV Q)L + Ve Qudll g ) |V Q)3
b) For the paradiﬁer@ntml term we have the tmproved bound
~ ~ 5 62

Proof. a) For the elliptic entry we use only the translation invariant part of the X* oy horm,
le.
~ l ~ ~
1OV e Qi) 5 S ¢ 31OV ety Qe s,

1 1
norm with the H* NH * norm we obtain

“i

3
4

Interpolating the

luis A =
S/ t 2 ||<Wc’ll7 Qell)”,}'_[%n,}'{% + H(Well7 Qell)||X§”7 -

||( ell,a» ell,a)| H’

It remains to show that

) ~ ~
(5.55) ||(Gell7Kell>||H SN Wew, Q) 3

We consider the following three cases:

IOV, Q)%

H?mHI

i) The elliptic variable is the lowest frequency. Beginning with G'(S), we have following
three prototypical terms in G'(?’),
TTQ&WQWOH TTWQQaWa TTWaWaQou

noting that the cases when two of the frequencies are matched are entirely similar to these.
For the first of these cases, we estimate

~ ~ ~ l ~
Try w.Wall 1 S 1Qallez[Wallz< [ D1Wal Bro,

as needed. For the second of these cases, we estimate

. . . L~
1Tr, 0. Wall 1 S IWal2lQall |1 DT Wal[ Baro,
41



and likewise the third,
- . - I
1T, w.Qall 3 S TWall2 [WallL< [ D3 Q| -

~(3 .. .. . .
All terms of G( ) are similar to one of these cases, or may have an additional derivative
falling on the elliptic variable. This last situation is estimated in the same way as one of the
above cases, since we are free to rebalance the derivative.

~ (3
We continue with K ®) Here we have four prototypical terms,

TTQa Wa Qom TTWQ Qa Qou TTWa WaW7 TaO‘TQaQaW7

observing that terms of the form TT@ O W, cancel. The analysis of the first two terms is
analogous to the first two terms discussed for @(3). For the third term,
1Try w WL g S IWallzz[Wall < | DWW |

suffices, and for the last term,

~ ;
1To.r, 0, Wl e S 1Qallz2 | DIZ Qqll o< W o ||

i1) The elliptic variable is the middle frequency. The analysis in this case is similar to the
analysis in the first case, except we measure in each case the middle frequency term in L?.

iii) The elliptic variable is the highest frequency. For @(3), we directly measure the two
lower frequency variables in X. For instance,

1Tr, 0. Wall 1 S IWalle|Qallz=Wall 4

The analysis of K ®) s similar. For instance (using here the boundedness of 0, P),

ITppam Wiy S 1Qallz lQallz IWall 3

b) We use the elliptic-hyperbolic decomposition of (W, Q), noting that the above ex-
pressions only allow for low-high interactions, therefore the hyperbolic x hyperbolic case is
forbidden. We separately consider each of the three remaining cases:

i) The elliptic-hyperbolic case. We consider a dyadic region |a| ~ «p, and the corre-

sponding localized components of (Weu, Qe”) respectively (Whyp, thp). There we need to
estimate the quadratic terms:

~ _5
1 Topg, Wl 4 <&11Q, <ol Wagll St QIIQIIXn W ||X||W||2 S ety

which suffices. 3
The bound for T Q is identical. Finally,

- 1 1 3400

T, Qall 1 S &8 IWacellz2 Qg llem S T2 IW s 1Qullx S €t 2+2Ce,
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ii) The hyperbolic-elliptic case. After localizing the high frequency factor at a frequency
> &g, here we need to bound the dyadic &, - p interactions as follows:

1R QW4 S 1Qugolim IWall 4 S 5 1Qullx s

which suffices. The bound for Ty @, is again identical. Finally,

~ ~ ~ _l ~ ~
1T, o Qapll 13 S IWaglleel|Qapll 13 ST 2IWIxIQ 2,

ii1) The elliptic-elliptic case. Here on one hand there are more subcases, but on the other

hand the gains are also larger, and one only needs to use the Xﬁu norm and Bernstein’s
inequality. This case is left for the reader.
O

The second part of the previous proposition allows us to reiterate, ultimately eliminating
the paradifferential terms from the system ({5.5)):

Proposition 5.10. The functions (W, Q) also are solutions for a system of the form

200, W — t0,Q = G,
(5.56) _ N
2000,Q + itW = K,
where we control
(5.57) 107,y o + (G K]

Proof. We know that (W, Q) solve the system (5.5)), and satisfy (5.6). Then the estimate
(5.57) follows directly from and ([5.54)). O

As a corollary of the last Proposition, it follows that similar bounds apply to the compo-

nents of the hyperbolic part given by ([5.13)):
Corollary 5.11. The summands in (5.13)) applied to (W py,p, thp) satisfy the bounds:

2
71[21£ S etce.

Fida < 4Ce
(5:5%) P s W D)l e S et
and solve an equation of the form (5.56|) with source terms (Ga,, Ka,) with
(559) ”(Gam Kao)”gi 5 et

This can be seen by applying the results of Section to (W, Q) as in Proposition m
This is of course an overkill, as the analysis simplifies considerably when the paradifferential
coeflicients vanish, and one could also essentially cite the results of [12].

6. WAVE PACKETS AND LONG TIME POINTWISE BOUNDS

The goal of this section is to close the circle of ideas in this paper, i.e to use the bootstrap
assumption and the energy estimates, along with the vector field Sobolev bounds in the
previous section, in order to derive the long time pointwise bound on the solutions
at the level of the normal form variables. This is accomplished by studying an appropriate
asymptotic equation, which is captured using the method of testing by wave packets developed

earlier by the last two authors, see [11], [I2]. The main result of this section is
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Proposition 6.1. Assume that the normal form variables (W, @) satisfy the pointwise boot-
strap bounds (2.3) as well as the energy bounds (2.4). Then they satisfy (2.5)).

As a starting point for the proof of this proposition we recall the properties that we

have available for (W, Q). First of all, (W, Q) solves the system (£.10) with the a cubic

nonlinearity (é(g),f( (3)) given by (4.15)), and a source term (é(4+),f( )

bound

) satisfying the

~(4+) ~.(4+) 4 Cre2-3
(6.1) G Kl s S e ()™ 72,
For (W, Q) we recall the energy estimates from Proposition m
FYda < 2Ce
(6.2 10V Q). y S ety
and
(6.3) (200, W — t0,Q, 200,Q + z‘tW)||7ﬁ < e(t)2C.
Given this starting point, our objective is to show that we have the pointwise bound
FIR _1
(6.4) [(Wa, Qu)llx S €(t)™2.

For (W, Q) we take advantage of the analysis in the previous section, where (W, Q) are
decomposed into an elliptic and hyperbolic parts

(W7 Q) = (Wu Cj?)ell + (Wv @)hyp-
For the elliptic part we can use the bounds (5.52)) from Corollary to conclude that
| (W Qa)enllx S €4t)=2 2+,

which suffices for € small enough. Hence it remains to prove that ((6.4)) holds for the hyperbolic
part

(6.5) (W Qadnllx S €t)~2.
On the other hand for the hyperbolic part we have the pointwise bounds from Corollary [5.8}
(66) || (WOM Qa)hyp”Xﬁ 5 6t—5+0627

which are not good enough because of the t“¢* loss. However, the X* norm includes an
additional gain away from dyadic velocity 1, which is captured by the bound ({5.49)) which
we recall here

(6.7) 101 = X)W, QI x S et 727477,

This gives enough decay outside the region €° defined in (5.4). Hence it remains to obtain
a bound inside €2°, and show that

(6.8) s (W, Q)nypllx < et 2.

In order to establish the global pointwise decay estimates in % we use the method of
testing by wave packets, first introduced in paper [I1] in the context of the one dimensional
cubic NLS equation, and then used in the water waves context in [12] and other subsequent
works. The construction of the wave packets is identical with the one we have used [12], but
for convenience we recall it here. This method, as emphasized in all our results, requires

localization of the initial data.
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The premise of the wave packet testing is that, at leading order, nonlinear waves travel
in a linear fashion along a ray which is connected to their spatial frequency via the linear
Hamilton flow. We take the ray to be {a = vt}, and we refer to v as the velocity; the
associated frequency will be denoted by &, = v™2. Our goal is to establish decay for the pair
(W, Q) along this ray by testing it with a wave packet evolving along the ray. The wave
packet testing will only see a certain frequency of (W, Q) along the ray, namely &,; but this
will suffice for our uniform decay bounds.

In our context here, by a wave packet we mean an appropriately localized approximate
solution, i.e. with O(1/t) errors, of the linear system
(6.9) {Wt T Qa=0

Qt — W =0.

We recall some key facts about how one should envision a wave packet. The dispersion
relation 7 = :l:\/m gives that a ray with velocity v is associated with waves which have
spatial frequency

1 t2
S = o2 4a?’

This is associated with the phase function
2
Blt0) = 1
which can also be seen as a solution to the appropriate eikonal equation, and is exactly the
phase of the fundamental solution, as predicted by the stationary phase method.

Then our wave packets will be combinations of functions of the

o — vt )
)= by (222 o,
tzo2

where y is a smooth compactly supported bump function with integral one
(6.10) /X(y) dy = 1.

Our packets are localized around the ray {o = vt} on the scale da = t2v2. This exact choice
of scale is determined by the phase function ¢. Precisely, the quadratic expansion of ¢ near
a = vt reads

B(t, ) = ¢(t,vt) + (a — vt)Pa(t, vt) + Ot v 3 (o — vt)?),

and our scale da represents exactly the scale on which ¢ is well approximated by its lineariza-
tion. We further remark that there is a threshold v ~ t above which ¢ is essentially zero,
and the above considerations are no longer relevant. By contrast, the above phase blows up
at a = 0. In order to avoid proximity to either of these extreme scenarios, we confine our
analysis to a region of the form

(6.11) Q0 = {t—ﬁ < v < tw%o},

which contains the smaller region ©°. These powers of ¢ in the definition of Q° are chosen

rather arbitrary; they need to be universal small enough constants.
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Under this assumption, the function u is strongly localized at frequency &,. For later use,
we record here some ways to express this localization. We recall here some of the results in
[10], and [12] that we will rely on without further adjustments.

Lemma 6.2. a) Let u be defined as above. Then its Fourier transform and that of O,u have
the form

612 a() = th (S ) VL g - b (SHIE) ooV,

1 _3
t7207 2 tT 2072

where x1 and xo are Schwartz functions so that in addition,
(6.13) /Xi(ﬁ) ¢ =1+ O(v%t_

b) For s >0, \, = (40*)7! and Py, the associated dyadic frequency projector we have

), i=1,2.

N[

(6.14) Po(IDP — (40) ), 1) = (407) "t Svix, (at? : ) ),
292

where x3 is also a Schwartz function.

Our use of the method of testing by wave packets proceeds in a similar fashion as in
[12]. The linear correlation between our unknowns (W, Q) makes it easier to chose one wave
packet for one of the variables, and then match it for the second variable. As our linear
system (6.9) is simple enough, it suffices to first choose the @ component and then use the
second of the two linear equations in to match W,

(w,q) = (—ivdpu, vu),

where w and q are the wave packets associated to W, and Q respectively.
Then we have

(6.15) W= u+t (vt —a, (a - vt) UCEIIN (a - gt)) 4 olea)

2 2a t5us 2503 t3ye

The second term above is better by a v2tT2 factor, so it will play a negligible role in most
of our analysis. However, it is crucial in improving the error in the first linear equation in

(6.9), which is given by

(6.16) g = 0w + 0,q = v(0, — i07)u.
Indeed, computing the error in (|6.16|) we obtain
(6.17)

3
2

ie - ) 0 B -
(D — i02)u = € o, (a Ut)X _ Z.(O;t?) X'} e {(a vt) Z,(a vt)X,
v2t2

V2 2a 202 X 47}%1%
The leading term is the first one, which, as expected, has size ¢! times the size of w; the
presence of d, endows it with a critical structural property which we will take advantage of
later on. The second term is better by another ts factor, and will only play a perturbative
role in the sequel.
The reader is cautioned that one should not think about the above wave packets as a

global approximate solution for the linear system. Instead, as in [II] and as in [12], our
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test packets (w,q) are good approximate solutions for the linear system associated to our
problem only on the dyadic time scale dt < t.

The outcome of testing the normal form solutions to the water wave system with the wave
packet (w,q) is the scalar complex valued function ~(¢,v), defined by

7(t7 U) - <(W7 Q)v (W7 q))HOJ
which we will use as a good measure of the size of (W, Q) along our chosen ray. Here it
is important that we use the complex pairing in the inner product. Note that here we are
following [12] and using the original energy space 7;[0, and not the fractional Sobolev space
W
While the above asymptotic profile v is defined everywhere, we will only use it in the region
Q% in ([6.11). This is because we already have sufficient decay outside this region, indeed

outside the smaller region 2. Furthermore, we will see that v primarily carries information
about the hyperbolic part of (W, Q), but this is all that is needed.

Now we have two tasks. Firstly, we need to show that v is a good representation of the
pointwise size of (W, @)y, and their derivatives:

Proposition 6.3. Assume that (6.2) and (6.3) hold. Then in Q° we have the following

bounds for ~y:

(6.18) lo™2 e + 0202z + Il S et°, v 21,

(6.19) 072yl + 0207123 + 07~ Al S e, v ST,

as well as the approrimation bounds for (W, Q)hyp and their derivatives:

(6.20) (IDI*W, | D|** 2 Q) (t, vt) = |E,]7t 2~ (2, v)(1, sgnv) + erry,
where

(6.21) v terry|| s S et [[oPTerry| . S et

Compared to the work in [I2], here we do not limit the range for s because we are only
comparing the profile v with (W, @)y, and not with the full pair (W, Q). Also [12] contains
similar relations between the Fourier transforms of (W, Q) and ~, which for brevity we omit
here.

Secondly, we need to show that v stays bounded, which we do by establishing a differential
equation for it:

Proposition 6.4. Assume that (6.2)), (6.3)), and (6.1) hold. Then within the set Q°

the function v solves an asymptotic ordinary differential equation of the form

]

(6.22) Y= W’Y”YP +e,
where e satisfies the L? and L™ bounds

(6.23) 0% e]| oo S 27570,
(6.24) o2l 2 < €210
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We now use the two propositions to conclude the proof of . By virtue of (6.20)) and
(6.21)), in order to prove it suffices to establish its analogue for v, namely

(6.25) |7(t,v)| < emin {vr,v?} in Q°.

Here by 17, respectively g+ we denote universal constants slightly smaller than 1, respectively
slightly larger than 5/2; these are needed in order to insure dyadic frequency summation in
the Besov norms in the definition of the X norm.

On the other hand, from (6.18) and (6.19) we directly obtain

(6.26) |v(t,v)] < emin {1, v"_%}tc62 in Q.
Our goal now is to use the ode (6.22)) in order to transition from ([6.26)) to (6.25) along

rays a = vt. We consider three cases for v:
(i) Suppose first that v ~ 1, i.e., |a| ~ t. Then we initially have

Wl <e  tal
Integrating (6.22)) we conclude that

and then (/6.25)) follows.

(ii) Assume now that v < 1, i.e., || < t. Then, as t increases, the ray a = vt enters °
_
at some point ¢y with v ~ ¢, . Then by (6.26])) we obtain
+
|y (to, v)| < ev?10¢ < s .
We use this to initialize . For larger ¢ we use (6.22)) to conclude that

%+C€2 5+
2

[e.e]
5+ 9 19 5+ — 19
|v(t)] S ev2 +/ es 5ty ds ~ evs + ey vTs Sev? t > .

to
Then (6.25) follows.

(iii) Finally, consider the case v > 1, i.e., |a] > t. Again, as t increases, the ray o = vt
1

enters 2% at some point ¢, with v ~ ;% therefore by we obtain
[ (to, )] S et§ S e’
We use this to initialize 7. For larger ¢ we use to conclude that
—140%2e 19 1-

e.9]

- 9.0 1 - 19

()] < ev? +/ €sTsTOYTE ds ev' ety ® vTs Sev t > tp.
to

Then (|6.25) again follows.

We remark that a more precise conclusion of the above analysis is the fact that as ¢t — oo,
the asymptotic profile y(¢,v) is well approximated by solutions to the exact asymptotic
equation,

Y(t,0) = Yoo ()Mt OF oy
where the error err., decays to 0 in both weighted L? and in weighted L> norms. This leads

to a good asymptotic representation of the solutions (W, Q) in terms of its scattering data
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represented by v... We do not pursue this here, but instead we refer the reader to the similar
analysis already carried out in [12].

The remainder of the paper is devoted to the proof of the two propositions above.

6.1. Approximation errors. Here we prove Proposition[6.3] In what follows in this subsec-
tion, the analysis happens all at fixed time, based on the elliptic/hyperbolic decomposition
of (tW,Q) in the previous section. We first recall the decomposition of (W, Q) from the
previous section into localized components

W, Q)= xa(W, Q).

which we only need in the region QY. Because the bump functions y,, have essentially
disjoint supports, it suffices to consider a single one of them, which is supported in the
region o & «p, and corresponds to velocities v ~ vy = ap/t. The hyperbolic frequencies
associated with this component are comparable to &, = v, 2. On the other hand, because
of the spatial localization, such a component will interact with our wave packet only if the
velocity of the wave packet is also comparable with vy. Hence, the wave packet is also
essentially supported at frequencies comparable to &.

For this component we consider the decomposition of the pair (W,Q) into elliptic and
hyperbolic parts

Xoow(W, Q) = (Wap et Qap.ett) + (Waghyps Qag hyp):

where

(Wozo,ella an,ell> = (1 - P{o)xao (Wv Q)? (Wﬂéo,hyw an,hyp) = Pfoxao (Wv Q)

At this point we observe that the elliptic part is frequency separated from our wave packet
so its contribution to 7y is of size O(t~"), with N large, and thus negligible. We conclude
that

Yt 0) = (Whyps Qrgp)s (W, @) 50 + O,
So from here on we focus on the hyperbolic component only, which is fully localized in
frequency, at dyadic frequency &.

Borrowing an idea from [12], we symmetrize the problem by introducing the normalized
variables

I
(UJ, T) = (Wao,hypa ‘D| 2Qa0,hyp)7
which satisfy the bounds
w, )y < et (200w — it| D)2, 200, — it]D\%w)HH% < et
or equivalently, using the frequency localization at & ~ v~2,
[(w, )|z < et“* min {v%, 122”} ;1 (2adw — z't|D|%r, 20,1 — z't|D|%w)||L3 < et Cuz,

Then we rewrite v in terms of these variables as

vz/wW—krDéﬁdoz.
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Here, following [12], we discard acceptable errors, and redefine v as

(6.27) Y(t,v) = %/(w + r)uda.

Then Proposition [6.3]is a consequence of the following Lemma:

Lemma 6.5. Let v be defined as in (6.27) in the region Q°, where (w,r) are holomorphic
functions, localized at frequency &y, which satisfy

(6.28) ||(w,r)|z2 < min {v%, v?a} . (2000w — it| |27, 200, — it| D|2w)| 12 < v,
Then v satisfies the bounds

(629) o E o) iy + 0ol S bl S L+ TE
Moreover, the following error bounds for v also hold:

(6.30) |D|*(w,r)(t,vt) = lﬁv\st’%eid’(t’”t)w(t, v)(1,sgnv) + err;,

where

(6.31) lerr,||r2 < vy >t Y, lerrs|/ L~ < v(j%_Qst*%, 0<s.

Proof. The proof is similar with the argument in [12], but simpler. The reason for this is
that the pair of functions (w, ) are already frequency localized in the hyperbolic region. In
order to fix signs, we first need to differentiate between the two symmetric cases vy > 0 and
vy < 0. Without any restriction in generality we take vy > 0. We express everything in
terms of w —1r and y = w—+1r. Then w —r does not contribute to -, but it contributes to the
error. In addition, subtracting the two components in the second term in ([6.28]) we obtain

1 1
12a| D]+ ¢|D[2)(w —7)|[r2 S vg-

The operator above is elliptic in {a & vgt}, therefore we obtain
11 3
hw = rlle S 7036 =70

Thus, we can directly bound its contribution |D|*(w — ) to the error term in L? and in L™
by Bernstein’s inequality. We note that the exponents will not match with (6.31)); instead,
here we obtain a gain, which is akin to the similar gain for the elliptic component of (W, Q).
We now consider the contribution of y, noting that v is already expressed in terms of y.
To reduce the problem to an estimate for y we need one last step. Combining again the two

components in the second term in (6.28) we obtain

1
1D (4028, + it?) (w, 7)[| .2 < tog,

which yields the same bound for y. In view of frequency localization at frequency = &, we
conclude that

< b it?
(6.32) 1Lyl e Svot™, L:@a—i-@.
On the other hand, from the first relation in (6.28)) we obtain

(6.33) lyllz < w2 (1 +v52)177.

From here on we will work only with the function .
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Following [12] we rewrite the bounds on y in terms of the auxiliary function u := e~*y,
which satisfies du = (9, + %)y. Then for v we have

1 1
(6.34) 10nully Svo*t™, Jlully S o5 (L+05%)3
Combining these bounds we get by interpolation
lull S 721+ 05%)5 7%,
which also is transferred back to ,
_1 o\l
(6.35) Iyl S t72(1+v57)572.
The bounds (6.33]) and ([6.35)) lead directly to L? and L* bounds for 7,
1 1 1 o
(6.36) IVllez Svg (L +v*) 7 vl S A +up7)57 2.

To estimate 0,7 = (y, 0,u) 2 we write J,u in the form

. — ot 3a — vt — vt
o=t (s (S )+ 3 (40
203 2 t393 t2v2

and compute using integration by parts

— vt 3a—uvt — 0t
o= [ toattan (S ) da [t a3t T (2 ) da
tavz 2 ¢33 tzvz
Now we can bound the two integrals using (/6.34]) to obtain

w[Q

N

1012 < vo *

~

which, together to (6.36[), concludes the proof of (6.29)).
It remains to estimate the L? and L* norms of the error in ([6.21]). We begin with the

case s = 0, were we bound the the difference
err = y(t,vt) — t 290 (y 1)
in both L2 and L* in terms of ||y||,2 and ||Lyl| 12, exactly as in [12]

3 1 3
(6.37) lerr|| S vgttllLyllrz,  llerrlrz < vgllLyllz-

This is exactly what we need for (6.21]) in the case s = 0. Due to the frequency localization
for y, adding extra derivatives simply adds factors of &5 = vy > to the bound.

6.2. The asymptotic equation for . Here we track the evolution of (¢,v) and prove
Proposition 6.4 The computation is based on the energy conservation relation for the linear
system (6.9). If both (W, Q) and (w,q) were solutions to the homogeneous linear system
(6.9)), then we would get ¥ = 0. As it is, 4 depends on the source terms in the linear equation
applied to (W, Q), respectively (w, q). The source term in the (w, q) equation is (g, 0)
with g given by . The source term in the similar (W, Q) equation comes from .
Thus we obtain the relation

(6.38) A(t) = / (G — Toprir Qu + Tmm) W+ Wg+i (i{ + Tm@a@a>a qda.

We successively consider all terms on the right. With the exception of a single term, namely

the resonant part of G, see below, all contributions will be placed into the error term o.
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We need to estimate at fixed time the terms in 4 in the region Q°. The wavepacket
components are localized on the scale t20% around the ray o = vt. Therefore we can
harmlessly regard (W, Q) as being also localized in the corresponding dyadic region a =~ vt.

To estimate the error terms it is convenient to begin with a lemma that captures the main
computations that lead to the error bound:

Lemma 6.6. Let f be supported in a dyadic region v = vy and

(6.39) 0(v) ::/f(a)u(a) do

Then the following bounds hold

(6.40) 101122 < 1fllzz
respectively

1/,1 3
(6.41) Ol S ¢ (t03) 7 1

The result does not depend on the choice of the bump function y in the definition of u.

Proof. Here we only use the size of the function u which is a bump function on the scale
t203 with norms

lulley S 42, ufg o
Then the bounds are obtained akin to Young’s inequality with the minor difference that
the integral defining 6 is not an exact convolution, but can be bounded by one (in absolute

value). O
A. The contribution of g. This is

S/We‘“ﬁ( {(az—avt)x_i(a +3'U§)2X/] i [Mx—ist:)X/D dov.

2002 duata

quat2
We use (6.20) and (5.2)) to replace W in terms of ~
W — t’%em’y(t, v) =W + (Whyp - t’%eid’v(t, v)> .
The elliptic part Wy is mismatched with g in frequency, so its contribution is O(t=™). The

contribution of the second term above is directly estimated in both L? and L* via (6.21)).
The contribution of v, on the other hand, is written using integration by parts as

I, = vgt%/—% Pa_vt)x—i(a +3U§)2x’} + [Mx—z(a;gm } dov.

20 4vata 202 4uat
Now we can easily bound the two terms using (6.18)), (6.19) and Lemma |6.6| to obtain

1Tz S ¢ 02 alli + 70 2yl S 0726t

respectively
11

a ¢! ﬁm%mmy+f%%ﬁmm?

oo
v

_3

S
<tip1etfC iy 2l
S

g;

»Ncn
»Mo,

t— iy~ 160,
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Here, at the last step, we used that we are in the region Q°, given by (6.11]).

B. The contribution of the paradifferential source terms. This is given by

As before, the goal is to estimate I, in L? and L. For the L? bound it suffices to use the
estimate in ({5.54]), with the observations that up to rapidly decaying tails only the frequencies
of size &, will contribute. Combining this observation with Lemma , we have

1 _ 5 62
1Tz S & || (= Tamir, @ + Tong, Wes Tong, @) |, S w10

Unfortunately is no longer sufficient to estimate the L;° bound of I5, so we need a
more refined analysis.

The three terms in I, are mostly similar, with the first one being a little bit better in
terms of the time decay. We will discuss the second one in detail, and the third one will be
identical with the second one. Hence in what follows we seek to estimate

]2’2 = /T2§RQaWaWda.

We start with a simple observation, namely that W is localized at frequency &, which means
that the only nontrivial contribution arises from the component W, which is also localized
at frequency . This in turn implies that for Q we only use frequencies < &;. Thus we can
replace W, by Whypa, and Q is replaced by Q to write

ell,a
Is = / Tyngy WipaWda+ O(t™).

The advantage of working with the low frequency elliptic component of () is that it satisfies

a better L? type bound which is part of the X* bound in Corollary . Precisely we have
. Lce

(642) ||Qell,o¢||H21xr S €t ltC ;

which is the only bound we will need for the paradifferential coefficient. Using Bernstein
inequality this also gives the pointwise bound

~ _1
(643) ||Qell,a||L°° S €Vqy 2t_1t062‘

This is better than the ¢~2 decay in the hyperbolic region, but still not enough.
The next step is to use the Wp,, , representation in ([6.20)) which gives

Whyp,a ~ 1 2£0P£0 [Pyem] + erry,
where err; satisfies the pointwise bound
3 _7T
lerry| < et” v,
The contribution of err; to Iy is estimated via Lemma to obtain

. _9
2=t 250/ 2RQui 0 0 [76Z¢} wda + O(th_%vo 4752062)-
53



Our next simplification is to freeze v to its values at the center of the packet, which we
denote by 7. Within the support of the packet the difference can be estimated by Holder’s

inequality and (/6.18])-(6.19))

3 1
el S [l S oy S @0t
|

v—vo| <t 2 v

Estimating directly the corresponding error, and using the expression of w, we arrive at

3 _l 7 —1 - €
fra =0t 25”0/ Tyn,, P[] xe ™ da+ O3 1207,

where we can easily drop the projector P, because the exponential is already frequency
localized around the same frequency &y. It remains to bound the following integral in L>

3,1 i —i
]§’2 =0 2t 25070/[T2%Q6“Yae¢]xe ¢ do.

We decompose @e” in low and high frequencies in comparison to the &, frequency:

low ~ high

Qo = Qo +Quy

where the truncation threshold comes from the wave-packet frequency scale:

~ low ~ ~ high ~

Qe = (Qell)<v7%t7%7 Qen :(Qell)Z

Same notation will apply to a similar decomposition in frequencies for Q

_3 1.
v 2t 2

ell,a*

It is easier to first estimate the contribution of lower frequencies in @),
ro_ =32, 1 ) ip1, ,—id
.[2’2 = 2t 2§0’)/0\/|:T2§R(Qi(;;f)a)e ]X@ dOé.

which we bound directly as follows using Lemma ((6.6)
lo _ c low
IT5allze S €070l Tymegron 1€ leze S €0%0llQeinallzee S €0 | Quiall iz
We bound the last term separately by means of Bernstein’s inequality and (5.51)) to get
low low

_1 _3,_9 2
||Qe”a||L°° ST St SHQella” < ev 8l Stce-

The final estimate is the contribution of the high frequencies of Q to L2° bound. It involves
the L operator defined in (6.32)). We begin by observing the representation
Lot = 0 Ton

)
Qeul a2’ Qe

t2
[L T~hzgh] - |: T~hzqh:| .
We now estimate separately the two contributions. For the first one we integrate by parts
s = Uﬁ%ti%&)% /[L’ TQ“”]‘?MX@*M do = Uﬁ%f%fo’yo /Téhign (€] xae ™™ da.
’ ell b

Here we used
Le” =0, L'e =0,
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where L* is the adjoint operator. We have

_3
125l S Eorov™ 37 F|| T, Qs 6¢||L°°||Xa||L1

3 1 high
<ot 26070 Qut e

< ev_it_§v_2vgt§+2cegH@ell,aH -
< 2Bt

The last integral is

ell

t2
Iy :U‘gt_éﬁoyo/{ T~hzgh:| eye " da.

Thus,using Lemma 2.5 from [3] we get

t? :
|: T hlgh:| Z¢

_ high
S & 0l | Q| 22

< el ||@ZZ?Z||L30

[o=2t 2 x|
Lge

||I2 4||L°° S £070

Adding up all contributions we conclude that in the region Q° we have the bound

||I2||Lg° 5 621}_%25_%4_2062.

C. The contribution of G and K. For this we consider in more detail the structure
of G and K. We will successively peel off favorable terms until we are left only with the
leading resonant part. We decompose them into cubic and higher terms,

G=c¢Y+a"",  k=r"4+E".
To start with we decompose them into quartic and higher order terms.

C1. Quartic and higher order terms. We denote their contribution by
I3 = /é(4+)W+ Z’f(((jJr)ﬁdoz.

In view of (4.13) and Lemma (6.6), we can estimate the contribution of the quartic and
higher terms in L,

_1
IEslle St 4073 Hl(w, @]y S et i i

which suffices in QY. The L? bound is similar, using again (4.13)) and Lemma .

)

C2. Cubic terms. It remains to consider the contributions arising from the cubic terms,
which can be viewed as translations invariant trilinear forms

~(3) ~(3) /13 P = (3) (3)
G =G (WouWonQa)a K (WaaQonQ )
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These trilinear expressions include also the complex conjugates. Here, we first peel off some

(3))

perturbative terms by substituting in (G K the following sequence of transformations

(Way Q) = (Wi Qupya) = 10 Peg 7126 (1, |€,] 72 sgn )],

where we denote the final outcome by

. _1 _1 ~0 ~0
(6.44) i€y Pey [yt 2e ¢(1, €0 "2 sgnv)] = (W,,Q,)-
To control the errors we need to estimate the difference
~(3),0 ~.(3),0 (3)
(Gell 7Kell )_(G (WQ7WOC7Q ) (WOHQC(?Q )) ( (WomWouQ )
For this transition we have the unlocalized elliptic difference bounds

R ~0 ~0 _1
(645) ||(Wa7 Qa) - (Wa’ Qa)”)(g” ,S EtC€2 %7

which are a consequence of (5.50)), (6.20)), (6.21)).
0 R (3)’0 using (5.53)) to obtain

Then we can estimate (G ’Kell
< hpagle

(3)
||( ell Koy )||H}IN

3) <0 ~0 ~0

(W Qs @a))-

This allows us to conclude the bound as in the case of the quartic bound.
Now we consider one last transition from
1 =1

~0 =0 . _1 _1 . _1 _1 =
(W, Q) = i€, Pey [yt 26 (1,16, 72 sgnv)] — i€yt 2(1, [&| 2 sgnv) == (W,, Q,),

~1 =1
where we emphasize that (W, Q") depend also on the wavepacket parameters &, and vy.
Now we need to estimate the difference

=G W Qo) KV, QL Qo)) — (G WL, Qn) KTV, QL QL)).

(@l«(jl)’la Rell
Here it is important that these differences are only needed within the support of the wave
packet (w,q). There the leading contribution comes from the difference between (WO, QO)
and (Wl, @1), within a slightly larger region of comparable size {]a —ot| < cvgt%}, with ¢
a large positive constant.

This difference can be estimated by Holder’s inequality as follows

Iy =0llze £ 207 rallee S o Iy =0l S (202) 2| all e S et ort s
where at the last step we have used the bound for 9, in (6.18]), (6.19)). Using these bounds,
(3)1 ~(3),1

the contribution of (G}, K, ) can be estimated as in the quartic case.

We are now left with the task of estimating the contribution to 4 of the cubic expressions
(é(s)(W;, Wi, Q(ll), _f((?))(VVj;, Qi, Q(ll)) To achieve this, we need to consider the structure
of the cubic terms. 3 -

Following [10], we have the following classification of the terms in (G, K ):

A. Nonresonant trilinear terms: these are either (A1) terms with no complex conjugates,

or (A2) terms with two complex conjugates.
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B. Resonant trilinear terms: terms with exactly one conjugation. For such terms one

may further define a notion of principal symbol, which is the leading coefficient in the
expression obtained by substituting the factors in the trilinear form by the expressions
in (/6.20) E| Thus one can isolate a linear subspace of resonant terms for which this
symbol vanishes, which we call null terms. Hence on the full class of resonant trilinear
terms we can further define an equivalence relation, modulo null terms.

. . ~(3) .
Based on this, we reorganize G in resonant, nonresonant and null terms:

(6.46)

'@f:”’) <<@ > W) +11(Q,, W.)

~ 3 ~ ~ ~
G = Ty (QulVe) + Tig i W+ TV o, ZRIQLIV)) + THQL W), W)
+ Tz@R(TWaWJrH(Wa,W))aQ — Togi,, (QuWa)

+ Togir,, (T@aW + H(Qq, 2RW))a + Tz&e(QaWa—(T@aWJrH(Qa,W))Q)Wa
-2 .

— Typo, (T, W + II(W o, 2RW)), — II(W ., Q,,)
~T2Q, — T (FY) w15 W

@

Ty W =W, FP 1B, omw) + T1(E® W) + Ty F

=2

@(3)

null =

* Do ity @o + Tongu, ity Wa - HWas £,

\

We do the same for K ®)

(6.47)

(.f((?)) =0

~ (3) i ~ ~
Knr = ZTWiW - TQ%(TQQW‘FH(QQ,W))QQQ
~ Tyng, (To, W + T(Qa 2%W))a + om0y @ + T (QaWa)
+ T3, To Wa + Tg,5,, W + Tg, (T, Qu + T(Wa, Qu))
+ H(Qa? 2§R[QQWO¢]) ( OéQa? Q ) Q WQQ
= (3) =2 .
Kot = =Ty i, @a = Tpo Qu + Qa0 F) + Ty o, W

+ 2AURW, Qu Qo + iW L) + 2I(RW, 04 P[|Qu]?])

\

. . . = e =1 =1
In these expressions we will substitute (W,,@,) by (W,,Q,)-
We will place all cubic contributions into the error term e, except for the contribution of

~(3)
the resonant part G,
We note that for the most part the exact form of the expressions above is irrelevant. The

. . . .o ~@ .
only significant matter is the coefficient of the terms in GE, ), which needs to be rea

3Which corresponds to all three frequencies being equal.

.. . . . .o(3) .
4A similar constraint would be required of the coefficients in K i ), if they were nonzero.
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We also remark that the leading projection in all terms can be harmlessly discarded, since
it can be moved onto the wave packets, which decay rapidly at positive frequencies,

”(W’q> _P(Wﬂq)HHN StiN

C2(a) The contribution of the null terms. This is given by Gm”( ) and K ® (7):

null

~ (3)
null / Gnull ) do iuzz / Knull ) daov.

Here we simply note that Gnu”( ) =0 and K null( ) = 0, so after the previous step there is
nothing left to do. We remark that cancellation actually occurs at the bilinear level for the
“null expressions” of type

Waéa - Wa@om (|@a|2)a7 Qa@aa + ZWi

C2(b) The contribution of the nonresonant terms. This is given by @S;) () and

~(3)
Ky (7):
~(3) 15, AL (3)
)i= [ GV Qwda ——i [ K0V, Qa
R
Here it is important that we integrate against w and q, as that fixes the frequency of the
output at £ = —ﬁ. On the other hand the nonresonant trilinear expression will be concen-

trated at frequency 3¢ if no complex conjugate occur, respectively at frequency —¢ if two
conjugates occur. Thus, because of this mismatched the frequencies the only contributions
here arise due to rapidly decaying tails,

(@2 (7), KD () = 0t™™).

nr nr

C2(c) The contribution of the resonant term. This is given by C’fng) ()

G0 = [ 670V, Q)wde
R
Given the expression above we have
~ (3) ~1 ~.1 —1 —1 ~1 9 .
Gr (/y) = H((Qawa)a’ W ) + H(Qa7 (Wa) ) WdO[.
R

Replacing P by I — P or II by I —II yields nonresonant terms with have size O(t~"). Hence,
we obtain
~ (3

Gi)m:/ﬁ{@iw T+ Qu(TY >]wda+0<t M),

Substituting (W @ ) from ([6.44]) we obtain the integral
t

6 (0) = oltafoh(a/P [ 5 @)Sewwa_
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Here e W has the form

S — 1 _3 (Oé—’l)t) 1,1 (Ck—'l}t)
e "W = -0 22X — | +tv "t x| —T—
2 t2v2 t2v2

with Schwartz functions x and ¥ so that [ x = 1. Thus we obtain

=(3) i -5 2 _3
G, (7) = 5, (20) ()t )]+ O(2),
as needed.
[l
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