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Abstract - The Coronavirus disease 
2019 (COVID-19) pandemic has impacted 
the world like no other pandemic in 
history. COVID-19 has progressed rapidly 
affecting health care in the global 
community. In this paper, we study the 
Image classification approach for 
confirming the consumption of medicine 
by people. The motivation for this research 
is to reduce contact with the people, 
without having them in physical 
observation and help minimize the spread 
of COVID-19. We used EfficientNet, a
Deep Learning Convolution Neural 
Network (CNN) [7] architecture for 
systematical use of model scaling and 
balancing network depth, width, and 
resolution for better performance of our 
model. In this paper, we used the data 
augmentation technique to avoid 
overfitting. We used image hashing to
compare and remove relatively similar 
images as data cleaning step and 
demonstrate the effectiveness of this 
approach by observing the classification 
accuracy. We used cloud computation to 
train the model. This trained model will be 
helpful to achieve the goal. In this 

study, we developed a model that could 
successfully detect the image and confirm 
the pill consumption by patient with high 
accuracy rate. This study will help medical 
professionals, especially during COVID-
19 pandemic, in remotely monitoring the 
patient’s dosage and determine 
appropriate action in case of non-
compliance.
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INTRODUCTION

Image classification is a supervised learning 
problem where we define a set of target 
classes and train a model to recognize the 
classes using labeled training image data. 
EfficientNet is a newly designed 
Convolution neural network (CNN) 
architecture by Google [3] that has set new
records for both accuracy and computational 
efficiency. CNN is a class of deep neural 
networks and most commonly used to 
analyze images. Deep learning [8] is part of 
a broader family of machine learning 



methods based on artificial neural networks 
with representation learning and it is a large 
neural network. We use EfficientNet which 
is a Deep learning architecture for our Image 
classification problem. The process of 
examining the pixel values and generating a 
hash value that will uniquely identify an 
input image is Image hashing [10]. Creating 
modified versions of images to artificially 
expand the size of a given training dataset is
an Image data augmentation technique [11]. 
Image data augmentation [11] can be 
achieved by ImageDataGenerator class from 
Keras [12] deep learning library which 
provides the capability to fit the given 
model. Keras is a neural-network library 
written in Python which can run on top of 
TensorFlow and it is opensource. Google 
Colab [6] is used to write and execute 
Python in the browser with zero 
configuration, free access to GPU, and easy 
sharing.

BACKGROUND

In previous research work, EfficientNet 
which is a Deep Convolutional Neural 
Network architecture has been used for 
multiclassification image problem to classify 
skin lesions [4]. In our paper, we used 
EfficientNet to classify human action 
recognition for the multi-classification 
problem.
The researchers discussed that Deep 
Learning models are very helpful to gain 
insights about the key decision-making 
activities for COVID-19 related work [5]. In 
our paper, we used EfficientNet a Deep 
Learning architecture to provide a 
contactless solution to minimize the spread 
of COVID-19 [9].
In this paper [3] they have compared 
different Convolutional Neural Networks 

with EfficientNet and propose that 
EfficientNet is a good scaling method that 
uniformly scales all dimensions of 
depth/width/resolution using a simple yet 
highly effective compound coefficient which 
achieve much better accuracy and efficiency 
than previous ConvNets.

METHODOLOGY

3. Data Processing
In this section, we will discuss the data collection 
and data cleaning steps performed.
3.1 Data Collection
We have collected data from each person for 4 
major different positions Reading (fig 1a), Taking 
Medicine (fig 1b), Sitting (fig 1c), and Standing 
(fig 1d).



We have collected some images with much 
relative similarity and added it to our dataset 
because in the future we might get almost 
similar data from users and our algorithm 
should not be biased by giving deep neural 
network additional opportunities to learn 
patterns specific to the duplicates while it is
predicting. As it negatively affects the 
ability of our model to generalize to new 
images outside of training data.
3.2 Data Cleaning (Similar Image 
Removal) 
The dataset collected needs to be cleaned to 
remove the relatively similar Images. We 
have written a python script in Google 
Colab to remove such images. Used imutils
[1] to grab the file paths to all images in our 
dataset, NumPy for image stacking, and 
OpenCV for image Input/Output 
manipulation and display [1]. Apply hashing 
function to every image in the dataset. 
Hashing function handles the calculation to 
create a numerical representation of the 
image. Images with the same hash are 
considered duplicates. We pass the image 
and hash size as parameters to the function 
which calculates the hash [2]. The Hash 
function first converts the given image to a 
single-channel grayscale image, then resize 
the image according to the hash size 
provided and compute the relative horizontal 
gradient between adjacent column pixel 
which is known as “difference image” [1].
Once the dataset is cleaned, we combined all 
the images of every person for each position. 
Now there are 4 different folders each 
representing one of four different positions 
that have all the images collected except the 
similar ones. We used this cleaned dataset to 
train our deep learning model using 
EfficientNet Architecture.
4. Model Training and Testing.

EfficientNet a deep learning architecture is 
used to train the model as it outperforms 
other Convolution Neural Networks. 
Convolutional Neural Networks are 
commonly developed at a fixed resource 
budget and then scaled up for better 
accuracy if more resources are available [3]. 
In this paper [3], they systematically study 
model scaling and identify that carefully 
balancing network depth, width, and 
resolution can lead to better performance. 
Based on this observation, they propose a 
new scaling method that uniformly scales all 
dimensions of depth/width/resolution using 
a simple yet highly effective compound 
coefficient.
In the Figure 2 Model size vs ImageNet 
Accuracy is plotted. All numbers are for 
single-crop, single-model. EfficientNets 
significantly out-perform other 
Convolutional Neural Networks. [3] Model 
is trained on NVIDIA Tesla K80 GPU 
Using Google Colab.

Dataset is divided into 4 different folders 
each consisting of an action or position like 



Standing, Sitting, Reading, Taking 
Medicine. This dataset is uploaded to google 
drive for cloud computation. Data 
augmentation [11] is used to increase the 
size of the dataset. The total Dataset size is 
2340. The test data size is 33% of the 
augmented dataset size.
Hyperparameters are the variables that
determine the network structure and how
the network is trained. Hyperparameters of 
the EfficientNet are tunable to get the 
desired result and the used parameters for 
our model are as follows Drop out = 0.55. 
Drop out is a regularization technique to
reduce overfitting [13], [14] in neural 
networks and prevent complex co-
adaptations on train data, Optimizer used is 
Adam. Optimizers are algorithms or 
methods used to change the attributes of a 
neural network such as weights 
and learning rate to reduce the losses, 
Learning Rate = 0.01. Learning rate [15] is a 
parameter used to tune an optimization 
algorithm which determines the step size at 
each iteration while moving towards a 
minimum of a loss function, Loss = 
Categorical Cross Entropy [16].
Model learns through a loss function. It's a 
method of evaluating how well a specific 
algorithm is used to model the given data, 
Batch size is 32 (divided the augmented 
train set into 32 parts). Batch size is the 
number of training examples used in one
iteration. Architecture Details are as follows 
Total parameters = 4,394,280, Trainable 
parameters = 4,352, 257, Non-Trainable 
parameters = 42,023 Parameters are weights 
that are learnt during training and they 
contribute to model’s predictive power. 
Epoch is a number and it tells the number of 
times all of the training vectors used once to 
update the weights. For batch training, all of 
the training samples pass through the 
learning algorithm simultaneously in 

one epoch before weights are updated. Our 
model is trained for 10 epochs.
Validation Accuracy achieved for the 10th
epoch is 99.87% with a loss of 0.0263%.
Code for Defined Model Architecture:
model = Sequential()
model.add(base(include_top=False, weights
='imagenet'))

for layer in model.layers:
    layer.trainable = True

model.add(GlobalAvgPool2D(name='global
_avg_pool_end'))
model.add(Dense(256, activation='relu', na
me='dense1_1024'))
model.add(Dropout(0.55))
model.add(Dense(64, activation='relu', name
='dense2_512'))
model.add(Dropout(0.55))
model.add(Dense(5, activation='softmax', na
me='final_prediction'))

optimizer = Adam(lr=0.01)
loss = "categorical_crossentropy"
model.compile(optimizer = 'Adam',
              loss=loss,
              metrics=['accuracy']
              )
model.summary()

Code for Data Augmentation and 
Training:
X_train, X_test, y_train, y_test = train_test_
split(data, label, test_size=0.33, random_stat
e=42)

datagen = ImageDataGenerator(
   featurewise_center=True,
    featurewise_std_normalization=True,
    rotation_range=20,
    width_shift_range=0.2,
    height_shift_range=0.2,



    horizontal_flip=True)

datagen_flow_train = datagen.flow(X_train,
y_train, batch_size= 32)

datagen_flow_val = datagen.flow(X_test, y_
test, batch_size= 32)

model.fit_generator(datagen_flow_train,
                    epochs=10,
                    validation_data=datagen_flow_
val
                    )
5. Results and Discussion
The main objective of our model is to 
classify the images and identify if the person 
is taking medicine or not. This will help 
medical professionals in remotely 
monitoring the patient’s dosage and 
determine appropriate action in case of non-
compliance. Out of the 10 Epochs the results 
were consistent right from the second Epoch 
which tells the model trained is very 
successful in classifying. We achieved 
99.87% of validation accuracy with the loss 
of 0.0263% which is a huge success. We can 
use this in the real world to observe the 
COVID-19 effected patient’s recovery status 
and the effect of medicines on them without 
having them in physical observation. To 
achieve it we need to have the patients to be 
in a closed environment with cameras 
surrounding them which can be very helpful 
not only for COVID-19 but also for future 
pandemics and other dangerous contagious 
diseases.
6. Conclusion
In this paper we proposed a contactless 
solution of monitoring patient’s pill 
consumption process. This study is highly 
significant in current scenario of COVID-19 
Pandemic where there is a need of social 
distancing [9]. In order to achieve our 
objective, we created a dataset with 4 major 

actions related to COVID-19. An 
EfficientNet based deep learning model is 
trained on this dataset to classify human 
action (medicine consumption) and solve 
multi-classification problem. To maximize 
the performance, we used similar image 
removal and data augmentation [11] 
techniques. Our model was able to 
successfully confirm the pill confirmation 
with a high accuracy. This study can be used 
by medical professionals in virtually 
monitoring the patients and confirming 
whether the patients are taking medicines as 
prescribed and can take actions in case of 
non-compliance.
Future Work
In future, we can work on behavioral 
recognition of the patients and using 
Artificial intelligence, we can predict the 
behaviors of patients that could be really 
helpful in allocating proper resources to 
these patients in future.
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