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On the Generalized Degrees of Freedom of the
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Abstract— We study the generalized degrees of freedom (gDoF)1

of the block-fading noncoherent 2-user interference channel (IC)2

with a coherence time of T symbol durations and symmetric3

fading statistics. We demonstrate that a standard training-based4

scheme for the noncoherent IC is suboptimal in several regimes.5

We study and analyze several alternate schemes: the first is a6

new noncoherent scheme using rate-splitting. We also consider a7

scheme that treats interference-as-noise (TIN) and a time division8

multiplexing (TDM) scheme. We show that a standard training-9

based scheme for the noncoherent IC is outperformed by one10

of these schemes in several regimes: our results demonstrate11

that in the very weak interference regime, the TIN scheme is12

the best; in the strong interference regime, the TDM scheme and13

the noncoherent rate-splitting scheme give better performance; in14

other cases either of the TIN, TDM or noncoherent rate-splitting15

scheme could be preferred. We also study the noncoherent IC16

with feedback and propose another noncoherent rate-splitting17

scheme. Again for the feedback case, our results demonstrate18

that a standard training-based scheme can be outperformed by19

other schemes.20

Index Terms— Noncoherent communication, degrees of free-21

dom (DoF), time-varying channels, interference channels, chan-22

nels with feedback.23

I. INTRODUCTION24

NONCOHERENT wireless channels where neither the25

transmitter nor the receiver knows the channel [1]–[5]26

have been studied for point-to-point communication systems.27

To the best of our knowledge, the noncoherent interference28

channel (IC) has not been studied from an information the-29

oretic viewpoint. In this paper, we consider the noncoherent30

2-user IC with symmetric statistics and study the generalized31

degrees of freedom (gDoF) region as a first step towards32

understanding its capacity region.33

A. Related Work34

To the best of our knowledge, the capacity of the nonco-35

herent interference channel has not received much attention36

in the literature. Hence, we give an overview of the existing37
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works on noncoherent wireless networks and the related work 38

on the interference channels. The noncoherent wireless model 39

for the multiple-input multiple-output (MIMO) channel was 40

studied by Marzetta and Hochwald [1]. In their model, neither 41

the receiver nor the transmitter knows the fading coefficients 42

and the fading gains remain constant within a block of length 43

T symbol periods. Across the blocks, the fading gains are 44

independent and identically distributed (i.i.d.) according to 45

a Rayleigh distribution. The capacity behavior at high aver- 46

age signal-to-noise ratio1 (SNR) for the noncoherent MIMO 47

channel was studied by Zheng and Tse in [3]. The main 48

conclusion of that work was that a standard training-based 49

scheme was DoF optimal for the noncoherent MIMO channels, 50

a message distinct from our conclusions in this paper for the 51

noncoherent IC. Some works have specifically studied the case 52

with T = 1 [2], [6], [7]. In [2], it was demonstrated that for 53

T = 1, the capacity is achieved by a distribution with a finite 54

number of mass points, but the number of mass points grows 55

with the SNR. The capacity for the case with T = 1 was 56

shown to behave double-logarithmically in [7]. 57

There have been other works that studied noncoherent 58

relay channels. The noncoherent single relay network was 59

studied in [4], where the authors considered identical link 60

strengths and unit coherence time. They showed that under 61

certain conditions on the fading statistics, the relay does not 62

increase the capacity at high SNR. In [8], similar observations 63

were made for the noncoherent MIMO full-duplex single 64

relay channel with block-fading. The authors showed that 65

Grassmanian signaling can achieve the DoF without using 66

the relay. Also for certain regimes, decode-and-forward with 67

Grassmanian signaling was shown to approximately achieve 68

the capacity at high SNR. 69

The above works considered a DoF framework for the 70

noncoherent model in the sense that for high SNR, the link 71

strengths are not significantly different, i.e., the links scale 72

with the same SNR-exponent. In contrast, a gDoF framework 73

considers the situation when the link strengths could have large 74

difference. The gDoF framework for the noncoherent MIMO 75

channel was considered in [9], [10] and it was shown that 76

several insights from the DoF framework may not carry on to 77

the gDoF framework. It was shown that a standard training- 78

based scheme is not gDoF optimal and that all antennas 79

may have to be used for achieving the gDoF, even when 80

the coherence time is low, in contrast to the results for the 81

MIMO channel with i.i.d. links. In [5], the gDoF of the 2-relay 82

1We use the abbreviation SNR for the average signal-to-noise ratio in the
context of fading channels and not for the (instantaneous) signal-to-noise ratio.
Similarly, we use the abbreviation INR for the average interference-to-noise
ratio.
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Fig. 1. The channel model without feedback.

diamond network was studied. The standard training-based83

schemes were proved to be sub-optimal and a new scheme84

was proposed, which partially trains the network and performs85

a scaling and quantize-map-forward operation [11]–[13] at the86

relays.87

In this work, we study the noncoherent 2-user IC with88

symmetric statistics. This, we believe, is the first information89

theoretic analysis of noncoherent channels in multiple unicast90

networks with interference. The capacity of the (coherent)91

2-user Gaussian IC is well studied [14]–[17] when the chan-92

nels are perfectly known at the receivers and transmitters.93

The capacity region of the 2-user IC without feedback was94

characterized in [16], to within 1 bit per user. In [17], a95

similar result was derived for the 2-user Gaussian IC with96

feedback, obtaining the capacity region within 2 bits per user.97

In [18], the approximate capacity region (within a constant98

additive gap) for 2-user fast fading interference channels99

(FF-IC), with no instantaneous CSIT but with perfect channel100

knowledge at the receiver, was derived. There, the authors101

used a rate-splitting scheme based on the average interference-102

to-noise ratio, extending the existing rate-splitting schemes103

for the IC [16], [17]. The approximate capacity region was104

derived for the FF-IC without feedback and also for the case105

with feedback; the feedback improves the capacity region for106

the FF-IC, similar to the case for the static IC [17]. In this107

work, we extend the results from [18] for the FF-IC (where the108

receivers know the channel, but not the transmitters) to the case109

when both transmitters and receivers do not know the channel,110

i.e., the noncoherent IC.111

B. System Model, Performance Metrics, and Contributions112

Our system model is illustrated in Figure 1. We have two113

transmitters, each with its own intended receiver. The trans-114

mitted signals are multiplied by random fading noise. Each115

receiver receives a sum of signals from both transmitters and116

with additive white Gaussian noise (AWGN). In our model,117

the additive white Gaussian noise and the direct channel118

links are normalized to be of unit power and hence the119

power P at transmitters is set to be equal to the SNR, i.e.120

P = SNR. With the AWGN at unit power level, the average121

interference-to-noise ratio (INR) is the average received power122

through the interfering links P ×E
[
|g12|

2
]
, P × E

[
|g21|

2
]
,123

i.e. P × E
[
|g12|

2
]

= P × E
[
|g21|

2
]

= INR. The interfe-124

ring links are set to scale as E
[
|g12|

2
]

= E
[
|g21|

2
]

= Pα−1,125

where the parameter α (interference level) is used to capture 126

the relative strength of the interference at the receiver: 127

α =
log (INR)
log (SNR)

=
log
(
P × E

[
|g21|

2
])

log
(
P × E

[
|g11|

2
]) 128

=
log
(
P × E

[
|g12|

2
])

log
(
P × E

[
|g22|

2
]) =

log
(
P × Pα−1

)

log (P × 1)
. 129

Typically the interference level is such that INR < SNR. 130

When α < 1/2, we have the very weak interference regime. 131

When 1/2 ≤ α ≤ 1, we have the weak interference regime. 132

We also consider the strong interference regime2 (α > 1) 133

where the interfering links are stronger than the direct links. 134

For example for a case with transmit power 23 dB, direct 135

links with average strength 0.1 and crosslinks with average 136

strength 0.2, the interference level is log
(
1023/10 × .22

)
/ 137

log
(
1023/10 × .12

)
= 3. For a case with transmit power 138

25 dB, direct links with average strength 0.1 and crosslinks 139

with average strength 0.32, the interference level is again 140

log
(
1025/10 × .322

)
/ log

(
1025/10 × .12

)
= 3. Therefore 141

the α same translates to different channel strengths at 142

different SNR. 143

For the channel, we consider a block fading model where 144

the channels remain constant for a coherence time of T symbol 145

durations. Thus we model our system with vectors of size T . 146

We have 147

Y 1 = g11X1 + g21X2 + Z1, (1) 148

Y 2 = g12X1 + g22X2 + Z2, (2) 149

where the Xi, Y i, Zi with i ∈ {1, 2} are transmitted symbols, 150

received symbols and noise at receivers respectively. The 151

variables Xi, Y i, Zi with i ∈ {1, 2} are 1 × T vectors. 152

We have the average power constraint on the transmitted 153

signals 154

1
T

E
[
|Xi|2

]
= P = SNR (3) 155

for i ∈ {1, 2}. The noise Z1, Z2 are independent of each 156

other and their realizations are i.i.d. across time. The entries 157

of the vector Zi are i.i.d. according to CN (0, 1). The fading 158

channels are indicated by scalar random variables gij with 159

i, j ∈ {1, 2}. The realizations of gij for any fixed (i, j), i, j ∈ 160

{1, 2} are i.i.d. across time, and the realizations for different 161

(i, j) are independent. We consider the case with symmetric 162

fading statistics g11 ∼ g22 ∼ CN (0, 1), g12 ∼ g21 ∼ 163

CN
(
0, Pα−1

)
. Neither the receivers nor the transmitters have 164

knowledge of any of the realizations of gij , but the channel 165

statistics are known to all the receivers and transmitters. 166

2A different way of looking at the scaling in the strong interference regime

(α > 1) is to use a different normalization E |g12|
2 = E |g21|

2 = 1,

P = INR, E |g11|
2 = E |g22|

2 = P 1/α−1. Thus we still have α =

log P × E |g12|
2 / log P × E |g11|

2 = log (INR) / log (SNR)

capturing the relative strengths, the transmit power P is scaled, and the
strengths of direct and interfering links remain bounded.
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Fig. 2. The channel model with feedback.

We also consider a feedback model (Figure 2), where167

each receiver reliably feeds back the received symbols3 to168

the corresponding transmitter. We consider the feedback of169

symbols in blocks of T : the symbols are fed back after all the170

symbols in a coherence period of T are received. However,171

the results that we derive are valid even if the feedback is172

performed after receiving each symbol.173

The main metric used in this paper to evaluate the174

performance of achievability schemes is the gDoF. It is175

desirable to have an exact capacity characterization, but176

this is unknown even for the coherent IC except for177

some regimes [16], [20]. For the noncoherent case, the178

exact capacity characterization is open even for point-to-179

point channels. Hence, we give a characterization for the180

noncoherent IC in terms of the asymptotic approximation of181

the capacity region defined by the gDoF region. For this,182

we consider a series of channels with a fixed interference183

level α and letting SNR, INR → ∞. Let C (SNR, INR)184

denote the capacity region of the channel and let D̃C be a185

scaled version of C (SNR, INR) given by D̃C (SNR, INR) =186

{(R1/ log (SNR) , R2/ log (SNR)) :(R1, R2) ∈C (SNR, INR)}.187

Following [16], we define the generalized degrees of freedom188

region as the asymptote of the scaled capacity region:189

DC (α) = lim
SNR, INR→∞

α fixed

D̃C (SNR, INR) . (4)190

In other words, DC (α) contains elements (d1, d2) iff191

(d1, d2) lies within D̃C (SNR, INR) in the asymptotic case of192

SNR, INR → ∞ with fixed α. This can be formally stated as:193

DC (α) =
{

(d1, d2) : lim
SNR, INR→∞

α fixed

194

×
(

min
(y1,y2)∈D̃C(SNR,INR)

|(d1, d2) − (y1, y2)|
)

= 0
}

195

(5)196

3The IC with rate limited feedback is considered in [19] where outputs are
quantized and fed back. Our schemes can also be extended for such cases.

If we have any rate region R (SNR, INR), we can similarly 197

define a prelog region DR (α) in the following manner: 198

DC (α) =
{

(R1/ log (SNR) , R2/ log (SNR)) 199

: (R1, R2) ∈ R (SNR, INR)
}

(6) 200

DC (α) =
{

(d1, d2) : lim
SNR, INR→∞

α fixed

201

×
(

min
(y1,y2)∈D̃R(SNR,INR)

|(d1, d2) − (y1, y2)|
)

= 0
}

202

(7) 203

An achievable prelog region is the prelog region derived 204

from an achievable rate region. Just as the capacity region is 205

the maximal achievable rate region, so the gDoF region is the 206

maximal achievable prelog region.4 Our scaling process with 207

the parameter α creates a sequence of channels indexed by 208

SNR. If a sequence of channels is not created, but merely the 209

transmit power is scaled, we are able to capture the asymptotic 210

behaviour of the capacity region C (SNR, INR) along the line 211

log (SNR) = log (INR) → ∞ in the 2-dimensional space of 212

the parameters log (SNR) , log (INR). With the sequence of 213

channels as created in our setting, we capture the asymp- 214

totic behaviour of the capacity region along a general line 215

α log (SNR) = log (INR) → ∞. This gives us a better 216

understanding of the nature of the capacity region, when the 217

exact capacity region itself is unknown. 218

This method of characterization was first used in [16] to 219

characterize the asymptotic behavior of the capacity region of 220

a 2-user symmetric IC for high SNR. In [16], the received 221

signal strengths through the four links of the IC were set 222

to scale as SNR, SNRα, SNRα, SNR. The method of scaling 223

the received signal strengths on different links with different 224

SNR-exponents to obtain the gDoF region is also used in 225

other works like [5], [10], [21], [22]. A similar way of 226

creating a sequence of channels depending on SNR is also 227

found in diversity multiplexing trade-off formulation [23]. 228

The high-SNR capacity of noncoherent networks scale as 229

log (log (SNR)) for T = 1, following the result for the MIMO 230

channel [6], [7], [10]; as a consequence the gDoF region is 231

null for T = 1, and therefore we assume T ≥ 2 in our paper. 232

A standard training-based scheme estimates the channel 233

at the receiver using known training symbols sent from the 234

transmitter and uses the estimate to operate a coherent decoder. 235

Such a scheme is known to be DoF optimal for the non- 236

coherent single-user MIMO channel [3]. A natural question 237

to ask is whether operating the noncoherent IC with such a 238

standard training-based scheme achieves the gDoF region. The 239

main observation in this paper is that we can improve the 240

prelog region of the standard training-based coherent schemes 241

in several regimes for the noncoherent IC. 242

We provide the coding schemes and analysis for the follow- 243

ing schemes. 244

1) We develop a noncoherent version of the simplified Han- 245

Kobayashi scheme from [16] for the 2-user IC, where 246

4For point-to-point channels, the prelog of an achievable rate R from a
scheme can be defined as limSNR→∞ R/ log (SNR) and the DoF is the
maximal achievable prelog.
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the transmitters use superposition coding, rate-splitting247

their messages into common and private parts based on248

the INR. Each receiver noncoherently decodes its own249

private message and the common messages from both250

users.251

2) Similar to the previous scheme, another noncoherent252

scheme is developed for the 2-user IC with feedback253

extending the coherent scheme from [17]. This scheme254

involves B blocks. In the first block, each transmitter255

splits its own message into common and private parts256

and then sends a codeword superimposing the common257

and private messages. In subsequent blocks, the common258

message from the other user is decoded at the trans-259

mitter using the feedback. Each transmitter generates260

new common and private messages, conditioned on the261

previous common messages from both users. After a262

total of B blocks, each receiver performs backward263

decoding. Each decoding step in this scheme is per-264

formed noncoherently.265

3) A training-based scheme is analyzed for the noncoherent266

IC without feedback. The first two symbols in every267

coherence period of T symbols is used for estimating the268

channels.5 The rest of the symbols are used for transmit-269

ting data. The data transmission is performed according270

to a rate-splitting scheme [16] for the coherent IC:271

the transmitters use superposition coding, rate-splitting272

their messages into common and private parts based273

on the INR. Each receiver uses the channel estimates274

and decodes its own private message and the common275

messages from both users.276

4) A training-based scheme is analyzed for the noncoher-277

ent IC with feedback. The first two symbols in every278

coherence period of T symbols is used for estimating279

the channels. The rest of the symbols are used for280

transmitting data. The data transmission is performed281

according to a rate-splitting scheme [17] for the coherent282

IC with feedback. This is similar to the scheme 2) that283

we described for the noncoherent case, except that the284

decoding is performed coherently using the estimated285

channel values.286

5) We consider a scheme which treats interference-as-noise287

(TIN) where each receiver treats the symbols from the288

other user as noise. The first symbol in every coherence289

period is used for estimating the channels. Each user290

estimates its own channel while treating the other user291

as interference.292

6) We also consider a time division multiplexing (TDM)293

between single-user transmissions with equal294

time-sharing between the users. Alternate blocks295

of length T are used by alternate users. For each user,296

the first symbol in the block of length T is used for297

estimating its channel.298

The TIN and TDM schemes are implemented using one299

training symbol in each coherence period, as there is only one300

channel coefficient to be estimated for each user. The TIN301

5As we are considering high-SNR behavior, one training symbol is sufficient
for each link.

Fig. 3. Symmetric achievable prelog of the noncoherent IC for coherence
time T = 4.

Fig. 4. Symmetric achievable prelog of the noncoherent IC for coherence
time T = 6.

and TDM schemes can also be implemented in a noncoherent 302

manner without training symbols, but it can be verified that 303

the prelog performance remains the same. We evaluate the 304

achievable prelog region with the above schemes and compare 305

the performance. Our main results on the prelog of the 306

noncoherent IC are illustrated in Figure 3 and Figure 4. 307

When the INR is much lower than the SNR in the absence 308

of feedback, the TIN scheme is better than other schemes that 309

decode part of the interfering message. In contrast, for the case 310

when the channel is perfectly known, the TIN scheme has the 311

same performance as a rate-splitting scheme without feedback 312

when the INR is much lower than the SNR. However, for 313

the noncoherent case, rate-splitting schemes without feedback 314

have lower prelog. We believe that this is due to the added 315

uncertainty in the interfering link along with the uncertainty 316

of the interfering message to be decoded. Due to this added 317

uncertainty, it also is better to avoid interference using the 318

TDM scheme when the interference level α is close to 1. 319

In general, the noncoherent schemes perform better than the 320

standard training-based schemes. The schemes with feedback 321

have larger prelog than the corresponding schemes without 322
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TABLE I

ACHIEVABLE PRELOG REGION FOR DIFFERENT REGIMES OF α

feedback. With feedback, the performance of noncoherent323

rate-splitting schemes is in general better than the TIN scheme.324

However, the TDM scheme is still the best around α = 1.325

We also provide some numerical results on achievable rates326

to show that our gDoF results can provide improvements in327

the rates compared to the standard training-based schemes at328

finite SNRs, the rate-SNR points are given in Table III on329

page 7.330

The rest of the paper is organized as follows. In Section I-C,331

we explain the notations used. In Section II, we discuss332

our results on the noncoherent IC without feedback and in333

Section III, we discuss the noncoherent IC with feedback.334

In Section IV, we give the conclusions and remarks. Some335

of the proofs for the analysis are deferred to the appendices.336

C. Notational Conventions337

We use the notation CN
(
µ, σ2

)
for circularly symmetric338

complex Gaussian distribution with mean µ and variance σ2.339

The logarithm to base 2 is denoted by log (). We use the340

symbol ∼ with overloaded meanings: one to indicate that a341

random variable has a given distribution and second to indicate342

that two random variables have the same distribution. We use343

the notation .= for order equality, i.e., we say f1 (SNR) .=344

f2 (SNR) if345

lim
SNR→∞

f1 (SNR)
log (SNR)

= lim
SNR→∞

f2 (SNR)
log (SNR)

. (8)346

The use of symbols
.
≤,

.
≥ are defined analogously. When we347

have an SNR-dependent term t1 in evaluating the rate of348

a scheme, we have the prelog of the term t1 as the limit349

lim
SNR→∞

t1/ log (SNR). We use a bold script for random vari-350

ables and the normal script for deterministic variables. We use351

small letters for scalars, capital letters for vectors and capital352

letter with underline for matrices. The following capital letters353

being a common notation are used for scalars: P for power,354

B for number of codeblocks, T for the coherence time, R355

for rate and C for capacity. The special script of the form356

A, E is used to indicate sets. As an exception to this rule, the357

notation CN is reserved for complex Gaussian distribution.358

The notation xi,j indicates the jth element of Xi. Similar359

definitions follow for yi,j and zi,j . The random variables gij360

with i, j ∈ {1, 2} are scalar random variables to capture the361

block fading.362

II. NONCOHERENT IC WITHOUT FEEDBACK363

In this section, we provide our results for the noncoher-364

ent IC without feedback. We compare the achievable prelog365

using a standard training-based scheme to our noncoherent366

rate-splitting scheme and we also compare it with the TIN 367

and TDM schemes. 368

Theorem 1: Using a noncoherent rate-splitting scheme, the 369

prelog region given in Table I is achievable. 370

Proof: The proof follows by analyzing a Han-Kobayashi 371

scheme [14], [15] with rate-splitting based on the average 372

interference-to-noise ratio [18]. The message for User 1 is 373

split into two parts, a common message wc1 at rate Rc1 and a 374

private message wp1 at rate Rp1. The common message wc1 is 375

mapped into Gaussian vector symbols represented by U1 and 376

private message wp1 is mapped into Gaussian vector symbols 377

represented by Xp1 where U1, Xp1 are independent. The 378

vectors are of size T . The transmitted symbols at Transmitter 1 379

are of the form X1 = U1 +Xp1. The power allocation to the 380

symbols are determined based on the average interference-to- 381

noise ratio. The power of each element of Xp1 is P 1−α and 382

the power of each element of U1 is P − P 1−α. 383

Similarly at Transmitter 2, we have a common message 384

wc2 at rate Rc2 and a private message wp2 at rate Rp2. The 385

common message wc2 is mapped into Gaussian vector sym- 386

bols represented by U2 and private message is mapped into 387

Gaussian vector symbols represented by Xp2, where U2, Xp2 388

are independent. The transmitted symbols at Transmitter 2 are 389

of the form X2 = U2 + Xp2. The power of each element 390

of Xp2 is P 1−α and the power of each element of U2 391

is P − P 1−α. 392

Each receiver, in a noncoherent manner jointly decodes its 393

own private message and the common messages from both 394

users, i.e., Receiver 1 decodes wc1, wc2, wp1 and Receiver 2 395

decodes wc1, wc2, wp2. The details of the coding scheme and 396

its analysis are in Section II-B. 397

We now compare our achievable prelog with that of a 398

standard training-based scheme. 399

Theorem 2: A standard training-based scheme for the 400

noncoherent IC can achieve the prelog region described 401

in Table II. 402

Proof: With two users, in every coherence period of 403

T symbols, we need at least two symbols for training. For 404

training, the first transmitter can send a known symbol while 405

the second transmitter remains turned off. With this, both 406

receivers can estimate the channels from the first transmit- 407

ter. Next the second transmitter can send a known symbol 408

while the first transmitter remains turned off. With this, both 409

receivers can estimate the channels from the second transmit- 410

ter. The rest of the symbols in every coherence period of T 411

symbols can be used to transmit data using a Han-Kobayashi 412

scheme scheme similar to that described in Theorem 1. 413

The detailed analysis for obtaining the prelog is given 414

in [24, Appendix C]. 415
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TABLE II

ACHIEVABLE PRELOG REGION FOR DIFFERENT REGIMES OF α

Fig. 5. Prelog region for α < 1/2, T ≥ 2. The solid line gives the prelog region achievable for a noncoherent scheme and the dotted line gives the prelog
for the scheme that uses 2 symbols for training.

Remark 1: The capacity region of the coherent FF-IC is416

known within a constant gap from [18] and hence its gDoF417

region is known. The prelog region from the above theorem418

is the same as the gDoF region for the coherent FF-IC with419

a multiplication factor of (1 − 2/T ). Hence the prelog region420

obtained in Theorem 2 is the best among any scheme that421

uses two symbols for training in every coherence period of T422

symbols.423

We also consider the strategy of treating-interference-as-424

noise (TIN) with Gaussian codebooks. Transmitter i sends a425

message wi at rate Ri using vector Gaussian symbols X i426

of length T , i ∈ {1, 2}. Receiver i decodes wi, treating the427

symbols from the other transmitter as noise for i ∈ {1, 2}.428

Using standard analysis, it can be shown that the prelog region429

d1 ≤ (1 − 1/T ) (1 − α) (9a)430

d2 ≤ (1 − 1/T ) (1 − α) (9b)431

is achievable by the TIN scheme.432

Another strategy is time division multiplexing (TDM).433

Again Transmitter i can send a message wi at rate Ri using434

vector Gaussian symbols Xi of length T , i ∈ {1, 2}. For435

the TDM case, each transmitter transmits in every alternate436

time periods of length T . While one transmitter is ON, the437

other is OFF. Each receiver obtains symbols only from the438

intended transmitter and can perform typicality decoding.439

Using standard analysis it can be shown that the prelog region440

d1 ≤ (1/2) (1 − 1/T ) , (10a)441

d2 ≤ (1/2) (1 − 1/T ) , (10b)442

is achievable.443

A. Discussion 444

In Figure 5 and Figure 6, the prelog region achievable using 445

our noncoherent scheme is compared with the prelog region 446

achievable using the aforementioned training-based scheme. 447

It can be observed that our noncoherent scheme outperforms 448

the standard training-based scheme. 449

In Figure 7 and Figure 8, we give the achievable symmetric 450

prelog with coherence time T = 3 and T = 5 respectively 451

for the strategies that we discussed. In the overview of our 452

results in Section I, we had noticed that TIN outperforms 453

rate-splitting schemes. In fact, it can be calculated from our 454

prelog regions that the TIN scheme also outperforms the TDM 455

scheme for very weak interference level (α < 1/2). 456

For a broad region of α, the TDM scheme outperforms 457

the noncoherent rate-splitting scheme. This can be clearly 458

seen by looking at the points with α = .5 and α = 1. For 459

these values of α, the noncoherent rate-splitting scheme gives 460

a prelog of (1/2) (1 − 2/T ) and the TDM scheme gives a 461

prelog of (1/2) (1 − 1/T ). Hence, for α = .5 and α = 1, the 462

noncoherent scheme effectively behaves as a TDM scheme 463

that uses two training symbols per coherence period, where 464

actually the TDM scheme can be implemented with only one 465

training symbol per coherence period. 466

Although our main results are on the prelog of the system, 467

our analysis can show that some schemes are more efficient 468

than others in terms of achievable rates for certain values 469

of power. For example with transmit SNR 6 dB, coherence 470

time T = 5, and all the links with average strength 1, using 471

the TDM scheme can improve the rate by 6% compared to 472

the standard training-based schemes used with rate-splitting. 473

More rate points are illustrated in Table III. The rates for 474

training-based scheme is obtained by numerically evaluating 475
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Fig. 6. Prelog region for 1/2 ≤ α, T ≥ 3. For T = 2 no prelog region
is achievable using known schemes. The solid line gives the prelog region
achievable for a noncoherent scheme and the dotted line gives the prelog
region for a scheme that uses 2 symbols for training.

the expression in [24, (65)] for the point in the rate region476

where both users have the same rate. The expressions used477

for obtaining the rates for the TDM scheme are given in478

[24, Appendix E]. We also provide a Mathematica code at479

https://arxiv.org/src/1812.03579/anc/Noncoh_IC_rates.nb for480

calculating the rate points.481

B. Coding Scheme and Analysis of the Rate Region482

We describe the coding scheme starting with a general483

input distribution and then we evaluate the prelog region for484

Gaussian inputs.485

Fig. 7. Symmetric achievable prelog for coherence time T = 3.

Fig. 8. Symmetric achievable prelog for coherence time T = 5.

TABLE III

COMPARISON OF RATES (BITS PER USER) ACHIEVABLE WITH DIFFERENT
SCHEMES FOR T = 5, α = 1

1) Encoding: We consider a fixed distribution 486

p (U1) p (U2) p (X1|U1) p (X2|U2) where U1, U2, X1, X2 487

are vectors of length T . For Transmitter 1, generate 2NTRc1 488

codewords UN
1 (i) with i ∈

{
1, . . . , 2NTRc1

}
according 489

to
∏N

l=1 p
(
U1(l)

)
. For each UN

1 (i), generate 2NTRp1 490

codewords XN
1 (i, j), with j ∈

{
1, . . . , 2NTRp1

}
, according 491

to
∏N

l=1 p
(
X1(l)

∣∣U1(l)

)
. Similarly for Transmitter 2, generate 492

2NTRc2 codewords UN
2 (i), with i ∈

{
1, . . . , 2NTRc2

}
, 493

according to
∏N

l=1 p
(
U2(l)

)
. For each UN

2 (j), generate 494

2NTRp2 codewords XN
2 (i, j), with j ∈

{
1, . . . , 2NTRp2

}
, 495

according to
∏N

l=1 p
(
X2(l)

∣∣U2(l)

)
. 496
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Transmitter 1 has uniformly random messages wc1 ∈497 {
1, . . . , 2NTRc1

}
, wp1 ∈

{
1, . . . , 2NTRp1

}
to transmit and498

Transmitter 2 has uniformly random messages wc2 ∈499 {
1, . . . , 2NTRc2

}
, wp2 ∈

{
1, . . . , 2NTRp2

}
to transmit.500

Transmitter 1 sends the symbols XN
1 (wc1, wp1) and501

Transmitter 2 sends the symbols XN
1 (wc2, wp2) .502

2) Decoding: For decoding, Receiver 1 finds a triplet503 (
î, ĵ, k̂

)
requiring î, ĵ to be unique with504

(
XN

1

(
î, ĵ
)

, UN
1

(
î
)

, UN
2

(
k̂
)

, Y N
1

)
∈ A(N)

ε .505

Similarly Receiver 2 finds a triplet
(
î, ĵ, k̂

)
requiring î, ĵ to506

be unique with507

(
XN

2

(
î, ĵ
)

, UN
2

(
î
)

, UN
1

(
k̂
)

, Y N
2

)
∈ A(N)

ε ,508

where A(N)
ε indicates the set of jointly typical sequences.509

3) Error Analysis: We give the sketch of analysis510

for the error probability at Receiver 1 assum-511

ing (i, j, k) = (1, 1, 1). Let Eijk be the event512 {(
XN

1 (i, j) , UN
1 (i) , UN

2 (k) , Y N
1

)
∈ A(N)

ε

}
for a given513

i, j, k. By asymptotic equipartition property (AEP), the514

probability of Pr (
⋃

k E11k) approaches unity. The error515

probability at Receiver 1 is then captured by the following:516

Pr




⋃

(i,j) %=(1,1)

Eijk



517

≤




∑

i%=1,j %=1,k %=1

Pr (Eijk) +
∑

i%=1,j=1,k %=1

Pr (Eijk)



518

+




∑

i%=1,j %=1,k=1

Pr (Eijk) +
∑

i%=1,j=1,k=1

Pr (Eijk)



519

+
∑

i=1,j %=1,k=1

Pr (Eijk) +
∑

i=1,j %=1,k %=1

Pr (Eijk)520

≤ 2N(TRc1+TRc2+TRp1−I(X1,U2;Y 1)+ε)
521

+ 2N(TRp1+TRc1−I(X1;Y 1|U2)+ε)
522

+ 2N(TRp1−I(X1;Y 1|U1,U2)+ε)
523

+ 2N(TRc2+TRp1−I(X1,U2;Y 1|U1)+ε).524

The details of the simplification in the last step can be525

obtained from standard textbooks, for example from [25,526

Ch. 6]. Requiring the average error probability to vanish at527

Receiver 1 and Receiver 2, we get the following equations as528

a sufficient condition:529

TRc1 + TRc2 + TRp1 ≤ I (X1, U2; Y 1) , (11a)530

TRp1 + TRc1 ≤ I (X1; Y 1|U2) , (11b)531

TRp1 ≤ I (X1; Y 1|U1, U2) , (11c)532

TRc2 + TRp1 ≤ I (X1, U2; Y 1|U1) , (11d)533

TRc1 + TRc2 + TRp2 ≤ I (X2, U1; Y 2) , (11e)534

TRp2 + TRc2 ≤ I (X2; Y 2|U1) , (11f)535

TRp2 ≤ I (X2; Y 2|U1, U2) , (11g)536

TRc1 + TRp2 ≤ I (X2, U1; Y 2|U2) . (11h)537

After Fourier-Motzkin elimination, the following equations are 538

obtained for achievability, with R1 = Rc1 + Rp1, R2 = Rc2 + 539

Rp2: 540

TR1 ≤ I (X1; Y 1|U2) , (12a) 541

TR2 ≤ I (X2; Y 2|U1) , (12b) 542

T (R1 + R2) ≤ I (X2, U1; Y 2) 543

+ I (X1; Y 1|U1, U2) , (12c) 544

T (R1 + R2) ≤ I (X1, U2; Y 1) 545

+ I (X2; Y 2|U1, U2) , (12d) 546

T (R1 + R2) ≤ I (X1, U2; Y 1|U1) 547

+ I (X2, U1; Y 2|U2) , (12e) 548

T (2R1 + R2) ≤ I (X1, U2; Y 1) + I (X1; Y 1|U1, U2) 549

+ I (X2, U1; Y 2|U2) , (12f) 550

T (R1 + 2R2) ≤ I (X2, U1; Y 2) + I (X2; Y 2|U1, U2) 551

+ I (X1, U2; Y 1|U1) . (12g) 552

For power splitting, we adapt the idea of the simplified Han- 553

Kobayashi scheme where the power allocation is such that the 554

private signal is seen below the noise level at the other receiver. 555

Similar to [16], [18], we choose Uk as a vector of length T 556

with i.i.d. CN (0, λc) elements and Xpk as a vector of length 557

T with i.i.d. CN (0, λp) elements for k ∈ {1, 2}. The random 558

variables are chosen independent of each other so that the set 559

{U1, U2, Xp1, Xp2} is mutually independent. We use X1 = 560

U1 + Xp1, X2 = U2 + Xp2, λc + λp = P and λp = P 1−α. 561

The prelog results in Table I can be obtained by evaluating 562

the rate region (12) for our choice of input distribution. 563

4) Preliminaries for Prelog Evaluation: We give some 564

preliminary results that can be used in obtaining prelog region 565

from our achievability region. 566

Fact 1: For an exponentially distributed random variable ξ 567

with mean µξ and with given constants a ≥ 0, b > 0, we have 568

log (a + bµξ) − γ log (e) ≤ E [log (a + bξ)] (13) 569

≤ log (a + bµξ) , (14) 570

where γ is Euler’s constant. 571

Proof: This is given in [18, Section III-B]. 572

We now simplify the region (12) by considering the terms in 573

it one by one. 574

Claim 1: The term h (Y 1|U2, X1) is upper bounded at 575

high SNR as 576

h (Y 1|U2, X1)
.
≤ log (SNR + SNRα) 577

+ log (min (SNR, SNRα)) . (15) 578

Proof: The outline of the proof is as follows: 579

with y1,i as the components of Y 1, we expand 580

h (Y 1|U2, X1) =
∑

i h
(
y1,i

∣∣∣U2, X1,
{
y1,j

}i

j=1

)
. The 581

first term h
(
y1,1

∣∣U2, X1

)
gives rise to the term 582

log (SNR + SNRα) with uncertainty from both incoming 583

channels. 584

Let us consider the term h
(
y1,2

∣∣U2, X1, y1,1

)
. In y1,2, 585

the contribution to uncertainty is from the channels as well 586

as from the symbols. When conditioned on U2, X1, the con- 587

tribution of uncertainty from these symbols can be removed. 588
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The uncertainty from Xp2 in y1,2 can be neglected in prelog589

calculation due to the power allocation strategy that we use.590

The term y1,1 is a linear combination of the symbols as591

well as the channels. Using this single linear combination592

given in the conditioning, the uncertainty from one of the593

channels can be removed. Thus h
(
y1,2

∣∣U2, X1, y1,1

)
gives594

rise to log (min (SNR, INR)) = log (min (SNR, SNRα)), with595

either the uncertainty from the direct channel removed or the596

uncertainty from the interfering channel removed.597

In terms h
(
y1,i

∣∣∣U2, X1,
{
y1,j

}i

j=1

)
with i ≥ 3, we can598

follow the same procedure as stated in the above para-599

graph. However with
{
y1,j

}i

j=1
available in the conditioning,600

we have more than a single linear combination of the chan-601

nels available. Using these, the contribution from both chan-602

nels can be removed, and hence h
(
y1,i

∣∣∣U2, X1,
{
y1,j

}i

j=1

)
603

do not contribute to the prelog. The detailed proof is604

in [24, Appendix B].605

Claim 2: The term h (Y 1|U1, U2) is lower bounded at606

high SNR as607

h (Y 1|U1, U2)
.
≥ log (SNR + SNRα)608

+ log
(
SNR1−α + min (SNR, SNRα)

)
609

+(T − 2) log
(
1 + SNR1−α) .610

Proof: We expand h (Y 1|U1, U2) =611 ∑
i h
(
y1,i

∣∣∣U1, U2,
{
y1,j

}i

j=1

)
. One way to lower bound612

h
(
y1,i

∣∣∣U1, U2,
{
y1,j

}i

j=1

)
is to condition on the channel613

strengths and reduce the term to that for a coherent channel.614

Another way to lower bound h
(
y1,i

∣∣∣U1, U2,
{
y1,j

}i

j=1

)
615

is to give all the transmit signals in the conditioning and616

reduce the entropy to that of a (conditionally) joint Gaussian617

distribution. These two techniques help us prove the claim.618

See Appendix I for more details.619

5) Bounding Mutual Information Terms: In the following620

four claims, we obtain the lower bounds for four mutual621

information terms in the achievability region (12). We need622

to bound only four terms and the other terms can be bounded623

by using symmetry of the setup.624

Claim 3: The term I (X1; Y 1|U2) is lower bounded at625

high SNR as626

I (X1; Y 1|U2)
.
≥(T− 1) log (SNR)−log (min(SNR, SNRα)) .627

Proof: We have628

h (Y 1|U2) (16)629

= h (g11X1 + g21X2 + Z1|U2) (17)630

=
T∑

i=1

h
(
g11x1,i + g21x2,i + z1,i

∣∣∣631

{g11x1,j + g21x2,j + z1,j}i−1
j=1 , U2

)
(18)632

(i)
≥ h (g11x1,1 + g21x2,1 + z1,1|x1,1, x2,1, U2)633

+
T∑

i=2

h (g11x1,i + g21x2,i + z1,i|u2,i, g21, g11) (19)634

(ii)
.
≥ log (SNR + SNRα) + (T − 1) log (SNR) , (20)635

where (i) is due to the fact that conditioning reduces 636

entropy and Markovity (g11x1,i + g21x2,i + z1,i) − 637

(u2,i, g21, g11) −
(
{g11x1,j + g21x2,j + z1,j}i−1

j=1 , U2

)
. 638

The step (ii) is using the property of Gaussians for 639

the terms h (g11x1,1 + g21x2,1 + z1,1|x1,1, x2,1, U2), 640

h (g11x1,i + g21x2,i + z1,i|u2,i, g21, g11) = 641

h (g11x1,i + g21xp2,i + z1,i|g21, g11) and using Fact 1. 642

Using (20) and Claim 1 completes the proof. 643

Claim 4: The term I (X2, U1; Y 2) is lower bounded at 644

high SNR as 645

I (X2, U1; Y 2)
.
≥ (T − 1) log (SNR + SNRα) 646

− log (min (SNR, SNRα)) . 647

Proof: We have 648

h (Y 2)
.
≥ T log (SNR + SNRα) . (21) 649

Using Claim 1 for h (Y 1|X1, U2) and using symmetry we 650

get, 651

h (Y 2|X2, U1)
.
≤ log (SNR + SNRα) 652

+ log (min (SNR, SNRα)) . (22) 653

Combining the last two equations completes the proof. 654

Claim 5: The term I (X1; Y 1|U1, U2) is lower bounded 655

at high SNR as 656

I (X1; Y 1|U1, U2)
.
≥ log

(
SNR1−α + min (SNR, SNRα)

)
657

+ (T − 2) log
(
1 + SNR1−α)

658

− log (min (SNR, SNRα)) . 659

Proof: This follows by combining Claim 2 for 660

h (Y 1|U1, U2) and Claim 1 for h (Y 1|X1, U1, U2). 661

Claim 6: The term I (X1, U2; Y 1|U1) is lower bounded 662

at high SNR as 663

I (X1, U2; Y 1|U1)
.
≥ (T − 1) log

(
SNR1−α + SNRα)

664

− log (min (SNR, SNRα)) . 665

Proof: We have 666

h (Y 1|U1) 667

= h (g11X1 + g21X2 + Z1|U1) 668

=
∑

i

h
(
g11x1,i + g21x2,i + z1,i

∣∣∣ 669

{g11x1,j + g21x2,j + z1,j}i−1
j=1 , U1

)
670

(i)
.
≥ h (g11x1,1 + g21x2,1 + z1,1|U1, x1,1, x2,1) 671

+
T∑

i=2

h (g11x1,i + g21x2,i + z1,i|u1,i, g21, g11) 672

(ii)
.
≥ log (SNR + SNRα) 673

+ (T − 1) log
(
SNR1−α + SNRα) , (23) 674

where (i) is due to the fact that conditioning reduces entropy 675

and Markovity (g11x1,i + g21x2,i + z1,i)−(u1,i, g21, g11)− 676(
{g11x1,j + g21x2,j + z1,j}i−1

j=1 , U1

)
. In step (ii) we 677
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TABLE IV

LOWER BOUNDS AT HIGH SNR FOR THE TERMS IN THE ACHIEVABILITY REGION AND THEIR PRELOG

TABLE V

ACHIEVABLE PRELOG REGION FOR DIFFERENT REGIMES OF α

removed the contribution of g11u1,i from the second term and678

used the structure x1,i = u1,i + x1p,i, where u1,i, x1p,i are679

independent Gaussian random variables and x1p,i has variance680

P 1−α = SNR1−α. We also used Fact 1 together with the fact681

that the channels are Gaussian distributed.682

We also have683

h (Y 1|U2, U1, X1) ≤ h (Y 1|U2, X1)684
.
≤ log (SNR + SNRα)685

+ log (min (SNR, SNRα)) , (24)686

using Claim 1 for h (Y 1|X1, U2). Using (24) and (23)687

completes the proof.688

We collect the results from Claim 3, Claim 4, Claim 5 and689

Claim 6 in the second column of Table IV. In the third column690

of Table IV, we give the prelog for the lower bounds. Using691

the prelog of the lower bounds from Table IV in (12), using692

symmetry of the terms and using only the active inequalities,693

it can be verified that the prelog region in Table I is achievable.694

III. NONCOHERENT IC WITH FEEDBACK695

In this section, we provide our results for the noncoherent696

rate-splitting scheme for the noncoherent IC with feedback and697

compare the achievable prelog with a standard training-based698

scheme. We also compare the performance with the TIN and699

TDM schemes.700

Theorem 3: For a noncoherent IC with feedback, the prelog701

region given in Table V is achievable:702

Proof: This is obtained using the block Markov scheme703

of [17, Lemma 1] for the noncoherent case. We use a704

rate-splitting scheme based on the average interference-to-705

noise ratio and noncoherent decoding at the receivers. We use706

the block Markov scheme from [17, Lemma 1] with a total707

size of blocks B.708

In block b, the message for User 1 is split into two parts, a709

common message w(b)
c1 at rate Rc1 and a private message w(b)

p1710

at rate Rp1. The transmitted vector symbols at Transmitter 1711

are of the form X1 = U1 + Xp1 where U1, Xp1 are 712

independent Gaussian vectors of length T . The power of each 713

element of Xp1 is P 1−α and the power of each element of 714

U1 is P −P 1−α. The Transmitter 1 is able to decode w(b−1)
c2 715

using feedback. The messages w(b−1)
c2 , w(b−1)

c1 and w(b)
c1 are 716

mapped into U1 in bth block. The private message w(b)
p1 is 717

mapped into Xp1. 718

For User 2, in block b, we have a common message w(b)
c2 719

at rate Rc2 and a private message w(b)
p2 at rate Rp2. The 720

transmitted vector symbols at Transmitter 2 are of the form 721

X2 = U2 + Xp2 where U2, Xp2 are independent Gaussian 722

vectors of length T . The power of each element of Xp2 is 723

P 1−α and the power of each element of U2 is P − P 1−α. 724

The Transmitter 2 is able to decode w(b−1)
c1 using feedback. 725

The messages w(b−1)
c1 , w(b−1)

c2 and w(b)
c2 are mapped into U2 726

in bth block. The private message w(b)
p2 is mapped into Xp2. 727

The messages w(b)
c1 , w(b)

p1 , w(b)
c2 , w(b)

p2 with b = 0, B are set to 728

be fixed and known to all transmitters and receivers. After B 729

blocks, the receivers perform noncoherent backward decoding. 730

Receiver 1 uses the symbols received in block b and decodes 731

w(b−1)
c1 , w(b−1)

c2 , w(b)
p2 assuming w(b)

c1 , w(b)
c2 are decoded from the 732

symbols received in block b + 1. Receiver 2 uses the symbols 733

received in block b and decodes w(b−1)
c1 , w(b−1)

c2 , w(b)
p1 assuming 734

w(b)
c1 , w(b)

c2 are decoded from the symbols received in block 735

b + 1. The details of the coding scheme and its analysis are 736

in Section III-B. 737

We now obtain the prelog of a standard training-based 738

scheme for the noncoherent IC with feedback. 739

Theorem 4: A standard training-based scheme for the non- 740

coherent IC with feedback can achieve the prelog region 741

described in Table VI. 742

Proof: For training, in every coherence period of T 743

symbols, the first transmitter can send a known symbol while 744

the second transmitter remains turned off; with this both 745

Authorized licensed use limited to: UCLA Library. Downloaded on August 21,2023 at 20:01:15 UTC from IEEE Xplore.  Restrictions apply. 



SEBASTIAN AND DIGGAVI: ON GENERALIZED DEGREES OF FREEDOM OF NONCOHERENT INTERFERENCE CHANNEL 7021

TABLE VI

ACHIEVABLE PRELOG REGION FOR DIFFERENT REGIMES OF α

Fig. 9. Prelog region for α < 1/2,T ≥ 2. The solid line gives the prelog
region achievable for a noncoherent scheme and the dotted line gives the
prelog region for the scheme that uses 2 symbols for training.

receivers can estimate the channels from the first transmitter.746

Next the second transmitter can send a known symbol while747

the first transmitter remains turned off; with this both receivers748

can estimate the channels from the second transmitter. The749

rest of the symbols can be used to transmit data using a750

block Markov scheme similar to that described in Theorem 3.751

The detailed analysis for obtaining the prelog is given in [24,752

Appendix D].753

Remark 2: The capacity region of the coherent FF-IC with754

feedback is known within a constant gap from [18] and hence755

its gDoF region is known. The prelog region from the above756

theorem is the same as the gDoF region for the coherent case757

with a multiplication factor of (1 − 2/T ). Hence the prelog758

obtained in Theorem 4 is the best among any scheme that759

uses two symbols for training in every coherence period of T760

symbols.761

A. Discussion762

In Figure 9 and Figure 10, the prelog region achievable763

using our noncoherent scheme is compared with the prelog764

region achievable using the aforementioned training-based765

scheme. It can be observed that our noncoherent scheme766

outperforms the standard training-based scheme.767

In Figure 11, we give the achievable symmetric prelog768

with coherence time T = 3 for our noncoherent rate-splitting769

scheme and the aforementioned training-based scheme for770

the feedback case. We give similar plots in Figure 12 for771

coherence time T = 5. We also include the prelog of the772

nonfeedback schemes from Section II in the figures. We had773

noticed in Section I that with feedback, the performance of774

noncoherent rate-splitting schemes is in general better than775

the TIN scheme. There are a few exceptions: when T = 2776

and α < 1, it can be calculated from Table V and [24, (71)]777

that the TIN scheme outperforms our noncoherent strategy778

with feedback. With T = 3 and α ≤ .5, our noncoherent rate-779

splitting strategy in the presence of feedback has the same780

prelog as the TIN scheme.781

Fig. 10. Prelog region for 1/2 < α, T ≥ 2. The solid line gives the prelog
achievable for a noncoherent scheme and the dotted line is the prelog for a
scheme that uses 2 symbols for training.

Fig. 11. Symmetric achievable prelog for coherence time T = 3: feedback
and nonfeedback cases.

Fig. 12. Symmetric achievable prelog for coherence time T = 5: feedback
and nonfeedback cases.

The noncoherent rate-splitting scheme attempts to decode 782

part of the interfering message at the transmitter, and use it 783

in subsequent transmissions. The rate that can be decoded 784

at the transmitter using the feedback increases with T . For 785

very weak interference level, the noncoherent rate-splitting 786

scheme has a disadvantage as we explained in the discussion in 787

Section I together with Figures 3 and 4. The advantage gained 788
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by decoding at the transmitter outweighs this disadvantage789

when T ≥ 3.790

The TDM scheme outperforms other schemes for a region791

of α close to 1. This behavior can be explained similar to792

what we did in Section II-A. When α = 1, the noncoherent793

rate-splitting scheme gives a prelog of (1/2) (1 − 2/T ) and794

the TDM scheme gives a prelog of (1/2) (1 − 1/T ). Hence795

for α = 1, the noncoherent scheme effectively behaves as a796

TDM scheme that uses two symbols to train, but the TDM797

scheme can actually be implemented with only one training798

symbol.799

B. Coding Scheme and Analysis of the Rate Region800

We describe the coding scheme starting with a general801

input distribution and then we evaluate the prelog region for802

Gaussian inputs.803

1) Encoding: Fix a joint distribution p (U1) p (U2)804

p (X1|U1) p (X2|U2) where U1, U2, X1, X2 are vectors805

of length T . Generate 2NT (2Rc1+Rc2) codewords UN
1 (i, j, k)806

with i, k ∈
{
1, . . . , 2NTRc1

}
, j ∈

{
1, . . . , 2NTRc2

}
according807

to
∏N

l=1 p
(
U1(l)

)
. For each codeword UN

1 (i, j, k), generate808

2NTRp1 codewords XN
1 (i, j, k, l) with l ∈

{
1, . . . , 2NTRp1

}
809

according to
∏N

l=1 p
(
X1(l)

∣∣U1(l)

)
.810

Similarly generate 2NT (2Rc2+Rc1) codewords UN
2 (j, i, r)811

with j, r ∈
{
1, . . . , 2NTRc2

}
, i ∈

{
1, . . . , 2NTRc1

}
. For812

each codeword UN
2 (j, i, r), generate 2NTRp2 codewords813

XN
2 (j, i, r, s) with s ∈

{
1, . . . , 2NTRp2

}
according to814 ∏N

s=1 p
(
X2(s)

∣∣U2(s)

)
.815

At block b, Transmitter 1 has uniformly random mes-816

sages w(b)
c1 ∈

{
1, . . . , 2NTRc1

}
, w(b)

p1 ∈
{
1, . . . , 2NTRp1

}
817

to transmit and Transmitter 2 has uniformly random mes-818

sages w(b)
c2 ∈

{
1, . . . , 2NTRc2

}
, w(b)

p2 ∈
{
1, . . . , 2NTRp2

}
to819

transmit. Using the symbols Y N,(b−1)
1 obtained through feed-820

back, Transmitter 1 tries to noncoherently decode ŵ(b−1)
2c = k̂821

by finding unique k̂ such that822

(
UN

1

(
w(b−2)

c1 , w(b−2)
c2 , w(b−1)

c1

)
,823

XN
1

(
w(b−2)

c1 , w(b−2)
c2 , w(b−1)

c1 , w(b−1)
p1

)
,824

UN
2

(
w(b−2)

c2 , w(b−2)
c1 , k̂

)
, Y N,(b−1)

1

)
∈ A(N)

ε .825

where A(N)
ε indicates the set of jointly typical sequences.826

Transmitter 1 already knows w(b−2)
c1 , w(b−1)

c1 , w(b−1)
p1 . Also827

w(b−2)
c2 is assumed to be correctly decoded in the previous828

block at Transmitter 1 and w(b−2)
c1 is assumed to be correctly829

decoded in the previous block at Transmitter 2. The current830

noncoherent decoding at Transmitter 1 is performed with831

vanishing error probability if832

TRc2 ≤ I (U2; Y 1|X1) . (25)833

Based on ŵ(b−1)
2c , Transmitter 1 then sends834

XN
1

(
w(b−1)

c1 , ŵ(b−1)
2c , w(b)

c1 , w(b)
p1

)
. Similarly Transmitter 2835

decodes ŵ(b−1)
1c and sends XN

2

(
w(b−1)

c2 , ŵ(b−1)
1c , w(b)

c2 , w(b)
p2

)
.836

The messages w(b)
c1 , w(b)

p1 , w(b)
c2 , w(b)

p2 for b = 0, B can be set837

to be fixed and known to all transmitters and receivers.838

2) Decoding: After receiving B blocks, each receiver per- 839

forms backward decoding. At Receiver 1, block b is decoded 840

assuming block b + 1 is correctly decoded. From block b + 1, 841

w(b)
c2 , w(b)

1c is assumed to be available at Receiver 1 after 842

successful decoding. Now using the symbols from block b, 843

Receiver 1 finds unique triplet
(
î, ĵ, l̂

)
such that 844

(
UN

1

(̂
i, ĵ, w(b)

c1

)
, XN

1

(̂
i, ĵ, w(b)

c1 , l̂
)
, 845

UN
2

(
ĵ,̂i, w(b)

c2

)
, Y N,(b)

1

)
∈ A(N)

ε . 846

Similarly Receiver 2 finds unique triplet
(
ĵ, î, ŝ

)
such that 847

(
UN

2

(
ĵ, î, w(b)

c1

)
, XN

2

(
ĵ, î, w(b)

c2 , ŝ
)
, 848

UN
1

(̂
i, ĵ,w(b)

c1

)
, Y N,(b)

2

)
∈ A(N)

ε . 849

3) Error Analysis: We give the sketch of error analysis 850

at Receiver 1 assuming
(
w(b−1)

c1 , w(b−1)
c2 , w(b)

p1

)
= (1, 1, 1) 851

was sent through block b − 1 and block b. We assume 852

that there was no backward decoding error, i.e., 853(
w(b)

c1 , w(b)
c2

)
was correctly decoded. Let Eijl be the event 854

{(
UN

1

(̂
i, ĵ, w(b)

c1

)
, XN

1

(̂
i, ĵ, w(b)

c1 , k̂
)
, UN

2

(
ĵ,̂i, w(b)

c2

)
, Y N,(b)

1

)
∈ 855

A(N)
ε

}
for given i, j, l. By AEP, the probability of E111 856

approaches unity. The error probability is thus captured by 857

the following equation using standard analysis similar to that 858

in [17, Appendix B]. 859

Pr
( ⋃

(i,j,l) %=(1,,1,1)

Eijl

)
860

≤
∑

i%=1,j %=1,l %=1

Pr (Eijl) +
∑

i=1,j=1,l %=1

Pr (Eijl) 861

+
∑

i=1,j %=1,l=1

Pr (Eijl) +
∑

i%=1,j=1,l=1

Pr (Eijl) 862

+
∑

i%=1,j %=1,l=1

Pr (Eijl) +
∑

i%=1,j=1,l %=1

Pr (Eijl) 863

+
∑

i=1,j %=1,l %=1

Pr (Eijl) 864

≤ 2N(TRc1+TRc2+TRp1−I(X1,U2;Y 1)+ε)
865

+ 2N(TRp1−I(X1;Y 1|U1,U2)+ε)
866

+ 2N(TRc2−I(X1,U2;Y 1)+ε) + 2N(TRc1−I(X1,U2;Y 1)+ε)
867

+ 2N(TRc1+TRc2−I(X1,U2;Y 1)+ε)
868

+ 2N(TRc1+TRp1−I(X1,U2;Y 1)+ε)
869

+ 2N(TRc2+TRp1−I(X1,U2;Y 1)+ε) (26) 870

Combining (25) and (26), and considering similar analysis for 871

User 2, we get the following equations for achievability: 872

TRc2 ≤ I (U2; Y 1|X1) , (27a) 873

TRp1 ≤ I (X1; Y 1|U1, U2) , (27b) 874

T (Rc1 + Rc2 + Rp1) ≤ I (X1, U2; Y 1) , (27c) 875

TRc1 ≤ I (U1; Y 2|X2) , (27d) 876

TRp2 ≤ I (X2; Y 2|U2, U1) , (27e) 877

T (Rc1 + Rc2 + Rp2) ≤ I (X2, U1; Y 2) . (27f) 878
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TABLE VII

LOWER BOUNDS AT HIGH SNR FOR THE TERMS IN THE ACHIEVABILITY REGION AND THEIR PRELOG

After performing Fourier-Motzkin elimination similar to879

that in [17, Appendix B], we obtain the following achievability880

region with R1 = Rc1 + Rp1, R2 = Rc2 + Rp2:881

TR1 ≤ I (X1, U2; Y 1) , (28a)882

TR1 ≤ I (U1; Y 2|X2)883

+I (X1; Y 1|U1, U2) , (28b)884

TR2 ≤ I (X2, U1; Y 2) , (28c)885

TR2 ≤ I (U2; Y 1|X1)886

+I (X2; Y 2|U1, U2) , (28d)887

T (R1 + R2) ≤ I (X1; Y 1|U1, U2)888

+I (X2, U1; Y 2) , (28e)889

T (R1 + R2) ≤ I (X2; Y 2|U1, U2)890

+I (X1, U2; Y 1) . (28f)891

We choose Uk as a vector of length T with i.i.d. CN (0, λc)892

elements and Xpk as a vector of length T with i.i.d.893

CN (0, λp) elements for k ∈ {1, 2}. The random vari-894

ables are chosen independent of each other so that the set895

{U1, U2, Xp1, Xp2} is mutually independent. We use X1 =896

U1 + Xp1, X2 = U2 + Xp2 where λc + λp = P and897

λp = min (P/INR, P ) = min
(
P 1−α, P

)
similar to [17], [18].898

For prelog characterization, we can assume Pα > 1. Hence,899

we have λp = P 1−α.900

The prelog results in Table V can be obtained by evaluating901

the rate region (28) for our choice of input distribution. Note902

that the joint distribution of (X1, Y 1, U1, X2, Y 2, U2) in its903

single letter form is the same as that for the nonfeedback case904

in Section II-B, hence we can carry over the inequalities for905

the single letter mutual information terms from Section II-B.906

We will use Claim 4 and Claim 5 from Section II-B to907

bound I (X2, U1; Y 2) and I (X1; Y 1|U1, U2) respectively.908

We bound the term I (U2; Y 1|X1) with the following claim.909

Claim 7: The term I (U2; Y 1|X1) is lower bounded at910

high SNR as911

I (U2; Y 1|X1)
.
≥ (T − 1) log (SNRα)912

− log (min (SNR, SNRα)) .913

Proof: We have914

h (Y 1|X1)915

= h (g11X1 + g21X2 + Z1|X1)916

=
∑

i

h
(
g11x1,i + g21x2,i + z1,i917

∣∣∣ {g11x1,j + g21x2,j + z1,j}i−1
j=1 , X1

)
918

(i)
.
≥ h (g11x1,1 + g21x2,1 + z1,1|x2,1, X1) 919

+
T∑

i=2

h (g11x1,i + g21x2,i + z1,i|X1, g21, g11) 920

(ii)
.
≥ log (SNR + SNRα) + (T − 1) log (SNRα) , (29) 921

where (i) is due to the fact that conditioning reduces 922

entropy and Markovity (g11x1,i + g21x2,i + z1,i) − 923

(X1, g21, g11) −
(
{g11x1,j + g21x2,j + z1,j}i−1

j=1 , X1

)
924

and (ii) is using the property of Gaussians for 925

the terms h (g11x1,1 + g21x2,1 + z1,1|x2,1, X1), 926

h (g11x1,i + g21x2,i + z1,i|X1, g21, g11) and using Fact 1. 927

Using (29) and h (Y 1|U2, X1)
.
≤ log (SNR + SNRα) + 928

log (min (SNR, SNRα)) from Claim 1 completes the proof. 929

930

Using Claim 4, Claim 5 and Claim 7, we have the lower 931

bounds for the terms in the achievability region in the second 932

column of Table VII. In the third column of Table VII, 933

we obtain the prelog for the lower bounds. Using the prelog 934

of the lower bounds from Table VII in (28), using symmetry 935

of the terms and using only the active inequalities, it can be 936

verified that the prelog region in Table V is achievable. 937

IV. CONCLUSION AND REMARKS 938

We studied the 2-user noncoherent IC with different achiev- 939

ability strategies. We observed that a standard training-based 940

scheme is suboptimal in terms of prelog. Depending on the 941

level of interference, a noncoherent scheme or a TIN scheme 942

or a TDM scheme can give superior performance than the 943

standard training-based scheme. Thus, the result for single user 944

noncoherent channels that training-based schemes are DoF 945

optimal does not extend to the gDoF of the noncoherent IC. 946

Our current results are on inner bounds, outer bounds are still 947

open. 948

APPENDIX I 949

PROOF OF CLAIM 2 950

In this appendix, we obtain a high-SNR bound on 951

h (Y 1|U1, U2) . We have 952

h (Y 1|U1, U2) 953

= h (g11X1 + g21X2 + Z1|U1, U2) 954

=
∑

i

h
(
g11x1,i + g21x2,i + z1,i

∣∣∣ 955

{g11x1,j + g21x2,j + z1,j}i−1
j=1 , U1, U2

)
(30) 956
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(i)
≥ h (g11x1,1 + g21x2,1 + z1,1|x1,1, x2,1, U1, U2)957

+ h
(
g11x1,2 + g21x2,2 + z1,2

∣∣∣958

g11x1,1 + g21x2,1 + z1,1, U1, U2

)
959

+
T∑

i=3

h (g11x1,i + g21x2,i + z1,i|u1,i, u2,i, g21, g11)960

(ii)
.
≥ log (1 + SNR + SNRα)961

+ h
(
g11x1,2 + g21x2,2 + z1,2962

∣∣∣g11x1,1 + g21x2,1 + z1,1, U1, U2

)
963

+ (T − 2) log
(
1 + SNR1−α) , (31)964

where (i) is due to the fact that conditioning965

reduces entropy and Markovity (g11x1,i + g21x2,i +966

z1,i) − (u1,i, u2,i, g21, g11) −
(
{g11x1,j + g21x2,j +967

z1,j}i−1
j=1, U1, U2

)
and (ii) is using the property of Gaussians968

and using Fact 1. In (ii) for the last term, we use969

h (g11x1,i + g21x2,i + z1,i|u1,i, u2,i, g21, g11)970

(i)
= h (g11xp1,i + g21xp2,i + z1,i|g21, g11) (32)971

= E
[
log
(
πe
(
1 + P 1−α |g11|

2 + P 1−α |g21|
2
))]

972

(ii)
.
≥ log

(
1 + P 1−α

)
= log

(
1 + SNR1−α) . (33)973

(i) is by removing g11u1,i + g21u2,i that is available in the974

conditioning and because the private message parts xp1,i, xp2,i975

are independent of the common message parts u1,i, u2,i. The976

step (ii) is using Fact 1. Now,977

h
(
g11x1,2 + g21x2,2 + z1,2

∣∣∣978

g11x1,1 + g21x2,1 + z1,1, U1, U2

)
(34)979

≥ h
(
g11x1,2 + g21x2,2 + z1,2

∣∣∣980

g11x1,1 + g21x2,1 + z1,1, X1, X2, U1, U2

)
981

= h
(
g11x1,2 + g21x2,2 + z1,2, g11x1,1 + g21x2,1 + z1,1

∣∣∣982

X1, X2, U1, U2

)
983

− h
(
g11x1,1 + g21x2,1 + z1,1

∣∣∣X1, X2, U1, U2

)
984

(35)985

(i)
= E

[
log

(
πe

∣∣∣∣∣
|x1,2|2 + Pα−1 |x2,2|2 + 1(
x1,2x

†
1,1 + Pα−1x2,2x

†
2,1

)†986

x1,2x
†
1,1 + Pα−1x2,2x

†
2,1

|x1,1|2 + Pα−1 |x2,1|2 + 1

∣∣∣∣∣

)]
987

− E
[
log
(
1 + |x2,1|2 Pα−1 + |x1,1|2

)]
(36)988

≥ E
[
log
(
Pα−1

(
|x1,1|2 |x2,2|2 + |x1,2|2 |x2,1|2989

−2Re
(
x1,2x

†
1,1x

†
2,2x2,1

)))]
990

− log
(
1 + P · Pα−1 + P

)
991

= log
(
Pα−1

)
+ E

[
log
(
|x1,1x2,2 − x1,2x2,1|2

)]
992

− log (1 + Pα + P ) (37) 993

(ii).= log
(
Pα−1

)
+ log

(
P 2
)
− log (1 + Pα + P ) (38) 994

(iii).= log (min (SNR, SNRα)) , (39) 995

where (i) is using the property of Gaussian random variables, 996

(ii) is using Fact 1 on page 8 and Tower property of expec- 997

tation for E
[
log
(
|x1,1x2,2 − x1,2x2,1|2

)]
, (iii) is using our 998

system setting with P = SNR. Also 999

h
(
g11x1,2 + g21x2,2 + z1,2

∣∣∣ 1000

g11x1,1 + g21x2,1 + z1,1, U1, U2

)
(40) 1001

(i)
≥ h

(
g11x1,2 + g21x2,2 + z1,2 1002

∣∣∣g11x1,1 + g21x2,1 + z1,1, U1, U2, g11, g21

)
(41) 1003

(ii)
= h (g11x1,2 + g21x2,2 + z1,2|U1, U2, g11, g21) 1004

(ii)
.
≥ log

(
1 + SNR1−α) , (42) 1005

where (i) is using the fact that conditioning reduces entropy, 1006

(ii) is due to the Markov chain (g11x1,2 + g21x2,2 + z1,2)− 1007

(U1, U2, g21, g11) − (g11x1,1 + g21x2,1 + z1,1, U1, U2), 1008

(iii) is following similar steps as for (33). Now 1009

combining (42), (39), we get 1010

h
(
g11x1,2 + g21x2,2 + z1,2

∣∣∣ 1011

g11x1,1 + g21x2,1 + z1,1, U1, U2

)
1012

.
≥ log

(
1 + SNR1−α + min (SNR, SNRα)

)
. 1013

Hence, substituting the above equation in (31), we get 1014

h (Y 1|U1, U2) 1015

.
≥ log (1 + SNR + SNRα) 1016

+ log
(
1 + SNR1−α + min (SNR, SNRα)

)
1017

+ (T − 2) log
(
1 + SNR1−α) . 1018
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