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Abstract

We develop a compactness theory for super Ricci flows, which lays the foundations
for the partial regularity theory in Bamler (Structure Theory of Non-collapsed Lim-
its of Ricci Flows, arXiv:2009.03243, 2020). Our results imply that any sequence of
super Ricci flows of the same dimension that is pointed in an appropriate sense subse-
quentially converges to a certain type of synthetic flow, called a metric flow. We will
study the geometric and analytic properties of this limiting flow, as well as the con-
vergence in detail. We will also see that, under appropriate local curvature bounds, a
limit of Ricci flows can be decomposed into a regular and singular part. The regular
part can be endowed with a canonical structure of a Ricci flow spacetime and we have
smooth convergence on a certain subset of the regular part.
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1 Introduction
1.1 Introduction

A super Ricci flow is given by a smooth family of Riemannian metrics (g;);e7 on a
manifold M that satisfies the inequality

Btg; > —2Rngr ,

meaning that 9,g; + 2 Ricg, is non-negative definite. Super Ricci flows were initially
studied by McCann and Topping [46] and are natural generalizations of Ricci flows.
We will show that the space of super Ricci flows, pointed in an appropriate sense, is
compact in a certain topology. While the main motivation of our theory is to obtain a
compactness theory of Ricci flows, most of our results also apply to other geometric
settings, such as metrics with lower Ricci curvature bounds in the Bakry-Emery sense
or Ricci solitons.

In this paper we will introduce and study several new notions, guided by some re-
sults in [7]. We will see that super Ricci flows possess similar compactness properties
as spaces with lower Ricci curvature bounds. More specifically, we will:

1. Introduce a notion of synthetic flows, called (H -concentrated) metric flows,
of which super Ricci flows are a subset. A metric flow can be regarded as a
parabolic analogue of a metric (measure) space.

2. Analyze the geometric properties that follow from the axioms of the definition
of a metric flow.

3. Define a distance function on the space metric flow pairs (a.k.a. “pointed metric
flows”), which can be viewed as a parabolic analogue of the Gromov-Hausdorff
distance.

4. Show that certain subsets of metric flow pairs, which contain the class of super
Ricci flows, are compact with respect to this new distance function. So any se-
quence of pointed metric flow pairs taken out of these subsets subsequentially
converges to another metric flow pair.

5. Analyze the convergence behavior of metric flow pairs with respect to this dis-
tance function and show that certain important properties survive the limit.

6. Devise a notion of smooth convergence (akin to smooth Cheeger-Gromov con-
vergence) in the case in which the original metric flow pairs are locally given by
smooth Ricci flows with bounded curvature.

In subsequent work [8], we will further analyze limits of Ricci flows under a non-
collapsing condition and derive several structural results.

1.2 History

Before describing the new notions and results of this paper in more detail, let us make
some historical remarks. Besides Ricci flows, the class of super Ricci flows also con-
tains other flows, which arise from certain interesting classes of metrics via standard
constructions. The most important of these are probably the classes of Riemannian
metrics with lower Ricci curvature bounds (Ric, > Ag) and Einstein metrics (Ricg, =
Ag). More generally, we can also consider the class of metrics whose Ricci curvature
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Compactness theory of the space of Super Ricci flows 1123

is bounded from below in the Bakry-Emery sense (Ric{{: = Ric, +V2f > Ag) and the

class of gradient Ricci solitons (Ricg = Ric, +V? f = Ag).! The theory developed in
this paper will imply a compactness theory for all these classes of metrics.

We will now give an overview over existing compactness theories for these and
other specific classes of super Ricci flows.

Let us first consider metrics with lower Ricci curvature bounds and Einstein met-
rics. By the work of Gromov [30], any sequence of manifolds with a uniform lower
bound on the Ricci curvature and an upper bound on the dimension converges sub-
sequentially to a metric (measure) space in the Gromov-Hausdorff sense. In fact, the
space of isometry classes of metric spaces that satisfy certain weak regularity condi-
tions can be equipped with a distance function — the Gromov-Hausdorff distance —
and the subset of spaces corresponding to metrics with lower Ricci curvature bounds
is precompact with respect to this distance function. In the non-collapsed case, the
Gromov-Hausdorff limits of sequences of spaces with lower Ricci curvature bound
can be characterized further by the work of Anderson, Cheeger, Colding, Tian, Naber
[1, 2, 16-19, 21-23]. In this case the limiting space is regular (in a certain sense)
on the complement of a singular set of codimension 2 (for spaces with lower Ricci
curvature bounds) or codimension 4 (for Einstein metrics). Another avenue of an-
alyzing the limiting space, which also works in the collapsed case, is due to Lott,
Villani and Sturm [45, 50-52], who introduced a synthetic lower Ricci curvature
bound, using optimal transport. This synthetic bound is preserved under measured
Gromov-Hausdorff convergence and can therefore be used to characterize the limit-
ing space. This has led to the notion of RCD(K, N)-spaces, which have been subject
of intensive research.

In the setting of lower Ricci curvature bounds in the Bakry-Emery sense, a com-
pactness theory under an additional bound on the potential function f, follows from
the work of Wei-Wylie [60]. By an observation of Lott [43], such metrics arise as
collapsed limits of metrics with lower Ricci curvature bounds, which reduces the
compactness theory to that of spaces with lower Ricci curvature bounds. See also
[58] for a further structure theory under additional geometric assumptions.

The case of gradient Ricci solitons was analyzed by Cao-Sesum, X. Zhang,
Z. Zhang, Weber, Haslhofer, Miiller, Y. Zhang, H. Li, Y. Li, B. Wang and S. Huang,
Y. Li, B. Wang [15, 32, 33, 36, 42, 59, 61-63]. This work essentially shows that any
sequence of gradient (shrinking) solitons, pointed at the minimum of the potential,
converges to a metric space that is smooth on the complement of a subset of codi-
mension > 4 — thus mirroring the results for Einstein metrics mentioned before.

In the setting of Ricci flows, or general super Ricci flows, compactness theo-
rems are only known under very restrictive conditions. Hamilton’s original com-
pactness theorem for Ricci flows [31] holds under global curvature and injectivity
radius bounds, which guarantee that the limit is another Ricci flow. In dimension
3, Perelman’s work [48, 49] implies a satisfactory compactness theory in the non-
collapsed case; limits are again smooth Ricci flows. In [5, 6, 10, 11, 24-26], Zhang,
the author, Chen and Wang devised a compactness theory for the space of Ricci

Un fact, any metric satisfying Ricg +Lx g > Ag for some vector field X can be turned into a super Ricci
flow. In the case of equality, these metrics are called Ricci solitons.
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1124 R.H. Bamler

flows and Kihler-Ricci flows under a pointwise bound on the scalar curvature. In
this theory limits are regular away from a singular set of codimension at least 4;
therefore their behavior is similar to that of Einstein metrics. In [53] Sturm intro-
duced a new notion of super Ricci flows for time-dependent metric measure spaces
and proved a compactness theorem for these flows assuming a pointwise lower bound
on the Ricci curvature. This theory resembles the approach of Lott-Villani-Sturm in
the stationary case. Unfortunately, the lower Ricci curvature bound is very restric-
tive; for example it precludes isolated degenerate or non-degenerate neckpinches,
which are quite common in dimension 3 [3]. Further related work can be found in
[14, 34,37, 39, 41, 44, 47, 54-56].

1.3 Overview

We will now provide an overview of the theory developed in this paper. We will
state our main results in a rather vague way, but refer to the corresponding precise
statements in the body of the paper.

We will first introduce the notion of a metric flow X over an interval I C R in
Sect. 3 (see Definition 3.1). Roughly speaking, a metric flow consists of a collec-
tion of metric spaces (A}, d;), which are viewed as time-slices and a collection of
probability measures vy, on each time-slice (X, d;), where x € Xy, t < t’. These
measures should be thought of as conjugate heat kernels based at x (at time t') on a
super Ricci flow background. The metrics and the probability measures are required
to satisfy certain compatibility conditions, which always hold on a super Ricci flow
and are independent of its dimension. Among other things, these compatibility con-
ditions are the standard reproduction formula and a gradient bound for induced heat
flows, which is established in [7, Theorem 4.1]. The collection of conjugate heat
kernels v,.; that make up a metric flow & allow us to define solutions to the (for-
ward) heat equation and (backward) conjugate heat equation on X. In addition, we
will often require a metric flow to be H -concentrated for some H < oo (see Defini-
tion 3.21), which means that the conjugate heat kernels satisfy a certain L2-bound.
This bound was established for super Ricci flows in [7] and is the only bound in this
paper that depends on the dimension.

Given a super Ricci flow (g;)re; on a manifold M we can construct the asso-
ciated metric flow as follows. Set X' := M x I, where the time-slices are of the
form &} := M x {t}, let d; := dg, be the length metric at any time ¢ and denote by
dv(x,p).s := K(x,1;-,5)dgs the measure corresponding to the conjugate heat kernel
based at (x, ). Then we have:

Theorem 1.1 (Theorem 3.36) X isan H,, := (M + 4)-concentrated metric flow.

Note that, while a Ricci flow is given by a family of metrics on a fixed manifold,
the topology of time-slices &; of a metric flow may be non-constant in ¢. In addition,
when passing from a super Ricci flow to a metric flow, we have dispensed of one
essential piece of structure, namely the concept of world lines. So for example, the
fact that (x,s), (x,t) € M x I correspond to the same point at two different times
s, t gets lost when we consider the associated metric flow. However, any metric flow

@ Springer



Compactness theory of the space of Super Ricci flows 1125

has a natural topology (see Sect. 3.6), which agrees with the topology on M x [ if
I is left-open (see Theorem 3.36). In addition, the H-concentration property allows
us to relate points between two time-slices X, X;, s < ¢, of a metric flow up to an
error of ~ /|t — s|. More specifically, we can view y € X to be “close” to x € A}
if it lies “near the concentration center” of the conjugate heat kernel v,.;. A lack of
world lines may seem nonintuitive at first; it is however natural in the study of most
Ricci flow problems.

In Sect. 4 we will analyze the dependence of the time-slices X; of an H-
concentrated metric flow X’ on time. Among other things, we will see that, away from
a countable set of times, this dependence is continuous in the Gromov- W -topology
(see Theorem 4.9 and Corollary 4.11). We will call X' future continuous (see Defi-
nition 4.7) if this convergence X; — A}, holds whenever 7 ™\ #y. It will turn out that
a future continuous flow is uniquely determined by its behavior over a dense set of
times (see Theorems 4.16, 4.17); the entire flow can be recovered by passing to the
so-called future completion, which is similar to a completion of metric spaces.

Our goal in Sect. 5 is to study the space of metric flows and define what it means
that a sequence of metric flows converges to another metric flow. In order to do this,
we need to consider metric flow pairs (X, (ut)rer) (see Definition 5.1), which are
metric flows equipped with a conjugate heat flow (u;);c7. Here, the conjugate heat
flow (ur):er serves as some kind of basepoint that indicates the “center” of the flow;
this is similar to choosing basepoints when defining Gromov-Hausdorff convergence
for unbounded metric spaces. The conjugate heat flow (u;);e; will often be taken to
be a conjugate heat kernel based at some point in the final time-slice of X', however,
our theory is not limited to this case. We consider two metric flow pairs to be the same
if they agree at almost every time and denote the space of such equivalence classes by
IF; (see Definition 5.2). By passing to the future completion, we can represent each
such equivalence class by a unique flow pair whose metric flow is future continuous.
We will then define a metric dr on F; and show that (IF;, df) is a complete metric
space. A sequence of metric flow pairs is then said to [F-converge to another metric
flow pair if it converges in (F7, dr). Roughly speaking, F-convergence implies con-
vergence of almost every time-slice” in the Gromov-W-topology along with almost
every conjugate heat kernel measure.

In Sect. 6 we analyze the notion of [F-convergence further and we relate objects on
the sequence of metric flow pairs with objects on the limit. To do this, we first embed
an F-convergent sequence of metric flow pair into a common “correspondence” and
then study the convergence behavior of points and conjugate heat flows within this
correspondence.

In Sect. 7 we will show that certain subsets of IF; are in fact compact. These subsets
include metric flow pairs corresponding to super Ricci flows that are equipped with a
conjugate heat kernel. So as a result, we will obtain:

Theorem 1.2 (Corollary 7.5) Consider a sequence of pointed super Ricci flows
(M;, (gi,t)te(~T,0], Xi) of the same dimension. Then, after passing to a subsequence,

2in most cases even all, but a countable set of time-slices
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1126 R.H. Bamler

the corresponding sequence of metric flows X' equipped with the conjugate heat ker-
nels (U3)re(—T1,0) ‘= (V(x;,0):1)re(~T,0), based at (x;,0), F-converge to a metric flow
pair of the form (X*°, (L) re(-T.0))-

In the case in which these super Ricci flows smoothly converge to some limiting
super Ricci flow (such as in [31] in the case of Ricci flows), the limiting metric
flow X*° is simply the flow associated to the limiting super Ricci flow. So smooth
convergence implies F-convergence. The following example shows, however, that, in
general, the limit X'°>° may be different from the Gromov-Hausdorff limit if smooth
convergence does not hold.

Example 1.3 Consider the Bryant soliton (M", (g;);er), n > 3, which is a rotationally
symmetric steady gradient soliton on R” with one end [13]. Denote by x € M its
center of rotation. If we consider the parabolic blow-downs (M, (g,A =22 83-21)1eR)s
which are Ricci flows, then the Gromov-Hausdorff limit

(M, gh.x) AG—HO> (0, 00), 0) (1.1)

is a Euclidean ray, while we have the following convergence on compact time-
intervals:

(M", (81)r<0, (V(x,00:1)1<0)

—E s ("7 X R (g = =201 = Diggot + grhi<o, (4)<0)- (1:2)
Here the limit is a round shrinking cylinder, which is the asymptotic shrinking soliton
of the Bryant soliton in the sense of Perelman [48]. So while the limit in (1.2) does
not agree with (1.1), it still captures an important asymptotic behavior of the Bryant
soliton. We remark that a similar behavior can be observed for the bowl soliton, which
can be viewed the analogous soliton in mean curvature flow. In this case the cylindri-
cal limit can be obtained by rescaling the ambient space with fixed basepoint, which
is a natural choice in this setting.

In Sect. 8 we show that the condition that almost all time-slices of a metric flow
are intrinsic (i.e. length spaces) survives F-limits. Moreover, if we choose the limit to
be future continuous, which we can always do, then all time-slices are intrinsic.

Lastly, in Sect. 9 we analyze the case in which a certain subset of a metric flow is
locally isometric to a smooth Ricci flow on some regular subset R C X . The regular
subset will carry the canonical structure of a Ricci flow spacetime. If X is constructed
from a smooth Ricci flow, then we have R = X. Next, we consider a sequence of met-
ric flow pairs (X', (uﬁ),eli) that F-converges to a metric flow pair (X', (14{°);ej).
We will show that, under local uniform curvature bounds on the regular parts R of
X', the F-convergence can be upgraded to smooth convergence over a certain subset
R* C R™.
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2 Preliminaries
2.1 Probability measures on metric spaces and the Wasserstein distance

Let (X, d) be a complete, separable metric space and denote by 5(X) the Borel alge-
bra generated by the open subsets of X. A probability measure on X is a measure
w on B(X) of total mass u(X) = 1. The set of probability measures on X is denoted
by P(X). For any x € X we denote by §, € P(X) the point mass at x.

We recall:

Lemma 2.1 Let (X, d) be complete and separable and let i € P(X). Then the fol-

lowing holds:

(a) w is regular, i.e. for any A € B(X), € > 0 there are compact and open subsets
K CACO CX suchthat u(O\ K) <e.

(b) The set of bounded Lipschitz functions X — R is dense in LP(X, u) for all
p < o0.

(¢) The support

suppu={xeX : w(Bx,r)) >0 forall r >0}

is closed and satisfies (X \ supp ) = 0.

(d) For any tight sequence u; € P(X) (i.e. for any € > 0 there is a compact subset
K¢ such that ni(X \ K¢) < ¢ for all i) there is a subsequence such that we
have weak convergence (i — oo € P(X) (i.e. fX fdu; — fX fdus for all
bounded, continuous functions f : X — R, or equivalently, for all bounded,
Lipschitz functions f : X — R).

(e) A sequence u; € P(X) is tight if and only if for any € > O there is a compact sub-
set K. C X such that ; (X \ B(K.,€)) < ¢ for large i. Here B(K}, ¢) denotes
the g-neighborhood of K,.

Proof For Assertion (a) see [12, Theorem 1.3]. For any subsets K C A C O as
in Assertion (a) the function fx ; := min{Ld(-, X \ O), 1} is Lipschitz and sat-
isfies fx,r =1 on K for large L. This shows that x4 can be approximated by
Lipschitz functions in L? (X, u). Since characteristic functions span a dense sub-
space in L”(X, u), this shows Assertion (b). For Assertion (c) suppose by contra-
diction that w(X \ supp ) > 0 and choose a compact subset K C X \ supp u with
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1128 R.H. Bamler

u(K) > 0. However, K can be covered by finitely many balls of mass zero. For As-
sertion (d) see [12, Theorem 5.1]. For the equivalence statement concerning weak
convergence, consider a bounded, uniformly continuous function f : X — R and
let fr(x) :=infyex{Ld(x,y) + f(y)}. Then fi is bounded, Lipschitz and we have
frL — f uniformly as L — oo. The equivalence statement now follows from [12,
Theorem 2.1]. Lastly, suppose that the sequence p; has the property described in As-
sertion (e). By Assertion (a) it follows that for any ¢ > O there is a compact subset
K| C X such that u; (X \ B(KY, B(K’,¢)) < ¢ forall i. Now fix some ¢ > 0 and let

00
ﬂ 5‘2 1’82 J)

Then K, is compact and we have for any i

]

wi(X\Ke) <) ui(X\B(K], ;.e277)) <e. O
j=1

If (Xi,d;), i =1,2, are two complete, separable metric spaces and u; € P(X;),
then a coupling between (1, o is a probability measure g € P(X; x X3) with
marginals wq, o, i.e. n1(S) = q(S x X2) and ua(S) = q(X1 x §) for all S €
B(X1), B(X>), respectively. Note that ¢ = 1 ® 2 is a coupling between i1, (2.
The following lemma allows us to combine two couplings.

Lemma 2.2 Consider three complete, separable metric spaces (Xi,d;), i =1,2,3,
and probability measures p; € P(X;). Let q12 and g3 be couplings between (i1, |42
and Lo, 13, respectively. Then there is a probability measure q123 € P(X1 x X2 x X3)
whose marginals onto the first and last two factors equal q17 and g3, respectively.
In particular, the marginal of q123 onto the first and last factor is a coupling between

M1, L3

Proof See [57, Lemma 7.6] or [27, Lemma 3.3]. O

Fix some complete, separable metric space (X, d). We recall the definition of the
W,-Wasserstein distance for p > 1 between two probability measures p, u2 €
P(X):

1/p
dw, (i1, 12) :=inf</ dp(xl,xz)dQ(xl,xz)) ,
q XxX

where the infimum is taken over all couplings g € P(X x X) between 1, 2. We
have

Proposition 2.3 dy, defines a complete metric on 'P(X) if we allow it to attain the
value 0.

Proof See [57, Theorem 7.3]. If (X, d) is unbounded, then apply this theorem to the
metric d4 := min{d, A} and let A — oco. O
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Compactness theory of the space of Super Ricci flows 1129

Let PP(X) C P(X) be the set of probability measures u € P(X) such that
dw,(w, 8x) = (fxdf’(x,')du)l//’ < oo for one (and thus for any) x € X. Then
(PP(X),dw,|pr(x)) is a complete metric space and we have:

Lemma2.4 (P’ (X), dW,) |pr(x)) is separable. Moreover, for any dense subset S C X
the set of measures p € PP (X) of finite support and with the property that supp u C
X and that p({x}) € Q for all x € X is dense in (PP (X), dw,|prx))-

Proof The first part of the lemma follows from the second part. For the second
part observe that if suppu is compact, then it can be approximated by the de-
sired measures. So it remains to show that any u € PP(X) is the limit of u €
PP(X) with compact support. For this purpose, fix some x € X and observe that
by Lemma 2.1(a) there is an increasing sequence of compact subsets K; C X with
U?i] K; =suppp. Let u; := pu|k;, + n(X \ K;)8x. Then supp p; is compact and
qi = ulg; @ plk; + mlx\k; ® 8y is a coupling between p, w;. Therefore, by domi-
nated convergence

d@p(u,uib/X\K dp(-,x)du=/Xd”(~,x)XX\K,«dM—>0,

which finishes the proof. g
We will mainly be concerned with the Wi-Wasserstein distance and we will fre-
quently use the following equivalent characterization of dy, (due to the Kantorovich-

Rubinstein Theorem [57, Theorem 1.14]):

Proposition 2.5 We have
dw, (11, 12) =51;P/de(,u1 — U2),

where the supremum is taken over all bounded 1-Lipschitz functions f : X — R.
2.2 Variances of measures

We recall the notion of variance from [7, Definition 3.1], which can be generalized
easily to the setting of metric measure spaces.

Definition 2.6 (Variance) The variance between two probability measures w1, iy €
P(X) on a metric space (X, d) is defined as

Var(ui, j12) = / / d® (1, x2)d i (x1)dpa (x2).
xJx
In the case | = w2 = 1, we also write

Var(n) = Var(u, ).
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1130 R.H. Bamler

Remark 2.7 This notion is similar, but slightly different from [51, (3.1)]. If we write
VarS™ for the notion in [51, (3.1)], then

VarSturm(M) = inf Var(3x7 M)
xeX

It follows from Lemma 2.8 below that both notions are comparable:

VarS"™ (1) < Var(ue) < 4VarS"™ ().

We record the following linearity properties. If wu;, /L/]- ePX),i=1,...,n,j=

’
1,...,n, are probability measures and a;, a; >0with) 7 _,a; = Z?:l a} =1, then
n n n n
Var(ZaiMi, Zagu/,) =Y "> aaVar(u. 1)
i=1 j=1 i=1 j=1

Moreover, if (Y,v),(Y’,1) are probability spaces and (ius; € P(X))sey, (1), €
P(X"))s ey are integrable families of probability measures, then

Var(/usdv(s),/ u;,dv’(s/)>=// Var(us, u,)dv(s)dv'(s").
Y Y yJy

We also mention that for any x € X we have

Var(8y, i) =/Xd2(X,y)dM(y)
and for any x, y € X we have
Var(8y, 8,) = d>(x, y).

We will frequently use the following triangle inequality and bound relating
Var(uy, n2) with dw, (i1, n2):

Lemma 2.8 If w1, 2, u3 € P(X), then
VVar(uy, pn3) < v/Var(ui, p12) + /Var(ua, 13),

dw, (11, n2) </ Var(ui, p2) < dw, (w1, ) + v/ Var(u) + v/ Var(ug).  (2.1)

Proof The lemma follows along the lines of [7, Lemma 3.2]. We give another proof of
(2.1) using couplings. For the first bound, observe that 111 ® w7 is a coupling between

15 42, SO
dy, (1, 12) < / / d(x1, %) diny (x1)d i (x2) < v/Nar(an, 12).
XJX

For the second bound, we use the first bound to deduce for any x1, x> € X

d(x1,x2) = /Var(dy,, 8x,) > v/ Var(ui, pa) — /Var(dy,, 1) — v/Var(y,, 12).
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Compactness theory of the space of Super Ricci flows 1131

So for any coupling g between 11, o we have

/ d(x1,x2)dq(x1,x2)
XxX
> Nar(ar, 1) — /X VarGy i) dje (x1) — /X Va1 dpa(x)
1/2
>/ Var(uy, u2) — </ Var(5xl,u1)dm(m)>
X

1/2
- < /X Var(axz,uz)duz(m)>

=/ Var(u1, p2) — v/ Var(uur) — v/ Var(ua).

This finishes the proof. 0

We will also need:

Lemma 2.9 Suppose that (X, d) is complete and separable and consider a sequence
wi € P(X) that weakly converges to some |Loo € P(X) and satisfies Var(u;) < C <
00. Then i — oo in dw, and Var(jieo) < liminf;_, o, Var(u;).

Proof See [57, Theorem 7.12]. O
2.3 Metric measure spaces

A triple (X, d, u), consisting of a complete and separable metric space (X, d) and a
probability measure u € P(X), is called a (normalized) metric measure space. If
supp u = X, then (X, d, ) is said to have full support. If i is only a measure on X,
then (X, d, ) is often called an (un-normalized) metric measure space. In this paper
we will only be interested in normalized metric measure spaces, and we will often
drop the adjective “normalized”.

A map ¢ : X1 — X, between two metric measure spaces (X;, d;, u;), i = 1,2,
is called an isometry (between metric measure spaces) if it is a metric isome-
try between (X1, d;) and (X2, d>) and ¢, 1 = po. If such an isometry exists, then
(Xi,di, ui), i = 1,2, are called isometric. We say that (X;,d;, u;), i = 1,2, have
isometric support, if the spaces restricted to supp u;, i = 1,2 are isometric to each
other as metric measure spaces.

2.4 Distances between metric measure spaces
We will frequently use the following distance notion between metric measure spaces.

Definition 2.10 Consider two metric measure spaces (X1, d, 1), (X2, da, u2). We
define the Gromov-W,-Wasserstein distance for any p > 1 as

dew,((X1,d1, u1), (X2, do, p2)) i=infdify ((@1)xi1, (@2)x102),
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where the infimum is taken over all isometric embeddings ¢; : (X;,d;) — (Z,dz)
into some common metric space (Z, dz).

This is a natural generalization the D-distance from [51], to all exponents p. See
also [28, 29] for similar constructions. In this paper we will mainly work with the
Gromov-W;-Wasserstein distance, as it is best suited for Ricci flows.

Proposition 2.11 dgw, satisfies all properties of a pseudometric that is allowed to
attain the value co. Moreover, dGWp ((X1,d1, n1), (X2,d2, u2)) =0 if and only if
(X1,d1, m1), (X2, da, up) have isometric support.

For the proof of Proposition 2.11, we will need the following lemma, which will
also be useful throughout this paper.

Lemma 2.12 (Combining isometric embeddings) Let 2 < N < oo and consider
(possibly finite) sequences of metric spaces (X;, d;) forO<i <N, and (Z; ;+1,d;i i+1)
for 0 <i < N, as well as isometric embeddings ¢; — : X; — Z; i1 and ¢; 4 : X; —
Zi_1,ifor0<i < N.Then there is a complete metric space (Z, dz) and sequences of
isometric embeddings @; : X; — Z forO <i < N, Vi iv1:Zij+1 —> Zfor0<i <N,
such that ¢; = Vi i1 0 @i+1,— and $iy1 = Yiiy1 0 Yi+1,+ forall0 <i < N.

Proof Suppose first that the lemma is true for N = 2. Then by successive application
of the lemma for N = 2, we can construct metric spaces and isometric embeddings
Zp — Z3 — --- such that for any 2 < N’ < N + 1 the space Zy- allows isometric
embeddings of the spaces (X1,d1), ..., (Xn/—1,dy’—1) as described in the assertion
of the lemma. So the lemma holds for 2 < N < oo and by taking a direct limit of the
spaces Z - it also holds for N = oo.

It remains to verify the lemma for N = 2. Let

Z':=(Zo1 U Z12)/ ~,

where we identify @1 4 (x) ~ ¢1,—(x) for all x € X;. Let ¥, : Zo1 — Z', ¥y 5 :
Z12 — Z' be the natural embeddings, which are injective, and set

~ . / /
Y= 1ﬁ0,1 oYL+ = Ip1,2 °¥1,—>-

Define dz/ : Z' x Z' — [0, 00) such ¥ |, ¥{ , are isometric embeddings and such
that for any zo.1 € Zo,1, 21,2 € Z1,2 we have

dz/(¥5,1(20,): ¥1 2(21.2)) :=dz (V] 5(21,2). ¥ 1 (20.1))
= xien)a (do.1(zo,1, 01,4 (X)) +d1.2(z1,2, 01, (x))).

It can be checked easily that this definition is consistent and that dz is a pseudo-
metric. Let (Z, dz) be the completion of the metric space that arises by identifying
points of distance zero and let 7 : Z' — Z be the map induced by the natural pro-
jection. Then @ := 7 o @}, Yo,1 := 7 o Yy |, Y12 =7 o Yy , satisfy the desired
properties. O
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Proof of Proposition 2.11 The proof is similar to [51, Lemma 3.3, Theorem 3.6].
In order to verify the triangle inequality, consider three metric measure spaces
(Xi,di, i), i =1,2,3,and let ¢ > 0. Choose isometric embeddings ¢; : X1 — Zi 2,
2,4+ : X2 = Z1 2 into a metric space (Z]2,d)2), as well as isometric embeddings
02— 1 Xo — Z13, ¢3: X3 — Z» 3 into a metric space (Z2 3, d12) such that

V4

dow, ((X1.d1, 1), (X2, do, 112)) = dy > (@11, (@2.4)442) = €,
zZ

dew,((X2, da, 12), (X3,d3, 43)) = de((fpz,—)*Mz, (¥3)143) — €,

By Lemma 2.12 we may assume that Z; » = Z 3 =: Z and @2 4 = @2, =: ¢2. Then

dew, ((X1,d1, 1), (X3, d3, 13))
<dif, (QDsh1, (93)x143)
< dig, (@11, (92)x102) + diy (@2)h2, (93):143)
<dgw,((X1.d1, n1). (X2, da, j12))
+dow,((X2, da, w2), (X3, d3, u3)) + 2e.

This shows that dGWp is a pseudometric.

For the second statement, consider first a metric measure space (X, d, i) and let
X' :=supp u. Taking Z := X and considering the natural injections X, X' — Z al-
lows us to conclude that

dGWp ((X»d’ ) (Suppﬂvcﬂsuppu» M|suppu)) =0.

This proves one direction of the second statement. The other direction is a conse-
quence of the following lemma. g

Lemma 2.13 Letr (X;,d;, i), i = 1,2, be two metric measure spaces of full sup-
port and consider sequences of embeddings (p{‘ (X, di) = (Zi,dz), i = 1,2,
k=1,2,..., into metric spaces (Zi,dz,) and couplings qi between i, puo such
that

| b ke dhandaa. o 0.
X1 xXo

Then, after passing to a subsequence, the couplings qr weakly converge to a cou-
pling qoo between iy, o of the form qoo = (idx,, ¢)xpt1, where ¢ : (X1, dy, 1) —
(X2, da, n2) is an isometry. Moreover, for any x € X1 we have dzk((p]f (x), (plz‘ (p(x)—
0.

Proof We first show that the sequence g is tight. Let ¢ > 0 and choose compact
subsets K; o C X; such that u; (X; \ K;¢) <¢&/2, see Lemma 2.1(a). Then
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(X1 x X2)\ (K16 X K2.6)) < qie(X1\ K1,6) x X2) + g (X1 % (X2 \ K2.¢))
=1 (X1\ K1,¢) + p2(X2\ K2.¢) <e.

So by Lemma 2.1(d) we may pass to a subsequence such that gy — goo € P(X1 X X2)
weakly, where g is also a coupling between (i1, (2.
Next, consider the sequence of functions

fi: X1 x X2 —[0,00),  fi(x1,x2) :=dz (¢F(x1), 95 (x2)).

It follows from the assumption of the lemma, using Holder’s inequality, that
f X1 xXs fxdgr — 0. Since the functions f; are 2-Lipschitz and since gy — goo
weakly, we may apply Arzela-Ascoli, and conclude that, after passing to a subse-
quence, we have fy — foo pointwise, where foo : X1 X X2 — [0, 00) is still 2-
Lipschitz. Moreover, it follows that

/ Sfoodgoo =0,
X]XXZ

which implies that supp goc C { foo = 0}. By the triangle inequality and the definition
of the functions fi, we have for any x;, xlf eX;,i=1,2,

ld1(x1, x7) — da(x2, X5)| < foo (X1, X2) + foo(x], X3). 2.2)

It follows from (2.2) that for any x| € X there is at most one x, € X, with
foo(x1,x2) = 0. Let S C X be the set of points x; € X; for which there is such
an x; and define ¢ : S — X3 such that foo(x1, ¢’ (x1)) = 0. Since supp w1 = X and
w1 is the marginal of goo, the set S must be dense in X;. Due to (2.2) ¢’ is an isomet-
ric embedding and therefore it admits a unique extension ¢ : X1 — X», which is an
isometric embedding. For any x| € S we have

dz, (¢* (x1), 95 (@ (x1))) = fu(x1, x2) = 0,

and since ¢ is an isometry, the same holds for all x; € X;.

It remains to show goo = (idx,, ¢)«u1, which will also imply that ¢, = 2
and that ¢ is surjective. For this purpose choose a bounded L-Lipschitz function
h:X1x Xo— R, |h| <A, and observe that by (2.2)

L7 h(xy, x2) — h(xp, ¢(x)| < da(x, 9 (x1)) < fr(x1, x2) + fr(xr, (x1)).

Therefore,

1imSUP/ |h(x1, x2) — h(x1, @ (x1))|dgk (x1, x2)
X1xX2

k—o00

< Llimsup /X min {fierx2)+ ien,950). 24 g, 52
1 XAX2

k— 00

< Llimsup [ min{fx(x1,¢(x1)),24}du1(x1) =0.

k—o0o J X
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It follows that

/ hdge = lim h(x1, x2)dqy(x1, x2)
X1xXp k

O JX | xX>

= lim h(xi, ¢ (x1))dgi(x1, x2)

k—o00 X1 xX>

_ /X h(er (D) (1) = / hd((idx,, $)un1)-

X1 xXo

Due to Lemma 2.1(b), this implies goo = (idx,, ¢)«11, Which finishes the proof. [

The property of having isometric support induces an equivalence relation on the
space of all normalized metric measure spaces. Denote by M the set of equivalence
classes. Equivalently, we could also define M to be the set of isometry classes of
normalized metric measure spaces of full support. We have

Theorem 2.14 (M, dgw,) is a complete metric space if we allow the distance to at-
tain 0.

Proof The proof is similar to that of [29, Proposition 5.6], [51, Theorem 3.6].

The fact that (M, dgw,) is a metric space follows from Proposition 2.11. To prove
completeness, consider a Cauchy sequence in M, represented by a sequence of metric
measure spaces (X;, d;, u;) of full support. After passing to a subsequence, we may
assume that

dow, ((Xi. d;, i), (Xigr, dig1, piv1)) <27

Choose isometric embeddings ¢; — : X; — Z; it1, @i+1.+ : Xi+1 — Zj i41 into met-
ric spaces (Z; i+1, d; i+1) such that

Zii —i
dy, (@i =) abtis Qi1 +)xhtigr) <271

By Lemma 2.12, we may assume that Z1 = Z>3="---=: Z and ¢; - = ¢; + =! ¢;.
By passing to the completion of [ J;2, ¢; (X;), we may moreover assume that (Z, dz)
is complete and separable. We have

Ay (@)sttis @irDspiv) <277,

SO (@i)xlhi = Moy € P(Z) in W) Let Xoo := SUpp s, doo = dz|x,, and pleo :=
ool xo,- Then

daw, ((Xi di, 1), (Xoo, doos o)) < dify (@)l hoo) <277,
which implies that (X;, d;, u;) converges to (X0, doo, ttoo) in GW),. O

Since the Prokhorov distance is bounded by the W-Wasserstein distance, G W -
convergence implies convergence in the Gromov-Prokhorov sense or the pointed

@ Springer



1136 R.H. Bamler

measured Gromov sense [28, Theorem 3.15]. Note however, that, in general, GW -
convergence does not imply Gromov-Hausdorff convergence, even if we assume that
all spaces in question have full support. Consider for example the sequence

(Xp :=B(0,1) CR",dy :=drn|x,, tn = (1 —n o +n""o,  urelx, ).

where dgrr and ugre denote the standard Euclidean distance and volume measure
and w, := urn(B(0, 1)). As n — oo this sequence converges to a single point in
the GW,,-sense, but the corresponding metric spaces (X, d,) don’t converge in the
Gromov-Hausdorff sense.

2.5 Compactness

In this subsection, we define useful compact subsets of (M, dgw,). For this purpose,
we make the following definition, which is similar to [29, (6.4)]

Definition 2.15 We define the mass distribution function at scale » > 0, bﬁx’d’“ ) :
(0, 11— (0, 1], of a metric measure space (X, d, u) by

XA (e) :=sup {6 >0 : p(fxeX : u(D(x,er)) <8} <e}. (2.3)

Here D(x, er) :={d(x, -) < er} denotes the closed ball around x.

In other words, be’d’“ ) (¢) is roughly the mass that is contained in a (1 — ¢)-
fraction of all closed balls of radius er. In the following, we will often assume a lower
bound of the form be’d’“)(e) > b for some function b : (0, 1] — (0, 1]. This will
guarantee that mass is “not too evenly” distributed in a potentially large space. For
example, it prevents the case in which (X, d, u) equals the product [0, 1]7, equipped
with the standard Euclidean distance function and measure, for n — o0, as in this
case the measure of any %—ball converges to 0.

Note that be’d’“) (¢) € (0, 1], because by Lemma 2.1(c)
81irr(1)u({x €X : pn(D(x,er)) <8}) < u(X \suppp)=0.
—
Moreover, we have:

Lemma 2.16 be’d’“) (e) is non-decreasing and right semi-continuous. The supre-

mum in (2.3) is attained and for any function b : (0,1] — (0, 1] the condition

bﬁX’d’M) > b is equivalent to

u{xe X : u(D(x,er)) <b(e)}) <e forall €€ (0,1]

Proof For the monotonicity statement, note that for any &; < & and any § > 0 with
u({xeX : u(D(x,er)) <§8}) <e; we have

pu{xeX : u(Dx,er)) <) =u(rxreX : n(D(x,er)) <8} <ey.
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For the right semi-continuity, observe that by the continuity of measures for any § > 0
with the property that u({x € X : u(D(x,¢&'r)) <§8}) <e forall ¢’ > ¢ we have

n{xeX : uDx,er)<H=pn({xeX : l,i{‘n w(D(x, e'r)) <8}

= l/igl uxeX : pu(D(x,e'r) <8)) <e.

Similarly, for by := b;X,d,ﬂ)(g)

n{xeX : w(D(x,er)) <bo}) = ah/I?O“({x €X : u(D(x,er)) <8} <e,

which implies that the supremum in (2.3) is attained and that if bﬁX’d’“ ) (&) = b(e),
then

u{xeX @ u(Dx,er)) <b@}) <u({xeX : u(D(x,er)) <bp}) <e. U

We can now define a class of metric measure spaces, which will turn out to be
compact.

Definition 2.17 For any r, V > 0 and any function b : (0, 1] — (0, 1], let M[, (V, b) C
M be the set of isometry classes of metric measure spaces (X, d, u) of full support
that satisfy the following properties:

(1) Var(u) < Vr2.

@ b > b,

Property (1) is a generalization of a diameter bound and Property (2) will turn out
to be necessary since we don’t impose any doubling condition.

Lemma 2.18 M, (V, b) is closed in (M, dgw,).

Proof Consider a sequence of metric measure spaces of full support (X;,d;, u;)
representing classes in M, (V, b) for some fixed r,V > 0, b : (0, 1] — (0, 1] and
suppose that (X;, d;, i) = (Xoo, doos hoo) iIn GW1. Our goal is to show that the
limit (Xoo, dso, oo) also represents a class in M, (V, b). As in the proof of Theo-
rem 2.14, we may pass to a subsequence and find isometric embeddings ¢; : X; — Z,
i=1,2,...,00, into a complete and separable metric space (Z,dz) such that
(@i)s i = (Poo)x Moo in W1. This reduces the lemma to the following lemma. O

Lemma 2.19 Consider a complete and separable metric space (X, d) and consider
probability measures w; € P(X),i =1,2,...,00, with i — o in Wy. Then the
following holds:

(a) Var(poo) <liminfi_, o Var(u;).

(b) Forany e € (0,11, r > 0, we have b (¢) > limsup,_, o, b5 (e).
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Proof Assertion (a) is clear. For Assertion (b) fix some ¢ € (0, 1], r > 0 and suppose
that the assertion was false. Then we can find a b > 0 such that after passing to a
subsequence we have for all i

pifxe X : pui(D(x,er)) <b}) <e, (2.4)
but
Hoo({x € X : poo(D(x,er)) <b}) > e. (2.5)
Since

lgn foo(fx € X 1 poo(D(x, 1)) < b))

=Uoo({x €X : r}i\rr;ruoo(D(x, ') <b})

=Uco({x € X : Uoo(D(x,er)) <b}) >e,
we can choose r’ > er such that

Uoo({Xx € X : poo(D(x, 1)) < b)) > e.
Similarly, since

l}/i;nb Poo({x €X & poo(D(x, 7)) <b')) = poo(fx € X ¢ poo(D(x,r")) < b}) > ¢,

we can choose b" < b such that
Hoo(fx €X : poo(D(x, 1)) <b')) > &. (2.6)
Next, we claim that for large i
(xeX : pooDx,r))<bycixeX : ui(D(x,er)) <b). 2.7

To see this, let @ > 0 be some small constant whose value we will determine later and
choose i large enough such that we can find a coupling ¢; between w;, (oo With

/ d(x,y)dgi(x,y) <a.
XxX

Suppose that for some x € X we have uoo(D(x,r")) < b, but u;(D(x,er)) > b.
Then

qi(D(x,er) x (X \ D(x,r")))
>qi(D(x,er) x (X \ D(x, 7)) —qi (X \ D(x,er)) x D(x,r")
=qi(D(x,er) x X) — qi(X x D(x, 1))
= i (D(x, er)) = poo(D(x, 1)) > b — b’
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Compactness theory of the space of Super Ricci flows 1139

and therefore

O<(r’—8r)(b—b’)§/ d(x,y)dg;i(x,y) <a.
D(x,er)x(X\D(x,r"))

So if o < (r' — er)(b — b’), then we obtain the desired contradiction, which proves
Q.7.

Next note that S :={x € X : oo(D(x,r")) <b'}is open. So for any A < oo the
function f4 : X — R defined by f4(x) := min{Ad(x, X \ S), 1} is A-Lipschitz and
{fa > 0} =S. It follows that

liminf u; (S) > liminf/ fadu; =/ faditso-
i— 00 -0 Jx X
Letting A — oo implies
liminf 12;(S) > poo(S).
11— 00
Combining this with (2.4), (2.7), (2.6) implies that

e > liminfu; ({x € X : wu;(D(x,er)) <b}) =>liminfu;(S) > uo(S) > ¢,
1—> 00 1—> 00
which produces the desired contradiction. O

The following theorem will be important throughout this paper. Compare also with
[29, Proposition 7.1], [S1, Theorem 3.16]

Theorem 2.20 (M, (V, b), dgw,) is compact.

Proof Due to Theorem 2.14 and Lemma 2.18, we only need to establish total bound-
edness. This is a consequence of the following lemma. g

Lemma 2.21 Forany r,V,a >0, b: (0,1] — (0, 1] there is an N(r, V,b,a) < 00
such that for any metric measure space (X, d, |L) representing an isometry class
in M, (V, b) there is a finite subset X' C supp X and a measure p' € P(X) with
supp i’ C X' such that

dow, ((X.d, ), (X', d|x, 1)) < dw, (. 1) <ar

and such that (X', d|x’) has diameter < Nr, #X' < N and u' ({x'}) is a multiple of
N~ forall x' € X'.

Proof After rescaling, we may assume without loss of generality that r = 1. Fix
a,V>0,b:(0,1]— (0,1]and let e > 0, N < 0o be constants whose values we will
determine later. Consider a metric measure space (X, d, ) representing an isome-
try class in M (V, b). Choose a maximal set of points {xy,...,x,;} C X with the
property that the closed balls D(x;, €) are pairwise disjoint and

w(D(x;, €)) = b(e).
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Then m < (b(¢))~!. Choose moreover xo € X such that Var(8y,, u) < Var(n) < V.
Set X' :={x0, X1,..., Xm}-
Consider the subset

m
Y = UD(xi,3s).
i=1
Then for any x € X \ Y we have u(D(x, €)) < b(e). It follows that
WX\ Y) <e.

Foranyi,j=1,...,m,i# j, we have

d(x;,xj) —2e < b(e)~> / d(yi, y))dn(ydu(y;) <b(e)2v1/2,
D(xj,e)xD(xj,¢e)

d(x0,x1) —¢ < b(e)™! / d (o, y)d () < b(e) V12,
D(x;,e)

which implies that X’ has diameter < (b(g)) "2V /% 4 2¢.

Next, define
i—1
Y; := D(xi,3e) \ | D(x;. 3e).
j=1
Note that
Y=Y1U ...UY,.
Set

i =

w(X\Y) ifi=0
u(¥:) ifl<i<m

Then ag + - -+ + a,, = 1. Choose numbers by, ..., b, € [0, 1] that are multiples of
N~1and satisfy |a; — b;j| < N~ Vand bg+ ---+ by, = 1. We now define

,u, :=bodxy + -+ + by,
and
W i=apdxy, + -+ amdy,, -

We have

dow, (X, d, ), (X' dlx, 1)) < dw, (11, 1) < dw, (tt, 1) + dw, (11", 1)
<dw, (1, 1) + ((b(e)) 2V +2e)N ™"
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The last term can be made <« /2if N > N(V,b, ¢, ).
It remains to derive a bound dw, (i, u”). For this purpose, consider the following
coupling g between ., u'”:

m
q :=plx\y ® dx, + ZMIY,- ® By; -
i=1

Then

/ d(y,Z)dq(y,z)=/ d(y,xo)du(y)+2/ d(y,xi)du(y)
XxX X\Y Yi

i=1
1/2
<u'2(x\ Y)(/ d*(y, x0) du(y)> +3e <e!2V1/2 4 3¢,
X\Y

Soif e <&(V, ), then dw, (1, ") < /2, which finishes the proof. O

3 Metric flows

In this section we introduce the notion of a metric flow, which is a synthetic version
of a (super) Ricci flow, as well as associated terminology. We will discuss some basic
properties of metric flows and present some examples and basic constructions. We
will also explain how to convert super Ricci flows and singular Ricci flows into metric
flows.

For the remainder of this paper, we will denote by ® : R — (0, 1) the antideriva-
tive with the following properties:

@ (x) = (d) " V24, lim ®(x)=0 lim ®(x)=1. (3.1)
X—>—00 X—>00

We recall that (x, 7) — ®(~/2x) is a solution to the 1-dimensional heat equation
with initial condition x[0,00)-

3.1 Definition of a metric flow

Let us first state the definition of a metric flow. To motivate the following defini-
tion, note that a metric flow can be thought of as a synthetic version of a Ricci flow,
in the same way as metric space can be thought of as a synthetic version of a Rie-
mannian manifold. Roughly speaking, a metric flow consists of a time-dependent
family of metric spaces, corresponding to the length spaces of time-slices of a Ricci
flow. It also consists of a family of probability measures (called conjugate heat ker-
nel measures), corresponding to kernels of the conjugate heat equation on the Ricci
flow. Most importantly, a metric flow does not contain any information that can be
used to explicitly relate points in different time-slices; in other words, the concept of
worldlines is not available in a metric flow. Instead, we will often use the conjugate
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heat kernel measures to establish a relationship between different time-slices. The
following definition, lists relatively basic compatibility properties between the metric
spaces and the conjugate heat kernel measures, such as a reproduction formula, for
example. Probably the least intuitive property among these is Property (6), which is
motivated by [7, Theorem 4.1] and will often be used to establish a quantitative form
of absolute continuity between different conjugate heat kernel measures.

Definition 3.1 (Metric flow) Let I C R be a subset. A metric flow (over I) is a tuple
of the form

(X, t, (dt)tela (Vx;s)xe?(,sel,sft(x)) (32)

with the following properties:

(1) & is a set consisting of points.

(2) t: X — I is a map called time-function. Its level sets A} := t=1(¢) are called
time-slices and the preimages X}/ :=t~'(I’), I' C I, are called time-slabs.

(3) (X, d;) is a complete and separable metric space for all t € I.

(4) vys € P(&Xy) for all x e X, s € I, s < t(x). For any x € X the family
(Vx:s)sel,s<t(x) is called the conjugate heat kernel at x.

(5) Vx:t(x) =6y forallx € X.

(6) Forall s,t € I,s <t, T >0 and any measurable function u, : X; — [0, 1] with
the property that if 7 > 0, then u; = ® o f; for some T~'/2-Lipschitz func-
tion fs: X5 — R (if T =0, then there is no additional assumption on u), the
following is true. The function

u; . Xy — R, X > / Us dVy.s 3.3)
X

is either constant or of the form u;, = ® o f;, where f; : Xy > Ris (t — s +
T)~1/2_Lipschitz.
(7) Forany t1,t,t3 € 1,t] <t <13, x € X;; we have the reproduction formula

Vx;t] :/ V<;I1dvx;t21
X

2

meaning that for any Borel set S C A},

vy (8) = / byin (Ve ().

2

Note that by Properties (5), (6) the integrand is continuous if #; < f, and mea-
surable if 1] = 1.

We will often write X" instead of (3.2). We will also frequently be dealing with
a number of different metric flows at once, which will be denoted by X X Xx
etc. In this case the objects d;, vy.; will inherit the decorations. So, for example,
d., vi; , will denote the objects associated with a metric flow denoted by X’ . We will
often omit decorations on the time-function t, as there is no chance of confusion.
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We will frequently also use the following shorthand notations for time slabs: X, :=
Xin(—co,t)> X<t 1= X1n(=00,1]> ELC.

Remark 3.2 We don’t require that the time-slices (X}, d;) are length spaces. For more
details see Sect. 8.

We don’t require that 7 is an interval, although this case will be of most interest
to us. We have kept Definition 3.1 more general, as it gives us some more flexibility
later. For example, it allows us to restrict metric flows defined over intervals / C R
to smaller subsets 7’ C 1. It will also be helpful to construct certain metric flows first
over a countable dense subset I’ C I C R and then pass to the future completion,
which is defined over I; see Sect. 4.4.

In Sect. 3.7 we will see that every super Ricci flow (g;);c; on a compact man-
ifold M and over some time-interval [ gives rise to a metric flow of the form
X = M x I. The metric d; equals the length metric of g; and the conjugate heat
kernels (vy ;:5)ser,s<t(x) €qual the measures K (x, t; -, s)dg; associated to the conju-
gate heat kernel at (x, 1).

Due to Lemma 2.1(b) the case T = 0 in Definition 3.1(6) follows from T > 0 by
a limit argument.

Lemma 3.3 In Definition 3.1(6), we may assume that T > 0 and that u takes values
in (0, 1). In this case, we may omit the option that u; is constant.

The next lemma states that Definition 3.1 is invariant under parabolic rescaling
by some A > 0 and a time-shift by some 79 € R.

Lemma3.4 Let A > 0, tp € R. If (3.2) is a metric flow, then so is
(X202t + 10, (dy2gpgrels (Vep2gpi)xeX sels<t)-

Next, we define what we mean by a restriction of a metric flow to a subset of times
I'cl.

Definition 3.5 (Restriction of a metric flow) If X is a metric flow over I C R and
I’ C I, then the restriction of X to I’ is given by

(X[r, t|X1/ ,der, (Vx;s)xEXI/,SEI’,sft(x))- (3.4)

We will often write Xjs instead of (3.4).
Lastly, we consider maps between metric flows. We introduce the following con-
vention. If X is a metric flow, U C X and ¢ : U — Y is some map, then we define

¢ =0lunx, : Uy =UNA — Y. Let X' be two metric flowsover I' CR,i=1,2,
U c X" and consider amap ¢ : U — X2,

Definition 3.6 We say that ¢ is:
(1) time-preserving if t(¢ (x)) =t(x) forall x e U,
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(2) a-time-equivariant if there is some 7y € R such that t(¢(x)) = at(x) + 1o for
allx e U,

(3) time-slice-preserving if for every 7; € I'! there is some #, € I* such that for any
x €UNX} wehave t(¢(x)) € X2

If ¢ is time-preserving, then we will often express it as a family of maps (¢, :
U :=UNX!'— X2),.;1. We now define the notion of an isometry between metric
flows.

Definition 3.7 (Isometry between metric flows) Consider two metric flows X’ i over
ICR,i=1,2. Amap ¢ : X' — X? given by a family of maps (¢; :=¢|th : th —
X?),c; is called a flow isometry over [ if:

(1) ¢ : (X}, d}) — (X?,d?) is a metric isometry for all € I.

(2) ($5)avy.y = Vg (o)., forallx e X!, s € I s < t(x).

If X' are metric flows over I' C R and I’ C I' N I?, then a flow isometry ¢ : X}, —
Xlz, is called a flow isometry between X', X2 over I’. Moreover, if /! \ I’ and
12 \ I’ are sets of measure zero, then a flow isometry between X U X2 over I is
called an almost everywhere flow isometry between X!, X2. If I' c /> and ¢ is a

flow isometry between X’ 1y 121 , then we also call ¢ a flow isometric embedding.

3.2 (Conjugate) Heat flows on a metric flow

We will now define the analog of solutions to the (forward) heat equation and the
(backward) conjugate heat equation on a super Ricci flow background. For this pur-
pose let X’ be a metric flow defined over some I C R and let I’ C I be some subset.

Definition 3.8 (Heat flow) A function u : X; — R, often expressed as a family of
functions (u; : X; — R);cy, is called a heat flow if forall x € X, s € I, s < t(x) the
function uy is integrable with respect to dv,.; and

ut(x)z/ Us dVy.s. 3.5
Xy

Remark 3.9 If u, is bounded for some s € I’, then by Definition 3.1(6), the func-
tions uy for s’ > s are automatically bounded and continuous. So the function u is
automatically integrable with respect to dv,.y if s' > s.

We have the following forward existence and uniqueness result:

Proposition 3.10 Assume that to :=infI’ € I’ and consider a bounded measurable
function i : Xy, — R. Then there is a unique heat flow (u;);ep with uy, =1.

Proof Define

ur(x) :=/ Udvy.,.
X

0

Then (3.5) follows using the reproduction formula, Definition 3.1(7). Il
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The next result summarizes basic properties of heat flows.

Proposition 3.11 If (u;),cy is a heat flow on X and s <t,s,t € I, then the following
holds:
(a) Any linear combination of finitely many heat flows is again a heat flow.
(b) If ug <a for some a € R, then u; < a with equality at some point x € X; if and
only if ug = a on supp vy.s.
(¢) If us > a for some a € R, then u; > a with equality at some point x € X; if and
only if ug = a on supp vy.s.

Proof Assertions (a)—(c) are direct consequences of Definitions 3.1, 3.8. Il
We also have the following gradient-type estimates:

Proposition 3.12 If (u;);cy is a heat flow on X and s <t,s,t €', T >0, then the
following holds:
(a) Assume that T > 0 and that ug = a(® o f;) for some a € R and some T~
Lipschitz function fs : X; — R, orthat T =0 and 0 <us; <a.Thenu; =a(d o
f1) for some (t — s + T)~Y2-Lipschitz function f; : X; — R.
(b) If us is L-Lipschitz for some L > 0, then so is u;.

1/2_

Proof Assertion (a) follows from Definitions 3.1(6). For Assertion (b), note first that
we can express U as the limit of bounded L-Lipschitz functions. So assume from now
on that |ug| < C < oo. So for sufficiently small ¢ > 0 we can write % +eug = Do fe g,
where f; s — % uniformly for ¢ — 0. Moreover, since ®'(0) = (4m)~Y2, for any
fixed § > O the function f; ;: Xy — Ris eL((4m)'/? + 8)-Lipschitz for sufficiently
small ¢. Therefore, by Assertion (a) for any 7 > s, t € I, we have % +euy=do fo;
for some eL((4m)'/? + 8)-Lipschitz function f,, : X; — R. Since @’ < (4m)~172,
this implies that u, is L(1 + (47r)~1/28)-Lipschitz for any § > 0. Letting § — 0 im-
plies the desired result. O

Next we define the equivalent notion of a solution to the conjugate heat equation,
which will concern probability measures:

Definition 3.13 (Conjugate heat flow) A family of probability measures (u; €
P(X;));eyp is called a conjugate heat flow if for all s,7 € I, s <t we have

o = / ooy dity(v). (3.6)
X

Similarly as before we obtain the following backwards existence and uniqueness
result.

Proposition 3.14 Assume that ty := sup I’ € I’ and consider a probability measure
L € P(Xy). Then there is a unique conjugate heat flow (us) e with py, = .
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Proof Define

m:/‘%dmn

0

Then (3.6) follows using the reproduction formula, Definition 3.1(7). O
We summarize basic properties of conjugate heat flows:

Proposition 3.15 The following is true:

(a) Every finite convex combination of conjugate heat flows is again a conjugate
heat flow.

(b) The conjugate heat kernel (vy.s)scrl,s<t(x) based at any x € X is a conjugate
heat flow.

(o) If (/L}),Ep, (/,Ltz)tep are conjugate heat flows and ,utlo < A,utzo for some tye I,
A >0, then u,,l < A/L?forallt <tg,tel’.

(d) Consider a heat flow (u;);c;’ and a conjugate heat flow (j1;);cy’ over the same
I' C 1. If u, is integrable with respect to du; for some t € I', then the same is
true for all t € I’ and the integral th u;djuy is constantint € I'.

Proof Assertions (a)—(c) are clear. For Assertion (d) let t1,1, € I, t; < tp. If uy, is
integrable with respect to d i, for some i =1, 2, then

/uzld;m:/ / uzldvx;tldmz(x)=/ Upd iy,
X, X, Jx, X,

1 2
which implies integrability of u;, with respect to du;; for bothi =1, 2. g

The following proposition allows us to compare two conjugate heat flows.

Proposition 3.16 Consider two conjugate heat flows (ui),ep, i = 1,2, defined over
the same subset I’ C I. Then the following is true:
(a) For any t € I' with t # sup I', the measures utl, u,z are absolutely continuous
with respect to each other.

(b) The quantity dv)‘f; (/L,l, /L,z) is non-decreasing in t.
(c) Forany x1, xy € X; the quantity d;: (Vx5 Vxg:s) 18 non-decreasing in s and we
have

X
dwi (U)Cl;sv sz;s) <d;(x1, x2).

Remark 3.17 By [46] we have monotonicity of the W,-Wasserstein distance between
two conjugate heat flows on a super Ricci flow. It is an interesting question whether
the same holds on a metric flow as well.

Proof For Assertion (a) consider some ¢ € I’ with 7 % sup I’ and choose ¢’ € I’ with
t' > t. Consider a measurable S C X; with ,u,l (S) = 0. Recall that

;MS=/1wmeny 3.7

t
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If vy, (S) > O for some x € Ay, then by Definition 3.1(6) we have v,.,(S) > 0 for all
x € Xy, which contradicts (3.7) for i = 1. So vy.;(S) = 0 for all x € A} and therefore
u2(8)=0.

Assertion (b) follows by combining Propositions 2.5, 3.12(b), 3.15(d) as in the
proof3 of [7, Lemma 2.7]. More specifically, let t1,7, € I’, t; <t and consider a
bounded 1-Lipschitz function % : XA, — R. Let u : X>;, — R be the heat flow with
uy, =u. Then uy, is also 1-Lipschitz and we have

/ ﬁd,utll —/ ﬁdufl =/ Uy, dutll —/ uy, du%]
X, X X X

11 n 1 1

1 2 Xy, 1 2
= /X Upy dﬂtz - / Uty dﬂ«lz = dW;Z (Mtzv M[2)~
1

o) 2

Taking the supremum over all such & implies Assertion (b).
Assertion (c) is a direct consequence of Assertion (b). O

3.3 Sets of measure zero and the support of a metric flow

Let X be a metric flow over some / C R. The following is a direct consequence of
Proposition 3.16(a):

Proposition 3.18 Consider two conjugate heat flows (,uf),ep, i = 1,2, defined over
the same subset I' C I andlett € I',t <supl’.

(a) For any subset S C X; we have u,l (8) =0 if and only ifu,z(S) =0.

(b) For any subset S C X; we have u,l (S) =1 ifand only ifu,z(S) =1.

(c) suppju; = supp 7.

We can therefore make the following definitions:

Definition 3.19 Suppose that t < sup /. We say that S C X} is a subset of measure
zero if u;(S) = 0 for one (and therefore any) conjugate heat flow (us)yey, I’ C 1
on X with t < sup I’. We say that S C X is a subset of full measure if X; \ S is a
subset of measure zero.

Definition 3.20 The support supp X; C X; of X’ at some time ¢ € I is defined as
follows. If # < sup I, then supp X; is defined as the subset S C A&; with the property
that S = supp i, for any conjugate heat flow (u;/)yep, I’ C I on X with t < sup/’.
If r =sup/, then supp &; := X;. We write supp X :=J,; supp X;. If supp X' = &,
then A is said to have full support and if supp X; = A&} for some ¢ € I, then X is said
to have full support at time 7.

Proposition 3.18 also implies that for any metric flow X

(supr, t|supp/\f'» (dllsupp.)(})tel’ (Ux;slsuprs)xesupp X,sel,sft(x))

3We remark that the proof in the smooth case is folklore, so other references could be used as well.
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is a metric flow of full support, which we will abbreviate by supp X'. For any x € X'\
supp X the restricted conjugate heat kernel (Vy;s|supp &, )ser,s<t(x) 18 still a conjugate
heat flow on supp X'.

3.4 H-concentration

We now introduce a property called H-concentration, which will be central to anal-
ysis of metric flows, as it ensures reasonable compactness properties of the space
metric flows. It has been shown in [7] that it is satisfied by super Ricci flows for

H=H, = W + 4. It will be the only property in this paper that is sensitive to
the dimension.

In the following let X’ be a metric flow over / C R and recall the definition of the
variance Var from Definition 2.6.

Definition 3.21 (H-Concentration) X is called H-concentrated if for any s < ¢,
s,tel,x;,x2eX;

Var(vy, .5, Viyis) < d2(x1, x2) + H(t — 5). (3.8)

Remark 3.22 1f s =, then we have equality in (3.8), as Var(dy,, 8y,) = dtz(xl,xg).
Moreover, (3.8) is invariant under parabolic rescaling and time-shifts. So if X is H-
concentrated, then so is any other metric flow obtained from X" by parabolic rescaling
and time-shifts.

We record that H-concentration implies the following monotonicity property;
compare with [7, Corollary 3.7].

Proposition 3.23 If X is H-concentrated, then for any two conjugate heat flows
(Uers (e I C 1, the function
/

t —> Var(u), u?) + Ht, tel

is non-decreasing. In particular, if Var(ullo,,utzo) < oo for some ty € I', then

Var(utl,utz) < oo forall t <ty, t € I'. Moreover, for fixed t € I, x1,x, € X; the
following function is non-decreasing

§ > Var(vy,.s, Vyy:s) + H(t — 5), s<t, sel.

Proof Lets’ <s” <t,s’,s” € I'. By Definition 3.13 we have

Var(pyr, pgr) = / / Var(vy, 5, Vy,:5)d g (y1)d g (y2)

= / / (dyz// (y1 s y2) + H(SN — S/))d,us// (yl)dﬂ,s// (yz)

= Var(ur, psr) + H(S// - S/)-
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As in [7, Definition 3.10] we define:

Definition 3.24 (H-center) A point z € Xj is called an H-center of some point x €
Xy if s <t and

Var(8;, vy,s) < H(t — ).

We recall that by Lemma 2.8 for any H-center z € &; of a point x € X}, we have

diy! (82, Vyis) < /Var(8;, vee) < /H(t —5).

The next proposition shows that H-centers always exist in an H -concentrated flow;
compare with [7, Proposition 3.12].

Proposition 3.25 Suppose that X is H-concentrated. Then for every x € X; and s €
1,s <t, there is an H-center 7 € X of x. Furthermore, for any two such H -centers

Z1,22 € Xy we have ds(z1,22) <2/ H(t — 5).

Proof We have

/ Var(8., vysy)dvyss (2) = Var(vy.s) < H(t — 5),

Xy

which implies the first assertion. For the second assertion observe that by Lemma 2.8

dg(z1,22) = \/V&r(azl , 522) = \/Vﬁr(811 s Vx;s) + \/Var(‘)x;m 8Z2) <2yH(@{t—s). O
We will also use the following bound (compare with [7, Proposition 3.13]):

Lemma3.26 Ifz € X is an H-center of x € X;, then for all A >0

Vs (B VAH( —5)) 21— %

3.5 P*-parabolic neighborhoods

We now generalize the concept of P*-parabolic neighborhoods to metric flows; see
[7, Sect. 9]. To motivate the following definition, recall that in a conventional Ricci
flow (M, (g:)er), it is common to work with the concept of parabolic neighborhoods
of the form

P(xo,t0; A, =T, T%):= B(xo, 10, A) x ([to— T, 00+ THINI) C MxI.

However, this definition relies on the product structure of the spacetime M x I, or,
in other words, the concept of worldlines. As these concepts are not available for
metric flows, we need to define parabolic neighborhoods in a different way. Instead
of relating different time-slices by worldlines, we use the W;-Wasserstein distance
between conjugate heat kernel measures to decide whether a point is contained in a
parabolic neighborhood or not.

In the following let X be a metric flow over some subset I C R.
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Definition 3.27 (P*-parabolic neighborhood) Consider a point x € X and suppose
that A, 7=, T > 0 such that t(x) — T~ e I. The P*-parabolic neighborhood
P*(x,A; —T~,T%) C X is defined as the set of points x’ € X with the property
that

_ X1~
t(x) e [t(x) — T, t(x) + T, Ay st Ve —1-) < A.

If T~ =0 or TT =0, then we will often write P*(x; A, TT) or P*(x; A, —T7)
instead of P*(x; A, —T—,TT).

The following simplified definition will often suffice for our purposes.

Definition 3.28 (P*-parabolic ball) Consider a point x € X" and suppose that r > 0
such that t(x) — r2 € I. The P*-parabolic ball at x of radius r is defined as

P*(x:r) = P*(x;r, — 1%, r2).
Similarly, we define the backward (—) and forward (+) P*-parabolic balls
P*(x;r) = P*(x;r, —r?), Pt (x;r) == P*(x;r, r2).

The following proposition generalizes [7, Proposition 9.4] to metric flows; its
proof carries over to the setting of metric flows.

Proposition 3.29 The following holds for any x| € Xy, x2 € Xy, as long as the corre-
sponding P*-parabolic neighborhoods or balls are defined:
(a) Forany A >0 we have

P*(x1: A,0,0) = B(x1, A).
(b) If0< Ay < Ay, 0 < T{" < T, then
P*(x1; Ay, =T, T|") C P*(x1; Ay, =T, , T,)).
(¢) IfA,T* >0, and x| € P*(x2; A, =T, T), then
X2 € P*(x; A, —(T~ 4+TH),T7)
and
P*(xp; A, =T, TY) C P*(x1;2A, —(T~ +TH), T~ +TH).
Likewise, if r > 0 and x1 € P*(xp;r), then
x2 € P*(x1:vV2r) and P*(xp;r) C P*(x1; 2r).

@) If A1, Ao, T[S, T;F > 0 and x1 € P*(x2; Ay, =T, , T;"), then

P*(x1; A1, =T, T) C P*(xos A1 + Ag, —(T] +T5), T + T5,5).
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Likewise, if ri,rp > 0 and x| € P*(x3; rp), then
P*(x15r1) C P*(x25r1 +12).

The same containment relationship also holds for the forward or backward
parabolic balls, if t| > ty or t; < ta, respectively.

(e) If ri,rp > 0 and P*(x1;r1) N P*(x2; 1) # 0, then P*(x1;r1) C P*(x2; 2r1 +
r2). Again, the same containment relationship also holds for the forward or
backward parabolic balls, if t| > t; or t] < tp, respectively.

Using P*-parabolic balls, we can define the Hausdorff measure and dimension as
usual. Suppose in the following that / C R is an interval.

Definition 3.30 (Hausdorff measure and dimension) For any S C X and d > 0 we
define its d-dimensional x-Hausdorff measure by

o0
’H*d(S) :=lirr£%£f{2rid . therearex; € X,0<r; <r

i=l

o0
such that S C U P*(x;, ri)}-
i=1

The x-Hausdorff dimension of any subset S C &’ is defined as
dimy+ S:=inf{d >0 : H*(S) < oo}
Similarly, we can define the Minkowski dimension:

Definition 3.31 (Minkowski dimension) For any subset S C X" set

N
Neovering (S, 1) := min{N >0 : thereare xy,...,xy € X with § C UP*(xi,r)}.
i=1

Then the x-Minkowski dimension of S is defined as

. . 10g Ncovering(s N P*()C(); A, T, T+)7 r)
dimpg+ S:= sup limsup ,
Xo. A TE 70 log(1/r)

where the first supremum is taken over all xg, A, 7* with the property that
P*(xp; A, T, TT) C X is defined.

As usual, it follows that
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3.6 The natural topology on a metric flow

Let & be a metric flow over some subset / C R. We will define the following topology
on X, which we will call the natural topology:

Definition 3.32 A subset U C X is called open if for any x € U there is an r > 0
such that for all 7’ € (0, r] the following is true: If t(x) — (+')> € I (so P*(x,r’) can
be defined), then P*(x,r") C U.

Remark 3.33 1f x has the property that there is a sequence of times t; € I with t; /
t(x), then we may simplify Definition 3.32 and only require that P*(x,r’) C U for
small enough 7. On the other hand, if 7 € I and there is no sequence #; € [ witht; /
t,i.e. sup( N (—o0, 1)) < t, then the time-slice A; consists of isolated points. So, for
example, this is the case if / is a left-closed interval I C R and t = #j, := min /. This
is somewhat nonintuitive and could be fixed by modifying Definition 3.32. However,
we will mainly be interested in the case in which [ is left-open and in particularly in
which I = (—o0, 0].

Proposition 3.34 Definition 3.32 defines a topology on X with the following proper-
ties:

(a) t: X — R is continuous.

(b) Ift € I and sup(I N(—o00,t)) =t, then the inclusion map X; — X is continuous,
where we equip X; with the topology induced by the metric d; and X with the
natural topology.

(¢) Suppose that xoo € X, and sup(I N (=00, to)) = too. Then for any sequence
x; € Xy, we have x; — xo0 € Xy, With respect to the natural topology if and only
if t; = t and for any t' < too we have

X
dW; (in;t’v ono;t/) > 0.

(d) The P*-parabolic neighborhoods P*(x,r) are neighborhoods of x if they ex-
ist. Moreover, { P*(x, r)}xex r>0 together with the one-point subsets {x} for all
points x € X with the property that sup(I N (—oo, t(x))) < t(x) form a basis of
the natural topology.

(e) Consider two points x1, x3 € X. The following are equivalent:

(el) There are neighborhoods x; € Uy C X,i = 1,2, such that U N U = @.

(e2) There is a neighborhood x1 € Uy C X such that x» ¢ Uj.

(e3) The conjugate heat kernels (Vy,;.;)i<(x;) Yestricted to I N (—oo, t(x;)), i =
1, 2, are not the same.

() If I is an interval, then any uniformly bounded heat flow (u;);cp over a left-open
subinterval I' C 1, viewed as a function u : X — R is continuous.

Moreover, if X is H-concentrated for some H < 0o, then the following holds:
() Suppose that xo € Xy, and t; / teo, t; € 1. Then for any sequence x; € X;; of

X
H -centers of xoo we have x; — X, and dW;’ (Vxgo:ti» 6x;) — 0.
(h) Suppose that xo € sSupp Ay, and t; \ teo, t; € 1. Then there are points x; € X},

such that dv)V('lOo (8x50s Vxiitao) — 0. In particular, if sup(I N (—00, to)) = teo, then
Xi = Xoo With respect to the natural topology.
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(i) If I is a left-open interval, then X is separable, i.e. there is a countable subset
S C X that is dense with respect to the natural topology.

Remark 3.35 In general, X may not be Hausdorff and the map X; — X may not be
open. See Example 3.49 in Sect. 3.9.

Proof of Proposition 3.34 To see that Definition 3.32 defines a topology on X, note
that P*(x,ry) C P*(x,rp) if r; < rp. To see Assertion (d), we claim that if
P*(x,r) is defined, then P*(x, r) N X(¢()—y2,¢(x)+r2) 18 Open. Let x' € P*(x,r) with
[t(x") — t(x)| < r2. Choose r’ > 0 small enough such that [t(x") — t(x)| + r"* < r?

X,
and a’Wl““H2 (Vy:tr)—r2s Vars gy —r2) + 77 < r. We claim that P*(x’,r") C P*(x,r).
To see this, note that for any x” € P*(x',r") N X(y)—2 1(x)4,2) We have t(x") €
(t(x) — r2, t(x) — r?) and by Proposition 3.16(b)

d‘){t()c)fr2
Wi (vx;t(x)—r27 Vx”;t(x)—rz)

< a’X‘(“_'2 (v v )+ dX“”)_’2 (v v )
=dy, X t(x)—r2s Vx/it(x)—r2 Wi Xt (x)—r2s Y t(x)—r2

Xt(x)fr/

X, 2 2
t(x)—r
= dW1 (vx;t(x)—rz’ vx’;t(x)—r2) + dW1 (Ux’;t(x)—r’z ’ Ux”;t(x)—r’z)
X 2
t(x)—r /
=dy, (Vs tr)—r2s Varstx)—r2) 1 <T.

So x" € P*(x, 1) N Xit(x)—r2 t(x)1r2)-

Assertion (a) is clear. For Assertion (b) note that for any # € I we have B(x,r) C
P*(x,r) N Xyy). Assertions (c), (e) follow using Proposition 3.16(b) and Asser-
tion (d). For Assertion (f) observe that after restricting u to a smaller time-interval,
we may assume that u, is L-Lipschitz for all ¢ € I, where L < oo is uniform. So if
P*(x,r) C X exists, then for any y € P*(x, r) we have for t' := t(x) — r2

<Lr.

|u<x)—u<y>|=’ / iy vy — / iy dvyp

X,

Next, assume that X' is H-concentrated. For Assertion (g) note that if ¢ < 1,
t' € I, then

X, X,
thI (Vxl-;t’y ono;z’) < dW]I ((Sx,'s ono;ti) <V H(t —1;)— 0.

So x; = xo by Assertion (c).
For Assertion (h), suppose that xo, € supp &;, t; | foc and fix a conjugate heat
flow (ws)sepr With [t, 711N T C I, for example p; = vy, for some y € &},. Letr >

. . . . X,
0. It suffices to show that for large i there is a point x; € &}, with dW’lC>c (Vx; 1100 Oxoo) =
r. To see this, observe that since

/ Vx:1oo (B(Xo0, ¥/2))d piy; () = pyyy (B(X00,1/2)) =:¢ >0,

1
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we can find points x; € A, with vy, (B(xe0,7/2)) > ¢ > 0. For any i let z; € &}
be an H-center of x;. Then we have d;_ (z;, Xoc) <7/2 OF

C(dy (21 00) — /27 < / @ (25, Vv < Var(Sey, vegrs)
B(xe0,r/2)

< H(ti —ts) — 0.

Therefore,

limsupdiy™ (vy;i1... 85,.) < limsup (df;joc (Vyirs 82) + di (2, xoo))

i—00 i—o00

< limsup v/ Var(vy;,, 8;) +7/2 <limsup  H(t; — to0) +1/2=71/2.

i—00 i—00

For Assertion (i), let O C I be a countable and dense subset. For any ¢ € Q choose
a countable and dense subset S; C A;. Let S := U,EQ S; C X. To see that S is dense,
consider some point x € X" and choose times #; € Q with #; /' t(x). Let z; € A}, be
H-centers of x and choose x; € X, with dy, (x;, z;) — 0. Then for any fixed ¢’ € I,
t' <t(x) wehaveif t; > ¢/,

X Xt' Xt-
dW; (Ux,-;t” Vx;t’) =< dwlt (8x,- s Vx;t,-) =< dt,- (xi,zi) + dwll (6zi , Vx;ti)

<d;(xi,zi) ++/H({t(x) —1)— 0.

So xj = X0 by Assertion (c). Il
3.7 Super Ricci flows and singular Ricci flows as metric flows

As mentioned before, the most important class of metric flows are Ricci flows, super
Ricci flows and — in dimension 3 — singular Ricci flows [9, 38]. These metric flows
are H,-concentrated, where H,, only depends on the dimension. We will explain in
the following how these flows can be turned into metric flows.

Let M be an n-dimensional compact manifold and consider a super Ricci flow
(g1)rer over some interval I C R. Recall that this means that

0:8r > —2Ricy, .

For any (y,s) € M x I consider the heat kernel K (-, -; y,s) of the standard heat
equation using (g;) as a background, i.e. for fixed (y,s) e M x I

K (., t;y,8) =06 K(-,1;y,5), K(~,t,y,s)T>8y. 3.9)
N\

Then K (x, t; y, s) is defined and smooth whenever s < ¢ and if we fix (x,t) e M x I,
then K (x, t; -, -) satisfies the conjugate heat equation:

—0sK(x,1;-,8) =Ng K(x,1;,5) + %(trgx 0sgs)K(x,t;-,5), K(x,t,-,5) —7 Jy
st
(3.10)
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Compactness theory of the space of Super Ricci flows 1155

and we have
/ K(x,t;-,s)dgs = 1.
M

For more details see [7, Sect. 2.3].
For any (x,¢) € M x I and s <t consider the following probability measure on
M x {s} (compare also with [7, Definition 2.4]):

K(x,t;-,8)dug, ifs <t
dvx,t;s = .
S(X,s) ifs=t

Set X, := M x {t} and let d; := d, be the length metric induced by g;. Consider

(X =M x I,t:=proj;, (di)ier, (Vx,t;s)(x,t)eMxI,sel,sft)o (3.11)

We have:

Theorem 3.36 (3.11)isan H, := (% + 4)-concentrated metric flow. Heat flows
on X correspond to solutions to the heat equation on M x I and conjugate heat flows
on X correspond to measures of the form vdg,, where v is a solution to the conjugate
heat equation.

If I is left-open, then the natural topology on X agrees with the product topology
on M x 1.

Proof Properties (1)—(5) of Definition 3.1 are clear by definition. Property (6) is a
consequence of [7, Theorem 4.1] and Property (7) follows from the reproduction
formula:

K(x,t3;z,t1)=/ K(x,13; 9, 0)K(y, 12; 2, 11)dgs, ().
M

The (w + 4)-concentration is a consequence of [7, Corollary 3.8]. The last
statement follows from standard parabolic estimates, see for example [7, Proposi-
tion 9.5]. Il

Next, consider a 3-dimensional singular Ricci flow M = (M, t, 3¢, g) over some
interval 1 = [0, T); see [9, 38] and Sect. 9.1. We recall that a singular Ricci flow
is a Ricci flow spacetime M as in [9, Definition 5.1] whose initial time-slice My is
compact, that is 0-complete in the sense of [9, Definition 5.4] and that has the property
that for every ¢, T > 0 there is an r, 7 > 0 such that Mo r) satisfies the e-canonical
neighborhood assumption below scale 7. 7 in the sense of [9, Definition 5.7]. We
recall that by [9] the flow M is uniquely determined by its initial time-slice (Mo, go),
so the theorems of [38] also apply.

We will sketch how to convert M into a metric flow. Let I’ = [0, T") or [0, T']1 C I
be a subinterval and consider an open subset M’ C M s with the property that for any
t € I’ the time-slice M, is equal to a connected component of M,. If I’ = [0, T'],
then such subsets are uniquely determined by the component M?.,. More specifically,
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given the component M/T, C M7, we can choose the unique component ./\/l; c M;
for any 7 € [0, T”) with the property that there is a continuous curve y : [¢t, T'] > M
such that t(y (")) =¢' and y (t) € M/, y(T") € M’.,. The subset M’ C M/ can be
viewed as one “branch” of the singular flow M — it roughly corresponds to choosing
a component after every neckpinch.

We will now convert M’ into a metric space X over I’. For any ¢ € I’ let (X;, d;)
be the completion of the length metric of the time-slice (M, g;) and suppose that
X; D M. It can be shown that there is a heat kernel K € C*°(U) on M, for U :=
{(x,y) e M x M : t(y) < t(x)}, that satisfies (3.9), (3.10) if we replace the time-
derivative by a Lie-derivative of the d¢-vector field. K still satisfies the reproduction
formula and for any # € C%(M) the function u : M; ~) — R given by

u(x) ift(x)=s

u(x) = fo K(x;)dgg ift(x)>s

is a solution to the heat equation with initial condition u. By the choice of M’ we
have for any x € M}, s <1,

Kx;)=0 on M\ M.,.

So we may still define the conjugate heat kernel measures v,., as the probability
measure on X with

Vx;s(Xs \M;) =0, de;x‘ =

K(x;)dgs ifs<t
M, =

Sy ifs=tr"

It can be shown that for fixed 0 < s < the map (M, d;) — (P(X;)., dv}f,j), X Vg
can be extended uniquely to a continuous map of the form X; — P(Xj). Using this
extension, we will now define the metric flow X over I’ by

<X = U Xt (dier s (vx;s)xeX,,s§t>a

tel’

where t: X — I’ is the obvious map with t(X;) = ¢. It can be shown that:

Theorem 3.37 X is an Hj-concentrated metric flow. If we view M’ as a subset of X,
then the natural topology of X restricted to M’I\ {0} agrees with the standard topology
given by the spacetime manifold. Moreover, X is future continuous (see Sect. 4.3 for
further details).

3.8 Special cases and constructions
In the following we define certain classes and constructions for metric flows, which
are the analogs of common constructions of (super) Ricci flows. These constructions

will be needed in [8].
We first define the Cartesian product of two metric flows.
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Compactness theory of the space of Super Ricci flows 1157

Definition 3.38 (Cartesian product) The Cartesian product of two metric flows
X!, X2 that are defined over the same subset / C R is given by the tuple

12 . 1 2 412 1
(‘X T I_lXt X Xl ’d ( (x1 x2);8 T vxl;s v x2 s)(xl xz)eXlxXz A<[)

tel

where
12 2 1 2 2 2
(d,*((x1,x2), (1, y2)))” = (d; (x1, y1))” + (df (x2, y2))".
The following can be checked easily:

Proposition 3.39 X2isa metric flow over I C R and thefollowing is true:

(a) If(u,),e[/ is a heat flow on Xii=1,2, then (u u ),ep isa heatﬂow on X2,

) If (ut),ep is a conjugate heat flow on X i= 1 2, then (/,Lt ® uj ),el/ is a
conjugate heat flow on X2

(c) Iin is H;-concentrated fori = 1,2, then on X112 s (Hy + H»)-concentrated.

Next, we define the analog of a steady gradient soliton.

Definition 3.40 (Static metric flows) A metric flow X over some interval / C R is
called static if there is a tuple

(X.d, (V;;[)xeX;Iﬂ(t+I);ﬁ(/)) (3.12)

and a map ¢ : X — X such that the following holds:
(1) (X,d) is a metric space and for any ¢ € I the map ¢, : (X;,d;) — (X, d) is an
isometry.
2) (V;;t)xex;lﬁ(t+1)7é@ is a family of probability measures on X and for any x € A},
s€l,s <t wehave (@s)sVy:s = v(/j),(x);t—s e P(X).
The tuple (3.12) is called a static model for X'

Remark 3.41 The static model and the map ¢ may not be uniquely determined by
Properties (1), (2). For example, if we consider the constant flow (g;);cr on R", then
we could choose X =R" x R — R" =: X to be the standard projection, or a map of
the form (X, t) — X +ta for some a € R”. Then d is the Euclidean metric on R”, and
(v}.,) corresponds to the kernels of the heat equation 9;v = Av —d - Vv.

Next, we define the analog of a shrinking soliton.
Definition 3.42 (Metric soliton) A pair (X, (i;)ser), consisting of metric flow X over

some interval I C R with sup/ =0, 0 ¢ I and a conjugate heat flow (ui,);¢; is called
a metric soliton if there is a tuple

(X’ da M, (U;;[)XEX;Ifo)

and a map ¢ : X — X such that the following holds:
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(1) Forany ¢ € I, the map ¢ : (X;,d;, u;) — (X, 4/It]d, 1) is an isometry between
metric measure spaces.

(2) Forany x € X;, s € I with s <t, we have (@) Vx5 = v;ﬁ,(x);log(s/t)'

The conjugate heat flow (u;);c;s is called the potential flow of the metric soliton

(X, (U)rer)-

If X is defined over an interval I of the form (—T7,0] or [—T, 0], then we will
often say that a pair of the form (X, (u;);er) or (X, (s)rer\joy) is a metric soliton if
Definition 3.42 holds for the restricted pair (Xrep\jo}, (r)rervjo})-

The following proposition shows that metric solitons are selfsimilar. Moreover, it
shows that given a selfsimilar metric flow X, there is a potential flow (u;);c; such
that (X, (i¢):er) 18 a metric soliton and this potential flow only depends on X and
the family of selfsimilar maps.

Proposition 3.43 Consider a metric soliton (X, (us)rer) and the map ¢ : X — X
from Definition 3.42. For any A € (0, 1] consider the map V¥, : X — X that maps
every x € X; to ¥ (x) € Xy2, with ¢ (Yra(x)) = ¢ (x). Then

(a) For any A € (0, 1] the map v, is a flow isometry between X and X2 if we

parabolically rescale the domain by ).

(b) Forany Ly, Xy € (0, 1] we have yry, o Yy, = Vi,

(c) Forany A € (0, 1] we have (Yry) st = [4y2;-

Vice versa, suppose that X is a metric flow over some interval I C R with supl =0,
0 ¢ I and consider a family of maps (Yy. : X — X)je(0,1] that satisfies Properties (a),
(D). If X is H-concentrated for some H < 00, then there is a unique conjugate heat
flow (us)req such that (X, (Ut)ier) is a metric soliton, such that Property (c) holds
and such that u; € PY(X;) for all t € I, where the latter is space of probability
measures that have finite dw, -distance to point masses.

Lastly, if (X, (1t)ter) is a metric soliton and X is H -concentrated, then Var(u;) <

Hlt| forallt €.

Example 3.44 Let (M, g, f) be a gradient shrinking soliton, i.e. we assume that
Ric+V2f — %g = 0. Suppose that f is chosen such that fM (4m) " ?e fdg=1.Let
g :=|t|¢/g and f; := fo¢,,t <0, be the associated Ricci flow and time-dependent
potential, where ¢, is the flow of the time-dependent vector field |¢|~! V& £. Then the
Ricci flow (M, (g:)¢<0) 1s invariant under parabolic rescaling via diffeomorphisms
of the form v (x, 1) = (¢, -1(x), t) and (4 |t])™/?¢~ i is a solution to the conju-
gate heat equation, which obeys the same symmetry. So the associated metric flow
and conjugate heat flow satisfy Properties (a)—(c) of Proposition 3.43, which implies
that it is a metric soliton. The metric measure space (X, d) from Definition 3.42
is the length metric of (M, g), the measure u has density du = (4n)’”/2e’fdg
and the measures (v)’c : Jxex;r<o correspond to the conjugate heat kernel measures
on (M, (g:):<0) via Property (2) of Definition 3.42.

Proof of Proposition 3.43 The first direction can be verified easily. For the reverse
direction, consider an H-concentrated metric flow X and a family of maps (v, :

X — X),e(0,1) satisfying Properties (a), (b). Fix some fy € I and consider the map
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Compactness theory of the space of Super Ricci flows 1159

¢ X - X, = X mapping each x € &} to ¥/ (x) or wt7,10(x), depending on
whether t <1y or t > t9. Let d := d;, and v;;t = VY (x)stpe 2 - It remains to con-
struct a conjugate heat flow (u;);e; such that Property (c) holds and to show that this
flow is unique. The fact that ¢ satisfies Properties (1), (2) from Definition 3.42 for
1 := g, then follows easily.

X
Recall that (P! (X)), dW:(’) is a complete metric space and consider the map
F:P'(Xy) = P(X,). W /X Vst d((Yr12) 1) (x).
1o/4

By Proposition 3.16(b) we have for any two u', u” € P'(Xy,)

X, X, X,
dy (F(u), F(u")) < dy ™" (W12t (W1y2)e”) = 3y (' 1)

Due to the H-concentration property we have F(8y) = vy, (it € Pl (Xy,) for any
x € Xy, so the image of F lies in PI(XIO) and thus F is a %-contraction. Let 4 €
P! (Xj,) be its unique fixed point. Then the conjugate heat flows with initial condition
(¥9-i)«p” agree. Letting i — oo shows the existence of (i4;);c7. The uniqueness of
(i1)rer follows from the uniqueness of the fixed point of F. For the last statement of
the proof observe that FO(8,) = Vy i ()3t > Mg for i — oo. O

We also have:

Proposition 3.45 Consider two metric solitons (X, (uﬁ)[el), i =1,2,andlet X'2 be
the Cartesian product of X', X%. Then (X2, (M,l ® M%),GI) is also a metric soliton.

Lastly, we consider the case in which the static model of a static flow is a cone. In
this case the flow is also a metric soliton for an appropriate potential flow.

Definition 3.46 (Static cone) A metric flow X over some interval I C R with sup/ =
0, 0 ¢ I is called a static cone if it is static with static model (3.12) and if (X, d)
is a metric cone over some metric space (X', dy/) with vertex xo such that the fol-
lowing holds for any A € (0, 1]. Denote by ¥, : X — X the radial dilation by A with
Y (x0) = xo. Then for any x € X we have

(W)sVesy =V (021 (3.13)
The point xg is called a vertex of the static model.

Note that if I =R_, then (3.13) also holds if A > 1, because ¥, = w;}l.
The following is a consequence of Proposition 3.43:

Proposition 3.47 Consider a static cone X over I C R, with static model (3.12) and
vertex xo € X. Let (1ut)teq be the conjugate heat flow corresponding to (”;/co‘t)fel/ on

X. Then (X, (ut)ier) is a metric soliton.
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3.9 Further examples
In the last subsection, we discuss further examples of metric flows.

Example 3.48 Consider the metric flow corresponding to the constant Ricci flow on
R”™. Then

F—
4t —s)

is the standard heat kernel and we can compute that for any x, X’ € R"

Vis = (A (1 — 5)) "2 exp ( - )dvol

Var(‘))?,t;w V;?’,t;s)

2 _ 312 =722
X —y]°+1x" =y’ )did}’
4(t — s)

= _ (xi — yi)* + (x] — y))?
= P — /24 _ 1 _ i i dld/
;/R/R(y 32— ) exp ( pIa—. )dvidy]
72
—Z//(xl —x{+z =) @t —s)” eXp( i(tJrz))dzidz;
2+ 2
=X-X')? +Z//(z + 2@t —5))~ 16Xp< 20— ))dzdzf

2

2 =2 2 o172 __z
=|x—Xx'] +2n/Rz @r(t —s)) exp( 4(t_s)>dz

=/ 5= 3Pl =) exp
n Rl’l

2
=|)?—)_c"|2+2n(t—s)/zz(4n)_1/2exp<—%)dz
R
=X =% +4n@ —ys).

Therefore X is H-concentrated if and only if H > 4n. The example shows that H-
concentration is dimension dependent and therefore does not follow from the proper-
ties of a metric flow.

Example 3.49 Consider an arbitrary metric space (X*,d*) and x* € X* a point. Let
X:=X*x{0}U{x*} x R_and let t: X — (—00, 0] be the projection onto the last
factor. Define dp := d* and vy,; := §(x* 1) for t <0, vy,0 := 8x. Then X is a metric
flow over (—o0, 0] whose natural topology is not Hausdorff if #X™* > 1.

Example 3.50 The following example shows that Gaussian concentration of conjugate
heat kernel measures does not follow from the axioms of an H-concentrated metric
flow. Fix some constants C > 0 such that forall A >0

A2
16A2 <Cexp( 16) (3.14)
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Let D > 0 be an arbitrary constant and consider the metric flow X = X¢ p =
{—%D, +%D} x R over R with dt(—%D, %D) = D forallr € R and

1 1 7C D2
Vil (GERD, ) =+ S0
I 1

Vils A({(:FZD HH=-— 5 o~ Clt—=5)/D*

We verify the properties of a metric flow. Properties (1)—(5) of Definition 3.1 are
clear.

For Property (6), it suffices to show that if (u; = @(t_l/zh,)),zs is a heat flow
for some s > 0, where 4 : {:I:%D} X [s,00) — R, then the condition h(%D, t) —
h(—%D, t) < D is preserved. To see this, we compute that

c . C
—u(1D, t)+—u(:|:2D )

du(£3D, 1) = ~357

and
du=(— 5073 2h +1723,0,) @' 17 2hy),
which implies
0ih(5D. 1) — d;h(—5D, 1)
= 1h(lD ) 1h( 1D, 1)
T2 2T 2% 2T

C
2Dz(u( D,t) —u(—3D,1))

1 1
X + . (3.15)
<t—1/2¢>/(t—1/2h(%D, 1) t712¢/ (¢~ 12h(-1D, r)))

So it suffices to show that if A(3D, 1) — h(—1D, 1) = D, then the right—hand side

. - h($D,t)+h(=3D
of (3.15) is non-positive. If we set u := % nd A:= 5 1/2, then this is

equivalent to

+A
(el 4 ol ?/4) / e s 3
u—A C

To see that this inequality holds, we may assume without loss of generality that u > 0
and estimate, using (3.14),

(u+A)2/4 utA —x2/4 utza 1 2 2
e e dx > exp <Z((M+A) —X ))dx
u—A u

1 1 A? 8
exp (Z((u FA? —(u— %A)Z)) > 2Aexp<16> > EA3.

N[ =
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To verify the reproduction formula, Property (7), we compute that for ¢, > 0

1 1 —C1/D? (1 1 —Ctz/Dz) (1 1 —Cti/D? (1 1 —Ctz/D2>
(2+2e )5 +3¢ T\ 72¢ (53¢

_ L1 carvnyp?

2 2

So Xc,p is a metric flow. Any two flows X¢ p,, Xc,p, are parabolic rescalings of
one another.
We can compute that for any p > 0 and s <t

D? 2
P _ —C(t—s)/D
/XS/XSdS U1 y2)dve OV ((2) = —-(1—e (t=5)/D%,
Soif p =2, then
D? —C(1—s)/D? 1
Var(vyip, )= —-(1—e )< 5Cl =),

which shows that X¢ p is %C—concentrated. However, if p > 2, then the following
bound is false for any C’ < 0o

/X / i (y1, y2)dvyip DAV (02) = C'(t—s)P.

This bound holds on a super Ricci flow due to Gaussian concentration; see [35], [7,
Theorem 3.14]. So Gaussian concentration does not follow from the axioms of a
metric flow.

4 Geometry and continuity of time-slices of metric flows

Our goal in this section is to study how the geometry of time-slices (X, d;) of an
H -concentrated metric flow X changes in time. We recall that a metric flow does
not specify any worldlines, i.e. it does not record whether two points x; € &, from
different time-slices correspond “to the same point at different times”. Instead, given
a point x € A} and an earlier time s < ¢, we will consider the conjugate heat kernel
Vy.s and we will regard v, as the “probability distribution of the points correspond-
ing to x at an earlier time s < t”. We may also think of the H-centers z € X of x
at time s to be the points corresponding to x. By Proposition 3.25, these H -centers
are determined up to an “error” of 24/ H (t — s). Note that this viewpoint is slightly
different from the conventional concept of worldlines. If X corresponds to a conven-
tional (super) Ricci flow, then x and any H -center z may not correspond to the same
points; moreover the point x” € X that lies on the same worldline of x € X; may be
far from H-centers of x and may therefore not — or to a lesser degree — correspond
to x in the above sense.
Observe that by Proposition 3.16(c), for any two points x1, xo € A; we have

X
dwi (Vxl;s, sz;s) <d;(x1, x2),
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which can be regarded as form of distance distortion estimate, i.e. distances only
expand in time in this sense. More specifically, if x|, x5 € X; denote H-centers of
X1, X2, then we have the following distance shrinking estimate by Lemma 2.8

XY -)(s XY
dy (xﬂ s xé) =< dW1 (Sx; , V)q;s) + dW| (Vx1 18 sz;s) + dW] (vxl;m 8;5&)

S \/ Var(Sx; ) Vxl;s) + d[()C], x2) + 1/ Var(axi ) Vxl;s)
<di(x1,x2) + 2 H(t — ).

A reverse bound, on the expansion of the distance, is in general harder to come by.
This will be one of the main issues addressed in this section.

4.1 Mass distribution on time-slices

Recall the mass distribution function bﬁX’d’“ ) for a metric measure space (X, d, u) at
scale r from Sect. 2.5. The following proposition gives a lower bound on this function
on time-slices X; of a metric flow X equipped with a conjugate heat flow (i)
of bounded variance. So we obtain that these time-slices represent classes in certain
spaces of the form M, (V, b), which are compact by Theorem 2.20.

Proposition 4.1 Let X be an H-concentrated metric flow over some subset I C R,
r > 0and let (ut)ep, I C 1, be a conjugate heat flow on X with sup, . Var(i,) <
Vr2. Suppose that t, t +tr> € I’ for t > 0. Then

1 [8v
bﬁX”d”“')(e)EEQ(— —) if ee[2(H)',1].
ET

In particular, if there is a sequence 7; \, 0 with t + T;r> € I', then there is a func-
tion by v (r;) 1 (0,1) = (0, 1), depending only on H, V, (1;), such that bﬁX”d”“’) >
by v,z and therefore (X;,d;, ;) € M (V, by, v, (z;))-

Note that if pt; = vy.;, for some x € &y, fo > t, then we can choose V = H (fp —
-2
Hr-.

Proof After parabolic rescaling, we may assume that r = 1. Fix some e € [2(t H)'/3,1]

and set
8V 1
q>(— —> =_—®(-2t"?D).
eT 2

1
D:=,—, §:==
& 2
Let

t=r+r7, Qes:={xed; : pw(D(x,¢e)) =3}

Our goal will be to show that

e (X \ Qes) <e. 4.1
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For this purpose choose p € &}/ such that

/ d3(p, ) dpy = Var(8p, ) < Var(uy) < V.

'

So
po (X \ B(p, D) VD2 =¢/2 < 3. 4.2)
We also note that for any H-center z € &; of a point x € A} we have
Vi (X \ Bz, £/2) < (6/2)*Var(vyy) < (/) tH <¢/2< 5. (43)

Let Z C &, be the set of points that are H-centers at time ¢ of some point in
B(p, D) and denote by Z,,; := B(Z,¢/2) C A; its ¢/2-neighborhood. We claim
that

Z£/2 C Q8,8~ (4-4)

To see this, let 7/ € Z¢ > and choose an H-center z € Z of some x € B(p, D) with
di(z,7') < €/2. By (4.3) we have

Vx;t(B(Z/s €)) > Vx;t(B(Zs €/2)) > %

So by Definition 3.1(6) applied to the characteristic function x (. ) we have for any
y € B(p, D)

! vy (B(Z,£))) =@~ ( /
X

XB(z’,e)dVy;t)
f

> CD_1</ XB(z’,s)de;t> —2‘[_1/2D
X,

=0 (v (B(Z, ) =2t *D > —2¢7 12D,

So we have v..,(B(Z/, €)) > ®(=27t712D)=28 on B(p, D), which implies by Def-
inition 3.13 and (4.2)

ne(B(Z, €)= /X vt (B(Z', &)y (x) = 2814 (B(p, D)) = 6,

and therefore that 7’ € Q. s, as desired.

By (4.4), it suffices to show that 1, (X; \ Z¢/2) < ¢ in order to prove (4.1). To see
this, observe that for every x € B(p, D) and every H-center z € X; of x we have by
4.3)

Vx;t(Xt \ZS/Z) =< Vx;t(Xt \ B(z,e/2)) <¢&/2.

So by Definition 3.13 and (4.2) we have

b (X Zej2) = / vt (X \ Zey)d i (x)

!
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< / (e/2)duy -I-/ ldpy <e.
B(p,D) X/ \B(p,D)

This finishes the proof. g

4.2 Geometric closeness of nearby time-slices

The goal of this subsection will be to establish geometric closeness of nearby time-
slices of an H-concentrated metric flow X. For this purpose, we will consider a
conjugate heat flow (u;);c;7 and compare the metric measure spaces (X;, u;) for
t € I. We will show that for nearby times s, t € I', s <t¢, the distance dgw, ((X;, us),
(X%, ) between these spaces is small if and only the following difference is small:

/ / d; dpsdpsy — / / dy dussdyty. 4.5)
X, 1 Xy J X

We will also show that this closeness is described by the following coupling between
Ms, Lt

q ::/X (Vy;s ®8y)d,ut(y)«

So, essentially, a map that assigns to any point y € A; one of its H-centers in X can
be regarded as some sort of almost isometry between (X, ts), (X, (r)-

The following lemma, which will be needed later, illustrates the relevance of the
difference (4.5). Namely, it states that (4.5) is small if # — s and Var(u;) — Var(us)
are small. So, due to the monotonicity of Var(u;) + Ht, this will imply smallness
of (4.5) for most s < ¢ with r — s < 1. We also obtain almost monotonicity of ¢

th th dedpedy;.

Lemma4.2 Let X be an H-concentrated metric flow over I, (iu;)sep, I' C I, a con-
Jjugate heat flow on X and let s,t € I', s <t, be two times. Then for any y1, y2 € X;

X,
0= f1,y2) :=di(y1, y2) — dys (Vyy55, Vysis)

<di(y1.y2) - /X /X dy dvy,:sdvyys +y/H(E—5) (4.6)

and we have the integral bound

~VAG= < [ [ fdndu - VEGC=5

- / / d dpgdpts — / / d, duydpes
X J A Xy J X

< /Var(u;) — Var(uy) + H(t —s) + 2/ H(t —s).  (4.7)
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Proof Let yi, y» € &;. For any coupling g between vy, s, vy,.; We have
/ ds(x1,x2)dq(x1, x2) =/ / dy(x1, x2) dq(x1, x2)dvy,;5(x3)
Xy x X Xy J Xy x X
= [ ] () - ) da o x4
Xy J Xy x X
> [ ] dv v (o)
Xs v X
_/ / ds(xéa x2) dVyz;s(XZ)dVyz;s (xé)
Xy J X
> / / dy dVy|;sty2;s 4/ Var(vyz;s)
> / /X ds dvy,;sdvy,.s —/ H(t —5).

Together with Proposition 3.16(c), this implies (4.6).
For (4.7), observe that for any x1, xp € X

dg(x1,x2) — \/ Var(Vyl;sv Vyz;s) = ‘\/ Var(8xl , 3x2) 4/ Var(vyl;sa Vyz;s)

< JVarGy, vy + | Var(i,, vyyey).

Integration over x1, x, implies

‘/ / ds dvy,;sdvy,;s — \/\m
)(S ‘XS
= /X \/ Var(8y,, vy ;5)dvy;;s(x1) + /X v/ Var(8x, , Vy,;5)dVy,;s (x2)
12 1/2
=< </X Var(8y, , Vylzs)dvyl;s(xl)) + (/X Var(3y,, Vyz:s)dvyz;s(x2)>

s

< [Var(vy,.p) +/Var(vy,. ) < 2VH = 5). 4.8)

Since
A} (y1. y2) = Var(vy, .5, vy,:) + H(t —5) > 0,
we have

di(y1, y2) — . Var(vy,.s, Vy,;5) < \/dzz()’l» ¥2) — Var(vy,.r, vy,.) + H(E —5).
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Combining this with (4.8) implies that

dz(yl,yz)—/ / dsdvy,.sdvy,.
X5 VX

< \/d,z(yl, ¥2) = Var(vy, s, Vy,.s) + H(t — ) + 2/ H(t — s).
Now (4.7) follows by integrating this bound over y1, y», using (4.6) and the bound

[ B3 = Vit v+ G = )

1/2
< (/){ /)( (dtz(yl»yZ)_VaI(Uyl;sa U)7225)+H(t_S))du“l‘(yl)d,uvt()Q))

= /Var(u,) — Var(us) + H(t — )

The next lemma shows the reverse direction of our goal. It states that closeness of
two metric measure spaces in the G Wj-sense implies smallness of (4.5).

Lemma4.3 Let (X;,d;, u;),i = 1,2, be two metric measure spaces. Then

‘/ / dldmdm—/ / dy dprdys
x, Jx, X, J X,

Proof Let ¢ > 0 and consider isometric embeddings ¢; : (X;,d;) — (Z,d),i =1,2,
and a coupling g between 1¢1, o such that

<2dgw, ((X1.d1, 1), (X2, d2, n2)).

/ d7(01 (1), 9202 dg (x1. x2) < dgw, (X1 d. jr). (Xa. do, 12)) + .
X1xXp

Then

‘/ / dldmdm—/ / dydpadps
X1 JX, X2/ X2

=’ / / (di(x1. y1) — da(xa. y2))dg (1. y2)dg (x1. x2)
X1xX2 JX1xXp

< / / ld1 Ge1. 1) — da(xa. y2)|dg Gr. y2)dg (e x2)
X1xXyJX1xX>2

< / / (d2(@1(x1), 9202)) + dz @151, 92(2))dg (01 y2)dq (x1 . x2)
X1 xXpJ X1 xXp

<2dgw, ((X1.d1, n1), (X2, d2, n2)) + 2e.

Letting ¢ — O finishes the proof. 0

Next, we will show that smallness of (4.5) and # — s implies smallness of
dew, ((Xs, ps), (X:, 44)). The following lemma will equip us with the necessary dis-
tance distortion estimate.
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Lemma 4.4 Let X be an H-concentrated metric flow over I and (u:)ep, I’ C 1 a
conjugate heat flow. Suppose that for two times s, t € I', s <t we have fora, B,y,r >

0
s <ar?, / / d; dpdity — / / dy dysdpss < Br.
X, t s s

Then for any y1, y» € X; for which
/"LZ(B(ylr r))ﬂt(B()’Z, r)) 2 Y = 0
we have

’3% VHa | 4)r. 4.9)

Xy
0=<di(y1,y2) — dW[ (Vyl;s, Vyz;s) =< (

Proof Define f : X; x A; — R as in (4.6) and observe that by Proposition 3.16 f is
2-Lipschitz in each variable. Moreover, by Lemma 4.2

F=0, / fdpedp, < pr+ Har.
X J X

Then there are y; € B(y;, r) with

VH
FOLy) < ﬂi/iar.

The upper bound in (4.9) follows by combining this with

FO1y2) < O, y2) +2r < f(y1, y5) +4r.

The lower bound in (4.9) is clear. O

The following proposition characterizes the closeness of two nearby time-slices
under certain conditions.

Proposition 4.5 For any ¢ > 0, H, V < oo and any function b : (0, 1) — (0, 1) there
isa§(H,V,b,¢e) > 0 such that the following holds.

Let X be an H -concentrated metric flow over I and (us):cy, I’ C I, a conjugate
heat flow on X. Suppose that for two times s,t € I', s <t and r > 0 we have

b}gX,,d;,lM) > b on [8» l]

and

t—s<é&r®,  Var(u,) <Vr? / drdpdp, — / dydpusdpis < 5.
X x X Xy x X

Then there is a closed subset W C X; such that:
(@) ue(Xe\ W) <e.
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(b) For any y1, y» € W we have
Xy
0<di(y1,y2) — dW1 (Vyl;Ss Vyz;s) =er. (4.10)

Moreover, there is a metric space (Z,dz) and isometric embeddings ¢s : Xy — Z,
;- Xy = Z such that:
(c) Forevery x € Xy and y € W we have

dz(@s (). 9 () < diy} By, vyis) + 67 < [ Var(y, vysy) +er. (411

(d) The probability measure
q:= / (Vy;s ® 8y) du(y)
X
is a coupling between g, |4; and

/ d7(0s (). 01 (9))dq (. ¥)
Xy x X,

_ / / A7 (), 91 (Y vy (V)1 ()
X, J X
<er. 4.12)
(e) We have
dow, ((Xs. ds. ). (X dy, 1)) < diy (@) wbts (91)sttr) < €7

Proof After parabolic rescaling we may assume that r = 1. Fix V, H, b, e. We will
determine § in the course of the proof. Let ¢ € (0, 1) be a constant whose value we
will determine later and choose

Wi={yed : u(Dy,0)=b@)}

Then

e (X \ W) < ¢,

which implies Assertion (a) for { < e. Applying Lemma 4.4 with r44 = ¢ implies
that if 6 <4&(H, ¢, b), then

S+~ HS

bz—@_)+4)§§5§'.

X
0=<di(y1,y2) — dW] (Vyl;s’ Vyg;s) = (
This proves Assertion (b) if ¢ < ¢&/5.
The fact that g in Assertion (d) is a coupling between w;, u; and the equality in
(4.12) are clear. Assertion (c) and the inequality in (4.12) follow from Lemma 4.6
below. Assertion (e) is a direct consequence of Assertion (d). (I
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Lemma4.6 Let0 <8 <ecandV,H < 00. Let X be ametric flow over I and consider
two times s <t, s,t € I. Suppose that there is a non-empty, measurable subset W C
A, such that for any y1, y» € W we have

0 < d;(y1,y2) — diy! (V15 Vyis) < 8. (4.13)

Then there is a metric space (Z,dz) and isometric embeddings s : Xy — Z, ¢ :
X: — Z such that (4.11) in Proposition 4.5 holds forr = 1.

Moreover, suppose that X is H-concentrated and consider a conjugate heat flow
()iep on X with s,t € I' ' If§ <8(H, V, &) and

t—s<8,  Var(u) <V, (X \W)<s, (4.14)
where W® := B(W, 8), then (4.12) in Proposition 4.5 holds forr = 1.

We will apply Lemma 4.6 again in the proof of Theorem 4.9, where we will also
make use of the §-neighborhood W?.

Proof Let Z := X U X; and denote by ¢;, ¢; the standard immersions. Define dz to
be equal to dy, d; on X, A}, respectively, and for x € &, y € &} let

dz(ps (). 01 (y)) = dz (@1 (¥). ¢s(x)) := inf (di(y, w)+d‘i§:(5mvw;s))+5- (4.15)

We need to verify that d satisfies the triangle inequality. For this purpose choose
X1, X3 € Xs, y1, y2 € X;. Then

dz(@s(x1), o (Y1) < dz(s(x1), 91 (y2)) +dz (@1 (y2), ¢: (Y1)
is a direct consequence of (4.15) and the triangle inequality on &;. The bound
dz(@s(x1), g:(y1)) = dz(ps(x1), @5 (x2)) + dz (95 (x2), 91 (y1))
follows using
diy! (2, Vuss) < diy! By 82) + iy By Vi) = dy (1, 32) + iy By V).
Next, we have

dz(p:(y). @ (32) < inf  (di(y1, w1) +d; (y2, w2) +dy (wy, w2))
wi,wreW

. X,
< inf (di (1, w1) 4 di (y2, w2) + dyy? (V55 Vuny:s) +8)
s W2

wi,w

<

inf (d; (y1, w1) +dy (y2, w2) + dyy’ By, Vuy:5)
wi,wreW
Xy
+ dW| (Vuy;ss le)) +25

=dz(e:(y1), ps(x1)) +dz (s (x1), ¢: (¥2))
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and

dz (s (x1), 9 (x2)) = iy} (8, 8x,)

: Xy Xy Xy
< inf (dWI (le > Vuyy ;s) + dWl (le 18 sz;s) + dWl (sz;Ss 5)(2))

T wi,upeW

. X Xs
= wl,luIlefEW (dW‘1 (8xps Vuyzs) +dr(wr, wo) + dW] (Vwyss 5)(2))

< inf (diy Bay vags) +di(wi, y1) +di (1, wo)

T wp,weW

+diy (Bay. Vi) +28
=dz(ps(x1), 0:(y1)) +dz(@:(¥1), s(x2)).

This shows that (Z, dz) is a metric space and (4.11) in Proposition 4.5 holds if § < e,

because
XS(S ) ) < V r(a v )
dW] xs Vy;s) =/ Yar(ox, Vy;s).

Before continuing, we observe that for any x € X; and y € W® thereisa y' € W
with d;(y, y") < 8 and therefore, using Proposition 3.16(c),

dz(@s(x), 9: () < dz(@s(x), 9: (V) +8 < dﬁ (8, vyris) + 28

< di? (82, Vyss) + diy (yeg, Vyri) + 28 S diy (81, vyy) +38 </ Var(8y, vys) + 36.
(4.16)

Next, assume that (4.14) holds. Then, using (4.16),

/ / d7 (05 (¥). 91 () dvyss ()it ()
wé J X,

< / / IVar(8,., vy:s)dvysy (¥)d it (v) + 38
wé J X

1/2
<ulP([ [ Vv odinm)) 43
w 5

172
< (/ Var(vy, vy;s)du,(y)> +38 < JH(t —s)+38 <~ HS +35.
Xy
4.17)

Assuming § < l, we moreover have [, (W‘S ) > %, which allows us to bound

1
; / / A7 (05 (X), @1 () dvyss (D) jar ()
X \W? )
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< / / / d7 (05 (X), 0 (0))dvyss () pts () e (w)
wé JX\WS J X,

- / / / (dz (s (). 1 (w))
wé JX\W? s

+dz (@ (W), 0 (¥))dvy.s (X)d e (y)d e (w)

< / / / VARG, V)V (0 (V) (1) + 35
W JX\WO J X,

+// di(w, y)dp (y)dp (w)
we Jx\we

< (e (W (X \ W))'/?

12
X (/ / / Var(dy, Vw;s)dvy;s(x)dﬂt(y)dﬂt(w)>
We JX\W? J X,

+ (1 (WP (X \ W))'/?

12
x(/ / d?(w,ymm(y)dm(w)) +38
wé .XZ\W‘S

12
sai”(xt\ws)( / / Var(vy;s,vw;adut(y)dut(w))
wo Jx\wo

+ 2 (X \ WO/ Var(uy) + 38

< 11, (X \ W) (VVar () + v/Var(up)) + 38

< 12X\ W) (Var(uo) + H(t — ) + /Var(u) + 38

<28V + H8+38 (4.18)
Combining (4.17), (4.18) implies (4.12) in Proposition 4.5 if § < S(H,V,¢). O

4.3 Future and past continuity

In this subsection we define a continuity notion for metric flows. This notion will
imply continuity of time-slices in the G W;-sense if we equip the flow with a con-
jugate heat flow. It will turn out that an H-concentrated flow is continuous on the
complement of a countable set of times.

Let X be a metric flow over some subset / C R.

Definition 4.7 We say that X is continuous at time 7 € [ if for all conjugate heat
flows (us),ep that satisfy tg € I’ C I, Var(u;) < oo for all 7 € I, the function

t|—>/ / didpdpy 4.19)
X J X
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is continuous at fp. We say that X" is past continuous at time 1 if X<, is continuous
at time #9p and future continuous at time 7y if A~ is continuous at time 7. The
metric flow X is called (past/future) continuous if the same is true at all times
toel.

Remark 4.8 Past/future continuity are equivalent to left/right semi-continuity of the
function (4.19) for any (u);e;r With the properties specified in Definition 4.7.

It follows from the definition that a flow is continuous at time #y if and only if it is
both past and future continuous.

By Lemma 4.2 we have

limsup/ / dtduldulf/ / d,od,u,,od,utofliminf/ / didudiny,
t/1 JX X X 7 Xy N Jx S,

so in order to verify continuity at time #y it suffices to show that

hm/ / dt,' dlLtid,LLti Z/ / dt() dut()duto (420)
i~ooJx, Jx, X J 2,

for two sequences of the form #; 7 g, t; \| fp, if they exist. Similarly, for past/future
continuity, we only need to verify (4.20) for one sequence of the appropriate form.

In Examples 4.12, 4.13 below we will discuss some examples of flows that satisfy
or violate Definition 4.7.

The following theorem states that we only need to require (left/right) semi-
continuity of (4.19) for one conjugate heat flow (u;). Moreover, we obtain that
(past/future) continuity implies continuity of the time-slices in the G W;-sense if we
equip X with a conjugate heat flow. We also obtain that (left/right) semi-continuity
of t — Var(u,) is a necessary condition for (past/future) continuity.

Theorem 4.9 Let X be an H-concentrated metric flow over some subset I C R, where
H < oo, and let ty € 1. Suppose that supp X;, = X;,. Let Cy, be the set of conjugate
heat flows (jus)sepr on X with to € I', Var(u;) < oo forallt € I'. Let Ci C Cyy be the
subset of conjugate heat flows (p;)icpr with (tg — €,to +&) N1 C I’ for some € >0
and supp g, = Xy, .
Then the following conditions are equivalent:
(a) X is continuous at time ty.
(b) There is a conjugate heat flow (u)ep € C;'(‘) such that

t|—>/ / dydped g 4.21)
X Jx

Is continuous at time ty.
(¢) For any conjugate heat flow (1;)iep € Cyy we have

GW
(X dy, ) — = (Xig> oy ).
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(d) There is a conjugate heat flow (u)ep € C;'(‘) such that
GW,
(Xl‘,' ) dtl‘ ) ,utl‘) —1) (Xt()v dt()s Mt())
11— 0

for two sequences t; /' ty (if inf I’ < ty) and t; \ 1o, (if sup I’ > tg).

(e) There is a neighborhood ty € Io C I of ty and for any t € Iy \ {to} there are
isometric embeddings ¢; : (X;,d;) — (Z;, dtz), (p? D (Xigs dyy) — (Z, dtZ) into
a metric space (Z;, d,Z ) such that the following holds. For any conjugate heat
flow ()rer € Cy, the probability measures

o Jx, Wy ®8y) dpe(y) it > 10
" f)c’,o (Ox @ vx;p)dugy(x) ift <o

are couplings between iy, |1, and

lim d? (9P (x), pr (¥)dgs (x,y) = 0.

1—1 X[O x X,

In particular,

Jim di (@) ettsg, (Po)eits) = 0.

Moreover, Conditions (a)—(e) are implied by:
(f) There is a conjugate heat flow (ls)iep € C’;"0 such that t — Var(u,) is continuous
at time tg.

The corresponding equivalences for past/future continuity follow by applying this
theorem to the restricted flows X<y, and X=y,. In the case of future continuity, we
can drop the assumption supp Xy, = Xy, of the theorem and the condition supp iy, =
supp Xy, from the definition of Cy . In the case of past continuity, the assumption
supp Xy, = Xy, from the theorem may also be dropped.

Lastly, X is past continuous at time to, if and only if for any x1, xo € supp Xy, we
have

. X,
lim iy (v, Vieg.r) = diy (61, 32). (4.22)
t 'ty

Remark 4.10 If (u);cp satisfies a stronger concentration bound (for example, an
integral Gaussian bound), then Condition (f) is equivalent to Conditions (a)—(e).

Since t — Var(u,) + Ht is non-decreasing (see Proposition 3.23), we obtain the
following important consequence.

Corollary 4.11 An H-concentrated metric flow is continuous everywhere except, pos-
sibly, at a countable set of times.

Example 4.12 The metric flow from Example 3.49 is not past continuous at time 0 if
#X* > 1.
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Example 4.13 Consider a (possibly rotationally symmetric) singular Ricci flow M on
$2 x S! that develops a non-degenerate neckpinch of finite diameter at some time #o >
0. Such a flow can be constructed using the techniques from [3, 4]. By Theorem 3.37,
M corresponds to a metric flow X', whose time-slices equal the metric completions
of the time-slices of M. Note that the time-slice (Xj,, dy,) is homeomorphic to S3,
X is future continuous, which can be verified using Condition (b) in Theorem 4.9.
However, X is not past continuous. To see this, consider two points x1, xo € X}, near
the neckpinch, but on opposite sides. These points violate (4.22).

We may also construct another metric flow X’ based on M, which is not future
continuous, but past continuous, as follows. Let X/ := &; for all 7 # to and define

. X; .
dy (x1, x2) := th/n% dy, (Vxyts Vip 1) = thfng) dg, (x1(1), x2(1)),

where x1(t), x2(t) € M; denote the points relating to x1, x € M, via the flow of the
time vector field 9¢ (see Definition 9.3). It can be shown that the time-slices (X7, d;)
can be equipped with the structure of a metric flow such that X, and X’ 7’&,0 are flow

isometric. Note that the time-slice (X; . d; ) is homeomorphic to §* x S! with one
collapsed cross-sectional sphere. This flow will be less interesting to us, because the

metric of d; restricted to M;, C A} does not agree with the length metric of gy,.

Proof of Theorem 4.9 The implication (f) = (b) holds due to Lemma 4.2.

So it remains to show the equivalence of (a)—(e) and the statement involving (4.22).
The implications (a) = (b), (¢) = (d) and (e) = (c) are obvious. The implications
(¢) = (a) and (d) = (b) are consequences of Lemmas 4.3, 4.2. The implication (a)
=> (c) follows from Propositions 4.1, 4.5; note that in the case in which there is no
sequence ; \| fo, t; € I’, we don’t need to apply Proposition 4.1 and can instead just
seth = biXtO ooti) 1 Proposition 4.5. So to see the equivalence of (a)—(e) it remains
to establish the implication (b) = (e).

Suppose now that Condition (b) holds and let (1i;) e € C,’z be the conjugate heat
flow for which (4.21) is continuous at time #y. By Proposition 4.5, for any ¢ € Iy \
{to} there are closed subsets W, C A; (if t > t9) or W, C A}, (if ¢t < 1p), as well
as isometric embeddings ¢; : (X, d;) — (Z;, d,Z), ‘on 1 (X, diy) = (Zs, d,Z) into a
common metric space (Z;, d,Z ) and numbers &; > 0 such that for all 7 € I \ {tp} we
have for any y1, y2 € W;:

Z .
Ofdt(yh )’2)—dW'1 (Vy|;t07 Vyz;to) <¢&; ift > 1y

Z, .
Oidto(ylvyZ) _thl(Vyl;tv Vyz;t) <g ift<r

and such that

o (X, ift >t
fim (A Wo ife>do | (4.23)
=00 |ty (X \ Wp) if 1 < 1o
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Consider some possibly different conjugate heat flow (us)se;” € Cry. We claim that
there are numbers 6; > 0, ¢ € Ip \ {fp} such that lim,_, ;) 6; = 0 and

He (X \ Wp) <4 ift >t

. (4.24)
M[()(XI() \B(W[, 8[)) 58[ if t <1ty

This will then imply Condition (e) using Lemma 4.6. To see the second bound in
(4.24), note that it suffices to show that for all § > 0

tli/n% Wiy (Xiy \ B(W;, 8)) =0.

This follows from the fact that supp ,, C X, = supp fis,. Let us now show the first
bound in (4.24). Fix some * € Iy N I’, t* > 1y and observe that for any 7 € Ip N I’
with 1y < t < * we have

oy (X \ W) =/ Ve (X \ Wod i (x),

1*

e (X \ W) =/ Vs (A \ Wo)d e ().

1%

Since the first integral goes to 0 as r N\ #p, we obtain using Definition 3.1(6) that
V.t (A \ W;) — 0 uniformly on bounded subsets. Therefore, the second integral goes
to 0 as well.

Lastly, we prove the statement involving (4.22). Suppose first that X is past con-
tinuous at time 7o and let xy, x2 € A7, Then by applying Condition () to pty = vy,
j =1, 2, we obtain that for t < fy close to ty

. Z 0
lh/'nI}) dVth ((W; )*5)6]' ) ((pt)*vx_/;t) = 0
It follows that
lim diy! (Ve Vags) = WM A (@) aVayirs @0)sViyir)
t At W 1 23 1 1o W 13 23

< lim (i (@wvxyirs (@) + dif (@481, (0783,

+ ! (@))482y. (@)sViy))
= dl() (xl ) x2)'
Conversely, suppose that (4.22) holds for all x1, xo € &}, and consider some conjugate

heat flow (i4;);ep with (9 — €, o] NI C I’ for some & > 0, Var(u,,) < 0o. Forr € I’
define f; : ;) x &, — Rby

Fi1.32) 1= dyy (51, %2) — iy eyt Vi) = 0.
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Since f; <d;,(x1, x2) and

/)'( /‘;( df() dﬂlodﬂto = \/W <00,
10 1o

we obtain by dominated convergence that

llm/ f,d,u, d/.Lt =0.
o ), Jx, 04 Kty

Since
i1, x2) = diy (61, 32) — / / dy dvy, vy,
X J X

we obtain that

11msup</ / dt() dM[OthO —/ / dt d“tdut) SO
t,/to Af}o Xto X J A

Combining this with Lemma 4.2 implies that (4.21) is left semi-continuous at fy,
which implies past continuity. g

We will also need the following result:
Proposition 4.14 Let X be an H -concentrated metric flow over some subset I C R,
where H < 00. Suppose that X is future continuous at time ty € I and suppose that
there is a sequence of times t; € I, t; “\( ty. Then for any two points x1, X2 € supp Xy,

we can find points xj; € Xy, j =1,2,i =1,2,... such that xj; — x; and

. X .
_hm dWlo (8)6,'7 UXj,,';l()) = 07 ,hm dl‘,' ('xl,iv x2,i) = dt()(xl ) x2)~
11— 00 ) 11— 00

Proof Consider the metric spaces (Z;, dtZ ) and isometric embeddings ¢; : (X}, d;) —
(Z:,d?), 0 : (X, dyy) — (Z;,d?) from Theorem 4.9(e). The proposition now fol-
lows from the following claim.

Claim 4.14.1 For any x € supp X}, there are x; € X;; such that

. R .
lim iy (8, vigore) = lim d7 (g, (xi), ) (x)) = 0.
1—> 00 11— 00

Proof Let § > 0. Fix some conjugate heat flow (u;);cyr with o € I’ and ; € I’ for
large i. If we denote by g, the couplings from Theorem 4.9(e), then we can find some
sequence y; € X, with d,Z (@1, (i), <p2 (x)) — 0. Next note that

liminfq,, (B(x,28) x B(yi.3))
11— 0
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= liminf (g, (B(x, 28) x ;) — g5, (B(x, 28) x (X, \ B(3i.6))))
=liminfq; (B(x,28) x &) = 4 (B(x,28)) > 0.
1—>00

So by the definition of ¢;,, we obtain that there are points x; € B(y;, §) such that

liminfv,,., (B(x,28)) > 0.
1—> 00

Thus by Lemma 3.26, for large i any H-center z; € A}, of x; must be contained in
B(x,38). Therefore, for large i

X, X
diy® (83 viity) < 38 + iy (8, Vi) <38+ VH (G — 19) < 45.

Letting § — 0 implies the claim. 0

4.4 The future completion

Consider some subset / C R. We denote by 7 C R the set of ts, € R with the
property that f; \| f» for some sequence {t;} C I with #; > t. So, for example,
ifa <b, then (a,b) =[a,b).

Our goal will be to extend a metric flow X over I to a metric flow X'* over I .
This metric flow will be called the future completion, because its time slices at any
time too € 1 \ I will be obtained by a limit of time slices at times #; € I with #; \( o
and the flow will therefore be future continuous at all times 7o, € I\ 1. We will also
show that, under appropriate conditions, the future completion of a metric flow is
unique up to flow isometry.

We first make the following definition:

Definition 4.15 Let X be a metric flow over some subset / C R. A pair (X™, ¢),
consisting of a metric flow X* over I and a flow isometric embedding ¢ : X — X*
is called a future completion of X if the following holds:

(1) X’* is future continuous at all timesr € I\ I.

(2) X*is H-concentrated for some H < 00.

(3) supp X = X*foralltel \I.

We will often view X* D X as an extension of X’ and call X* the future comple-
tion of X

Theorem 4.16 (Existence of future completion) Let X be an H-concentrated metric
Sflow over some I C R, where H < 00. Then X has a future completion (X*, ¢) and
X* is H-concentrated.

The following two results address the uniqueness of the future completion. The
first result concerns the extension of an isometry between two metric flows at a future
continuous time.
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Theorem 4.17 (Extension of isometries of metric flows) Ler X/, j = 1,2, bet two
H -concentrated metric flows over some I C R, where H < 00. Assume that there is
a flow isometry ¢ : Xll, — XI% over some subset I' C I. Let Iy be the union of I’ with

the set of all times t € 1" N1 at which X' and X? are both future continuous and
satisfy supp X/ =X/, j=1,2.
Then ¢ can be extended uniquely to a flow isometry between X, X2 over Iy.

As a corollary, we obtain the uniqueness result of the future completion up to flow
isometry.

Corollary 4.18 (Uniqueness of future completion) Let X be an H-concentrated
metric flow over some I C R, where H < 0co. Consider two future completions
(X%, ¢4 : X — X*T) of X. Then there is a unique flow-isometry  : X1 — x*2
such that o ¢! = ¢?.

Proof of Theorem 4.16 The strategy of the proof is the following. We first use Propo-
sitions 4.1, 4.5 to show that if soc € 1 \ I, then for any sequence s; \( Soo, Si € I,
the time-slices (Xj,, dy;, i, ), equipped with an arbitrary conjugate heat flow mea-
sure, converges in the GW;j-distance to a metric measure space (X, ds.,, M)
Repeating this procedure for all soc € I\ I produces a family of metric spaces
(Koo » dsoc)xooeT\ I which will be used to extend the flow X to I . Next, we show
that even after substituting the conjugate heat flow (us)s<;/, which was used in the
previous G Wi-convergence, with another (suitable) conjugate heat flow (iis)sey/, We
obtain the same type of GWj-convergence (X;_,ds_,, s, ), With the same limit-
ing metric space (X, ,d;, ). This fact is proven in Claim 4.16.2 and is based on
Definition 3.1(6), which is used in Claim 4.16.1. So, in particular, setting [ty = Vy.s
for any x € A}, t € I, produces an extension of the conjugate heat kernel measure
(Vx:s)sel,s<t(x) tO a conjugate heat kernel measure (‘)X?S)seT,ss ) of the extended
flow. It remains to construct the conjugate heat kernel measures (Vy.s)ser,s<t(x) for

x € X, where t € I\ I. To do this, we first verify that the previously constructed
metric spaces and conjugate heat kernel measures satisfy the axioms of a metric flow
(as far as they are defined) in Claim 4.16.3. Then we construct the missing conjugate
heat kernel measures (vx.s)ser,s<t(x) as @ Wi-Wasserstein limit of appropriately cho-
sen conjugate heat kernel measures (vy;.s)ser,s<t(x;), Where x; € Xy, with s; \( ¢ and
S; € 1.

Let us now carry out the formal proof. In the following we will construct X* by
extending X'. So we will have X* D X and ¢, =idy, for t € I and v;‘;s = vy for
any s,tel,s <t,x € ;.

We first explain how to construct the time-slices (&, ds) and the measures vy
foranyt eI, x € X;ands €I \ I, s <t. For this purpose, fix some soo € I\ /
and a sequence s; \( 500, 5; € 1. Next, fix a conjugate heat flow (i5)seyr, I’ C I, with
Var(us) < oo for all s € I’ and with the property that uy, is defined for large i, for
example a conjugate heat kernel. By Proposition 3.23 the map s + Var(ug) + Hs
is non-decreasing and thus the limit lim;_, o, Var(uy;) exists. Therefore, by Proposi-
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tions 4.1, 4.5 we have

limdgw, (X, s, 1as,)s (X, sy 115;)) = 0.

1, ]—>00

This implies convergence of the sequence (Xj;, dy;, is;) in the dgw, -metric. For fu-
ture purposes, we will recover its limit in a particular way.

By Proposition 4.5 there is a sequence §; — 0 such that for any i < j there is a
closed subset W; ; C Xj; such that:

(1) ps; (X, \ Wi j) < 6.
(2) Forany y1, y» € W; ; we have

X,
|ds,- 01 y2) —dy, vy ”yz:S./)| =38

For any i < j let (Z; ;, d%ij) and <pf’j Xy, = Z, <pi.’j : Xs; = Z;,j be the metric
space and isometric embeddings from Lemma 4.6. Then Lemma 4.6 implies that for

any conjugate heat flow (is)scy, I” C I that is defined at time s; for large i and
satisfies Var(ity,) < V < oo for large i, we have

Zi . <’ o ~ " i ~ ~
dy” (07 Dabisys (@7 alls;) < €V, 8 + s, (X, \ Wi j) +5i —500),  (4.25)

where ¢ : R4 x Ry — (0, oo] is a function that is non-decreasing in both parameters
and satisfies lim,_,¢ ¢(V, a) = 0 for any fixed V > 0.

Claim 4.16.1 After passing to a subsequence, we may assume that for any conjugate
heat flow (i) .7, I' C I that is defined at time s; for large i and satisfies Var(jis;) <
V < oo we have for large iy

o]

D e(V. 8 + iy (X \ Wi j) + 5i — 500) < 00.

i=ip
Proof Fix some large k > 1 and observe that for k <i < j

s, (X, \ Wi ) = / v, (X, \ Wi )i, (X) < 81,

Sk

Lo, (X \ W) = / Vi, (X \ Wi )i, (). (4.26)

Sk

Fix some z € X, such that Var(§;, ;) < V and choose D < oo such that
ts, (B(z, D)) > 5. Tt follows that

inf vy, (X \ Wi ) <28;.
x€B(z,D)

Therefore, by Definition 3.1(6) for any D’ < oo and for T := s — sg+1 < Sk — 5;

SUp Vg (X \ Wi ) < @(@7128) + 7 V2(D' + D). (4.27)
x€B(z,D’)
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It follows using (4.26), (4.27) that

s, (X5, \ Wi ) < @(@7128:) + 77 /2(D' + D)) + iy (Xic \ B(z, D))

1%
<@ '28) + V3D + D)) + o

So there is a function f: Ry x Ry x Ry — Ry that is non-decreasing in each argu-
ment and satisfies lims_.o f(V, D, §) = 0 for fixed V, D > 0 such that

ﬁsi(XS‘[ \ Wi,j) S f(Vﬂ Dval')'

This reduces the claim to showing that after passing to a subsequence, for any
V, D < oo there we have for large ip:

o0

D (V.8 + f(V,D,8) +si — 500) < 00,

i=ip

To accomplish this, observe that for fixed V, D < oo we have lim;_, o &(V, 8; +
f(V,D,§)+s; —ss) =0. So we may choose sequences V;, D; — 0o

ilifrolOE(Vi, 3 + f(Vi, Di,éi) + i —50) =0.
So after passing to a subsequence, we can ensure that
e(Vii8i + [ (Vi, Di 8) +5i —500) <27
Then for any fixed V, D we have for large i
e(V,8i + f(V, D, 8) + i = 500) < e(Vi, 8 + f (Vi, Di, 8)) +8i — s00) <27,

which proves the summability. g

Consider again the metric spaces (Z; j, dz, ;) and isometric embeddings <p;’1 :

Xy = Zij, goj.’j : ij — Z; j. By Lemma 2.12, we may assume that Z := Z;, =

Zy3=--- and ¢; := gof_l’i = golf""H. We may furthermore assume that (Z, dz) is

complete. Then (4.25) and Claim 4.16.1 imply the following:

Claim 4.16.2 For any conjugate heat flow (lis)scy, I C I that is defined at time s;
for large i and satisfies Var(jis;) <V < 0o we have

~ w ~
(@1)«Hls, ———> [y, € P(2).
11— 00
In particular, forany t € I, t > s and x € X; we have
Wi
((01')*‘})(;‘?,- —— Vx5 € P(2).
1—> 00
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In the following we will write i, Vy.s,, € P(Z) for any limit obtained according
to Claim 4.16.2. Set X :=supp is,, C Z and ds :=dz| Xy - The following claim
will allow us to forget the space Z.

Claim 4.16.3 The following is true:

(a) Foranyt e l,t > Soo, X € X; we have supp Vy.s., = SUPP Mg, = X

(b) Property (6) of Definition 3.1 holds between time sxo and all t € I, t > Soo. In
other words, for all T > 0 and any T~'/?-Lipschitz function f : X, = R, the
function

X, — R, x+— o7 ! (/ CID(f)dvx;soo> (4.28)
X

500

is (t —Soo+T) ™Y/ ?-Lipschitz. If T = 0, then we only require f to be measurable.
(c) Property (7) of Definition 3.1 holds between time soo and all ty,ty € I with
Soo < 1 < 1p. In other words, for all x € X,

. = Vv Vy-
»So0 ’ 5
Vx:s / 'soodxly

X

n

(d) There is a sequence s; \{ Soo, Si € I, such that for any xo, x\, € Xy, there are
sequences X;, xlf € X, such that we have

. Koo . Koo
,'l_lfgodwl (Bxoos Vii1500) = il_l)n;odwl (ax/oo, Vx’(;soc) =0,

llm dS,’ ('xl ) -xl/) = dSOQ ('x007 xéo)'
1—>00

(e) There is a sequence s; \{ Sco, Si € I such that for any t1,t, € I with t1,t2 > Seo
and x| € Xy, x2 € X}, we have

lim / / ds, (51 y2)dvsyss) ()i, (32)
x, Ja,

i—00
_ / / dy (71, y2)dvsysse (1) Vryss (2).
Koo J Xsoo

(f) Foranyt el witht > s and x1, x2 € X; we have
Var(vxl;soov sz;soo) = dtz(xla x2) + H(t — 500).

(g) Forany sy, t1,tr €l withs_ <o <Si andty,tr > Soc and x; € X,j, j=12,
we have

Xs_ X Xy
dW] (Vxl;s, , VxZ;L) = dW:OQ (Vxlgsoo7 sz;soo) = dW|+ (VXI;S+5 sz;s+)-

Proof For Assertion (a) choose some time s' € I, soo < s’ < t. If i is large enough
such that s; < s/, then

Ms; =/ Vo didys Vx;si =/ Vs dVys
X, X,
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Assume that z € supp vy \ Supp jis., . Then there is some small » > 0 such that for
large i

lim ((¢i)«ps,)(B(z, 1)) =0, liminf((¢;)+vx;s;)(B(z, 1)) > 0,
Let u; (y) := vy (91) "' (B(z,7))). Then

lim uidug =0, li_minf/ u; dvy.g > 0. (4.29)
i—oo Jx, =00 JX

s

By Definition 3.1(6) we know that the functions ® ! (u;) are uniformly Lipschitz. So
by the first identity in (4.29) we must have u; — 0 pointwise, which contradicts the
second identity. This shows supp vy, C Supp (s, ; the reverse inclusion follows by
reversing the roles of (vy.;) and (us).

For Assertion (b) consider a T~ !-Lipschitz function f : Xs.. — R for some T >
0. We can extend f to a T~ !-Lipschitz function f : Z — R by setting

f@):= inf (T7'dz(z,x00) + f(xc0)).

Xoo €At

Now the functions

X, — R,  xr— &! ( / o(f ow)dvx;x,.) =o! ( / <b<f)d<(go,-)*vx;sl.>)
s Z

i

are (T +1t — s,-)_l—Lipschitz and converge pointwise to (4.28). This proves Asser-
tion (b) if T > 0. The case T = 0 follows since the space of bounded Lipschitz func-
tions on X is dense in L! (Vx:5.,) for any x € A;; see also Lemmas 2.1, 3.3.

Assertion (c) is a consequence of Claim 4.16.2 and the reproduction formula of
X.

For Assertion (d) it suffices to show that for every xo, € X, C Z there is a se-
quence x; € X, with ¢; (x;) = X0 in Z and vy,;5,, — Jx,, in the Wi-sense. For this
purpose, note that the proof of Proposition 3.34(g) applies in this case and allows us
to choose a sequence y; € X, with vy,.; — 6, in Wi. We will use this sequence
to choose another sequence x; with the desired properties. For this purpose, fix some
small » > 0 and choose j > 1 large enough such that

FPH(S) —S00) <%, dip (B Vyjisn) < 37 (4.30)

Fix j for the moment. For any i > j let z; ; € A; be an H-center of y; at time s;.
Then by Lemma 3.26

Vysis (B(zijs ) = 1= r 2 H(sj —5i) = 5. 4.31)
We claim that
limsupdz(¢; (zi,j), X0) < 31 (4.32)
i—00
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If not, then we had
((@i)xvy;:5)(Z \ B(Xoo, 7)) = ((@i)xVy;;5) (B(@i (zi j), 1) = :
for infinitely many i, which would imply by Claim 4.16.2 that
Vyjis00 (Z \ B(X00, 1)) = 5,
and thus
Ay, Broes Vyjis) = 37

contrary to our choice of j. So (4.32) holds and we may choose i > j to be large
enough that dz(¢;(z;,j), Xe0) < 3r. Now, using Assertion (c) and (4.30), we find

/ dvzvl (Sxocs Vx;soo)dvyj;s,' (x) 5/ /dZ(xomx/)dvx;soo(x/)dvy,-;s,' (x)
B(zi,j,r) X, Jz

=dj (Brser Vyjisng) < 57
Combining this with (4.31), implies that there is a point x; € B(z;,j,r) C Xy, with

dif Brgs Vxpisn) <70 dz(@i (X)), Xoo) < 4r.

Repeating this procedure for smaller and smaller r yields the desired sequence x;,
which finishes the proof of Assertion (d).
Assertions (e)—(g) are a direct consequence of Claim 4.16.2. O

Our previous construction can be performed for all so, € I\ I. So we may extend
the flow X by time-slices (X, d;) for s € I \ I and the conjugate heat kernels vy,

based atx € X; witht € I,tos € I such that Claim 4.16.3 holds for any soc € I\ 1.
Then we have:

Claim 4.16.4 For any two points x; € X,/. with t;,to € I and s1,sp € 1 with s <
s> <min{ty, tp} we have

Xr X‘
dwll (Vxl;xl , sz;sl) =< dwlz (Vxl;sza sz;x2)~

Proof 1f s1 € I or 53 € I, then the claim follows from Claim 4.16.3(g). So suppose

that s1,s7 ¢ I and s; < so. Then we can find some s’ € [s1,s2] N I and conclude,
again using Claim 4.16.3(g), that

X X X,
51 S $2
dWl (Vxl;sl s sz;sl) = dW; (Vxl;s’a sz;s’) = dW] (Vxl;sgv szgsz)- O

Next we construct the conjugate heat kernels v,.; based at points x € A; with
t el \ I.Fix for a moment times s < so With s € I and soo € I\ I and a point
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Xoo € Xy, By Claim 4.16.3(d) there is a sequence of times s; \| S0 and points x; €

X, such that d;‘;j"o (Bxo» Vx;:500) — 0. It follows that for any i < j, using Claim 4.16.4

Xoo?

X, X,
dwi (in;sa ij;s) =< dwioo (in;soo7 VXj;soo)

X, X
=< dW:oo (in;sooa ‘sxoo) + dW;OO (8x00’ Vx/-;soo) 3) 0.

Therefore, we have
14}
Vxiss = Vxgois € P(X)
1—> 00

and vy _ ., is independent of the choice of the sequence x;. Moreover, we have for any
t' > 500 witht' € I and x’ € Xy

X, Koo
dWl (Vx’;x’ ono;s) < dW1 ((SXOO’ Vx/;xoo)‘ (433)

Repeating this procedure for all soo € I \ I, s € I and xo € X, allows us to
define vy.s forall x € &}, 5,1 € 1, s <t. It remains to verify that the new objects
constructed so far define an H-concentrated metric flow X'* D X that is a future
completion of X. Due to a limit argument, the statement of Claim 4.16.4 can be
generalized to the case in which t1, 1, € 1.

Properties (1)—(5) of Definition 3.1 are clear by construction. Property (6) holds
by Claim 4.16.3(b) if ¢ € I. Suppose now that t € I\ I and choose T > 0 and
f & — R according to Definition 3.1(6). By Lemma 3.3 it suffices to assume that
T >0, so f is Lipschitz. Let xo0, x}, € A, . By Claim 4.16.3(d) we can find times
ti \\ teo, t; € I and points x;, x; € A;, with

A LA B
llgfolo dW; (Bxoo» Vxistoo) = llilgo Ay B s Vi) =0 (4.34)
and
lim d; (xi, x!) = dp (Xo0, X50)- (4.35)
1—> 00

By (4.33), (4.34) we have

lim &~ (/ cb(f)d”xi;S> =o' (/ (D(f)dl)xoo;x>v
1—> 00 Xs Xr
lim <I>_1</ @(f)dvxg;s> = q>—1</ c1>(f)duxéo;s>.
1—>00 )(s i Xr

It follows, using (4.35), that

‘cbl( / cb(f)dvxm;s)—cbl( / q’(f)dvxgc;s)‘
X X
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< hm (tl -5+ T)_l/zdl‘i ('xi’ 'xl/)

11— 00

= (too — 5 + T)?d,_ (x00, x[,0).

By Claim 4.16.3(c), Property (7) of Definition 3.1 holds whenever #; € 1 ,h,ne
I. Assume next thatty € I ,tp €1 \I,t3€1 and x3 € ;. Let f;, : X, — R be
a bounded 1-Lipschitz function and consider the corresponding heat flow for ¢ > 71,

tel :

fi: X — R, xr—>/ Sodvey,.
X,

Fix atime 1o <1, < 13,1, € I. Then

/ S dvssiny :/ / I dvy;ndvx_;;zé(Y) =/ fté de_g;té- (4.36)
X, x, ), %

Our goal is to pass this identity to the limit #), \ 72. For this purpose, observe that by
(4.33) we have for any y € Xté’ zed,

X; X,
Ifg(y) - ftz @ = dW]] (Vy;tl s Vz;tl) = dw? (Vy;tz, 87) < v/ Var(vy;tza 3;).

Integration against dvy.,, (2)dv,,. t (y) yields, using the fact that Property (7) of Def-
inition 3.1 holds for #1, 12, t3 replaced by #;, té, 13,

‘/ ﬁé()’)d"x3,zé()’)—/ fl‘z(z)dvx3;t2(z)
‘)(Ié th

=‘ | rovso = [ @@, g0
X x, )2,

< / / 1y 0) = vy D)y ()
sz X;é
= /X / Y Var(vy.1,, 82)dvy:, (Z)d"x3;z£ »
n 7

1/2
S/ (/ Var(vy;tzvaz)d”y;tz(z)) )]
x, \Jx

g
=/ Y VarQy;p)dvy 0 (v) < m —0.
th tz\TZ

Combining this with (4.36) implies that

/ St vy, :/ S dvxs :/ / Sty vy dvsg., (),
X, x, x, Jx,
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as desired, which proves the reproduction identity if 1,1, € 1 and t3 € I. The case

t1.t,t3 € I follows from the previous case via a simple limit argument, using
(4.33).

We have shown that & is a metric flow. Next we show that X" is H-concentrated.
By Claim 4.16.3(f) it suffices to show that for any s < teo, s € I , 15 €1 \ I and
Xoos X € Xr,, We have

Var(vy i, Vs i) < di (Yoo, X5) + H(foo — 5). (4.37)
By Claim 4.16.3(d) there are sequences Xx;, x{ € Xy, ti (oo, With

Xiso

. X .
.hm dWIDO (8Xoc ’ Vx,-;too) = ,l—lfgo dW[ (Sxéov in’;too) =0,

i—00
lim d;, (x;, xl{) =d;,, (Xo0, xéo).
i—00
Passing Claim 4.16.3(f) to the limit and using
Var(vy ., ngo;x) < lg_rgirngar(vxi;s, Vx,f;s)’

which holds due to (4.33), implies (4.37).

Lastly note that X'* is future complete at any time t € I\ I due to Claim 4.16.3(e)
and Theorem 4.9. Moreover, for any such ¢t we have supp X; = A&, due to Claim
4.16.3(a). This shows that X'* is a future completion of X’ O

Proof of Theorem 4.17 Let oo € Io \ I’ and choose times ¢; € I’ with 1; \{ fso. By
Proposition 4.9(e) and Lemma 2.12, and after passing to a subsequence, we can find

sequences of metric spaces (Z;,dz;) and isometric embeddings gofocj : X,{;o — Z;,
o’ 1 X! — z;, j = 1,2, that satisfy ¢},' = (pfi’z o ¢, and such that the following
holds. Consider two conjugate heat flows (,u,,’),eln on X/, j=1,2, with ((pti)*u}i =
,u,%, Var(u]) < oo forall t € I” and t;, s € I” for large i. Then
Zi o iyj i i\ j i
dy (pr))snd, s (01 )api) = 0.
It follows that
Zi (0 il i,2
dyg, (@1l (PDlt7,)
Zi (/i1 i1 Zi (0 02 i,2
< dig, (@ )wbta (0 Dwtt) + dig, (@57)etts s (@D eiii,) = 0.

Choose couplings g; between /Llloo, Mzzoo such that

[0 bl a2 Gandata, s — o

1
00 X Voo

By Lemma 2.13, after passing to a subsequence, we can find an isometry ¢, :
(X! .d!)— (X2 .d2 ) with the property that

dz,(ph (), 012 (P () — 0 forall xeX! (4.38)
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and such that g; weakly converges to a coupling of the form g,, = (id Xl D10 )« u,loc

between ,u,loo, Mzzoo» which implies that

(Broa)wbi, = 17 (4.39)

Since (4.38) characterizes ¢;,, uniquely, the same argument implies that (4.39) holds
for any two conjugate heat flows (i} );er7, j = 1,2 with the same properties. In the
special case of conjugate heat kernels we obtain that for any ¢ € I, > fo0, x € th
we have

(Do) Vi1, = Vo (o310 (4.40)

Let xo0 € X,io. By Proposition 3.34(g) there is a sequence of points x; € X,} with

v;[;tm — 8x..- Then by (4.40) we also have véti )ites = (¢>,1)*v)%i;tOc = (¢r,)50x,, =

3y, (x00)» Which shows that (4.40) characterizes ¢, uniquely.
Next, fix some s € I, 5 < too and xqo € thoo. We claim that

1 2
(@s)aVy s = Voo (Xoo)is*

To see this, consider the sequence x; — X from the last paragraph and observe that
by Proposition 3.34(c) we have

1 Wi 1 .2 Wi 2
(¢S)*vx00w é_i—>oo (¢S)*UX,';S — v¢ti ()C,');S —>[_>oo v¢1m(xw)§s'

By repeating the construction above we can extend (¢;);ey’ to (¢1)seq, such that
(P1)ier'Ufiy) 18 a flow isometry for any #o, € /. It remains to show that (¢;);cy, is
flow isometry. To see this, let 7] < t3, 11, 3 € Ip. Then we can find some 7, € I’ with
11 < p < t3. By the reproduction formula we have for any x € th

(B1)xVyy, = (1) / Ve vy, ) = / ((@r)xvy. ) vy, ()
t2 . thz

_ 2 1 _ 2 2 2
—/X, Ve, it AVxs, (V) —/X2 Vs AV, 003 ) = Vo, o
L) L)

This finishes the proof. g

5 The space of metric flow pairs

In the following we will consider metric flows X’ equipped with a conjugate heat flow
(), called metric flow pairs. We will define a distance function dlg on the space of
metric flow pairs, which will turn out to be complete. Convergence with respect to dFJ
will roughly be equivalent to convergence in the Gromov-Wi-Wasserstein distance at
almost every time. In Sect. 7 we will see that many important families of metric flow
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Compactness theory of the space of Super Ricci flows 1189

pairs, such as those arising from super Ricci flows, are in fact precompact with respect
to the dH{ distance.

The conjugate heat flow (u;) on X will serve as a way of specifying a rough center
of each time-slice. This will be particularly important in the case in which time-slices
are not compact. So (i;) serves as some kind of “basepoint” and convergence with
respect to dﬁ may be compared to pointed Gromov-Hausdorff convergence. In most
cases we may choose (u;) to be a conjugate heat kernel of the form (v,;;), where x
is a point in the final time-slice of X.

5.1 The F-distance
For the remainder of this subsection suppose that I C R is an interval.

Definition 5.1 (Metric flow pairs and isometries) A pair (X, (s);c’) is called a met-
ric flow pair over / C R if:

(1) I'cIwith|[I\I'|=0.

(2) X is a metric flow over I’.

(3) (ur)ser is a conjugate heat flow on X’ with supp u; = X; forallt € I'.
If J C I, then we say that (X, (u;)s<s) is fully defined over J.

If T C I is some subinterval, then the pair (X7, (141),c7ny/) is called the restric-
tion of (X, (ur)rer) to 1. If (X7, (1)), cpni), i = 1,2, are two metric flow pairs and
I' c "' N I’"2, then an isometry ¢ : XII, — Xlz, between X!, X2 over I’ is called an
almost always isometry between the metric flow pairs if |/-'\ I'| = |I">\I'| =0
and if (¢)«p) = pu? for all t € I'. If J C I', then we say that ¢ is fully defined
over J.

Next, let J C I C R. We remark that we will later mainly be interested in the cases
J =@ and J = {tmax} if tmax := max [ exists.

Definition 5.2 (Spaces of metric flow pairs, F/, %) We denote by [/ the set of equiv-
alence classes of metric flow pairs over I that are fully defined over J, where we call
two metric flow pairs equivalent if there is an almost always isometry between them
that is fully defined over J.

If J =@, then we also write F; := IF{ and if J = {#o}, then we also write IFIIO =
Fy"} . If tmax ;= max I exists and #max € J, then we denote by ]F{* C IF{ the subset of
equivalence classes of all metric flow pairs (X, (1);c7) with the property that &;

consists of a single point. We also write F := F{I"“ax}’*,

Remark 5.3 For any representative (X, (i);<;7) of an element of ]Ff* the measure
Mimae MUsSt be a point mass. Therefore, if X7, = {*max}, then w; = vy . ..

If there is no chance of confusion, then we will often conflate isometry classes of
metric flow pairs with their representatives. So we will often write (X, (is),er/) € IE‘{
instead of [(X, (1t1)rer)] € F.

The following definition allows us to compare two or more different metric flow
pairs and also characterize their convergence.
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Definition 5.4 (Correspondence) Let X be metric flows over I/ C R, indexed by
some i € Z. A correspondence between these metric flows over some subset I C R
is a pair of the form

¢ = ((Zi, dP)vier (@))ermi ieT)s 5.1

where:

(1) (Z;,d?) is a metric space forany t € I”.

Q) 1" cI1'"nI" foranyieZ.

(3) ¢! (X!,d) — (Z;,d?) is an isometric embedding for any i € Z and t € 1",
If J C I for all i € T, then we say that € is fully defined over J.If I C I” is
some subset, then the pair

~ e Zy o i ~
= ((Ze. d]),eprs ((p;)tel”‘iﬂl”,ieI)

is .called the restriction of ¢ to I”. If Z C Z, then the pair ((Z,,d,z),epr,
(@)1 pmingr.ie7) is called the restriction of € to the index set Z.

The idea behind the subsets /" is that we want to allow the possibility that the
embeddings cpf are undefined at certain times. For example if Z = N U {oo}, then €
may describe the convergence behavior of metric flows X1, X2, ... to some metric
flow X°°; we will provide more details in Sect. 6. In the case in which I = (—o0, 0],
we may want to allow this convergence to occur on compact time-intervals of the
form [T, 0]. So we may only require ¢; to be defined on a time-interval of the form
[—T;, 0] for some T; — oo.

In the following, we will use correspondences to define a notion of distance be-
tween metric flow pairs. Let first (X7, (1u}),c;0i), i = 1,2, be two metric flow pairs
defined over some intervals I’ C R that are fully defined over some common J C R
and consider a correspondence € = ((Z;, d,Z)leln, (<p§),€,//,f’i:1,2) between X!, X2
over I” that is also fully defined over J. We will first define an extrinsic notion,
measuring the closeness of the metric flow pairs (X, (/%')te i), i =1,2, within €.

Definition 5.5 (F-distance within correspondence) We define the F-distance be-
tween two metric flow pairs within ¢ (uniform over J),

dy T (XY, (uD)ep), (X2, (1) ep)),

to be the infimum over all » > 0 with the property that there is a measurable subset
E c I” with

JcC I”\E c I//,l N I//,Z

and a family of couplings (g;);cy\ g between /L,l, M,2 such that:
() |E]<r?.
(2) Foralls,t € I"\ E, s <t, we have

Zs
/X Dol 0k g ) <5
XAy

t
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If J =@, then we also write d]F€ = d]FQ’J and if J = {tp}, then we also write d]Fe’to =

¢, J
ds .

Remark 5.6 By setting s =t in Property (2), we obtain the following bound for all
tel”\ E:

dow, (X! d}, )y, (X2, P, D)) <di (@it (@Dwnd)

< / dZ (g} (x1), g2 (x*)dgr(x', x*) < 1.
/Y,IX 2

XI
Note that the definition of d]FC o depends on the subset I” over which € is defined.
So df‘l measures the closeness of two metric flow pairs restricted to I”. Note also
that we allow dﬂg " to attain the value co.
Next, suppose that (X', (i4}),¢;i), i = 1,2, are metric flow pairs over a common
interval I C R that are both fully defined over some J C I. We define the F-distance

between these metric flow pairs by taking the infimum of the F-distances within all
possible correspondences.

Definition 5.7 (F-distance) The F-distance between two metric flow pairs (uniform
over J),

di (XY, (W) rep ) (X2, (UD)ep2)),

is defined as the infimum of
de (XY, (uh)ep), (X2, (1) ep)),

over all correspondences ¢ between X'', X2 over I that are fully defined over J. If
J =0, then we also write df := dﬁ and if J = {#}, then we also write d]? = dﬁ.

. U{tmg
Lemma 5.8 If fmax := max [ exists, then we have dH{ = dE{ ttmax) poneen any two
. . . ; U{tm: .
metric flow pairs representing classes in F?’J imax} particular, dy = d]%m“ between

any two metric flow pairs representing classes in F*. Moreover, if (X', (uﬁ)te,/,;),
i =1, 2, represent classes in IF?, then

dg (X1, () epn)s (X7, (1)) epr2)

1 1 2 2
= dF (XN (1) 1\ () X\ fran)» €12\ (1))

Proof 1If € is a correspondence between X 1 X2 over I that is fully defined over

J and d]FC’J <r and J C I” is as in Definition 5.5, then by Remark 5.6 we have
Zs Z

dig (@) @)D ) =di ()i, (@)end) < 7 forall s € 17\ E. So

we may replace € by a correspondence €’ in which cp,lmax, %zmax map to the same point

and we still have dFQ’j <r. O
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Remark 5.9 Suppose that fi,x := max [ exists. If (X, (us);ey) is a metric flow pair
representing a class in [}, then its restriction to I \ {fmax} is a metric flow pair with

lim  Var(u) =0. (5.2)

t tmax.t€l

Vice versa, any metric flow pair over [ \ {fmax} satisfying (5.2) can be extended to a
metric flow pair over I that represents a class in [j. By Lemma 5.8 the [F-distance
does not change if we restrict metric flow pairs to I \ {fmax}. This is why we may
sometime conflate the representatives of I} with the representatives of I\, ..} sat-
isfying (5.2).

The following is a direct consequence of Definitions 5.5, 5.7.

Lemma 5.10 d]E{ is invariant under almost always isometries between metric flow
pairs that are fully defined over J. So it descends to a symmetric function

dﬁ :IE‘{ XF{ — [0, o0].
J A o
5.2 (Fy,dy) is a metric space
Let I C R be an interval and J C I be a subset. The main result of this subsection is:

Theorem 5.11 (F/, dlé) is a metric space if we allow infinite distances.

We also obtain the analogous statement for the d]F€ 7/ _distance.

Proposition 5.12 Let (Xi, (Mi)tel/,i), i =1,2,3, be three metric flow pairs over [
that are each fully defined over J. Consider a correspondence € = ((Z;, d,Z)tE 17,
(©D)yermi i1.2.3) between X', X% X3 over I" C R that is fully defined over J . Then

dFQ:’J((Xl’ (Mll)tel/vl)’ (X37 (M?)[g[’ﬁ))

<dg T (XY, (1) er)s B2, (WD), cp2)) +de T (X2, (1) p02), (X3, (UD),ep0)).

Proof of Proposition 5.12 Choose r'%, r23> > 0 such that there are subsets E'2, E?3
I with

JcC I//\E12 C I//,l ﬂl//’z, Jc I//\E23 c I//,2 ﬂl//’S,

and families of couplings (¢/%),ep\g12, (47),ep\p23 between p, uf and uf, 7,
respectively, such that Properties (1), (2) of Definition 5.5 hold for the flow pairs
XY ) ep)s (X2, (u2),ep2) and (X2, (u2),cp2), (X3, (u2);cp3), respectively.
Let 713 := 712 472 and ED3 := E'> U E?*. By Lemma 2.2, for any ¢t € I” \ E'3
there is a probability measure ¢/%* on X! x X? x X whose marginals onto the

first and last two factors equal g2, >3, respectively. Let g be the marginal of ¢,*
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onto the first and third factor. We now verify Properties (1), (2) of Definition 5.5.
Property (1) holds since

[EPI<|ER|+1EP| < ¢+ 0P)? < ¢

For Property (2) we have forany s,z € I’ \ E'3, s <1,

Zs
/ g (@) a0 (@03, (x', %)
X xap
Zy
= / Ay (@D)wvyr . (@))sv,3.)dg P (x!, 3%, %)
th ><Xt2><X,3

Z
< / (A (@)vy150 (@D)a32.5)
X xA?x X3
Zg R
+dy 9DV (@)a0,3.0))dg > (61, 2%, %)

Zg
- /Xl X2 dWl (((pfl)*vxlw’ (wg)*vxz;s)d%lz(xla xz)
1 Xy

Zs
+ / 2 1 dW[ (((ﬂ?)*UXZ;s, (¢3)*Ux3;s)dqt23(x2, x3) < 12 + v —.
XAy

t

This finishes the proof. O

For the proof of Theorem 5.11, we will need the following lemma, which states
that we can combine correspondences between two pairs of metric flows of the form
A1 A% and A2, A3,

Lemma5.13 Let X', i = 1,2, 3, be three metric flows and consider correspondences
12. 12 ;712 12,i
= ((Z%df ) ieprir, (0D iernizi iz )
23 . 23 7% 23,i
2= ((Z7,df e, (@) epmani ima.3)

between X', X* and X%, X3 over I'"'? and I3, respectively. Set
I//,123 — I//,12 U 1/1,23 1/1,123,1 — I//,12,1

1//,123,2 — 1//,12,2 U I//,23,2 I//,123,3 — 1//,23,3
Then there is a correspondence of the form
123 . (7123 dzm 123,i ,
= (( t % )te1/«123, (% )ZEI”’123-’,1':1,2,3)
between X1, Xz, X3 over 123 and families of isometric embeddings

12,712 712 123 7123
([l‘ . (Zt B dt ) —> (Zt 5 dt ))te]u,127

23,523 ;78 123 7123
(tt . (ZI , dt ) — (Z[ 5 dl ))l‘el//’23’
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such that the following identities hold for all t for which they are defined

12,1 123,1 12, 2 23,2 123,2 23,3 123, 3
2o Y = ) o Oy o Y =¢ > o Y =
(5.3)

Proof If t € 1122 N 1”'23'2, then we may define (Zt123,dtzm), 1}2, L,23 using
Lemma 2.12 and choose gat 3 Such that (5.3)holds. If t € (112U 1723\ (17122 N
1:232), then we may set (Z13,a2%y = (22,d%") x (z3,da%"), (212,d%") or
z» dZ ), depending on whether t € 1”12 0 "33, 7212\ 723 or 13\ 112,

let L,‘z, LZB be embeddings of each factor and again choose <pt123’ such that (5.3)

holds. O

Proof of Theorem 5.11 The triangle inequality follows by combining Proposition 5.12
and Lemma 5.13. It remains to show definiteness. For this purpose, assume that rep-
resentatives of two classes in IE‘{ satisfy

di (XY, () repn)s (X2, (UD)ep2)) =

So there is a sequence of correspondences ¢/ over I that are fully defined over J
such that

d[E‘QjJ((Xl, (,thl)te]/,l), (Xz (i )fd/z))

For each j choose E/ C I and (q,j )rer\£/ such that the properties of Definition 5.5
hold for ¢ = ¢/ and r =r;. Since |E/| — 0, the set

F=NU*

has measure zero and J cI\EcI''nI? By Remark 56 we have
dow, (X}, d}, uby, (X2, d?, 4?)) = 0 and therefore

||C8

X! dl, u}) = x2,d* u?  forall tel\E.

It remains to specify an appropriate family of isometries foreacht € I \ E.

Claim 5.11.1 Consider an arbitrary subsequence of the sequence (q,j)tel\Ej and
let s,t € I\ E, s <t. Then we can pass to a further subsequence such that
qi.q] converge in the weak topology to couplings of the form g = (idX1 P )*,ug,
q7° = (dy1. )spf, where ¢+ (X[, d ) — (X7, d, 1), ¢ (XL df ) —
(X2, dtz, utz) are isometries and (d)s)*v; = vér(x);sfor all x € Xll.
Proof Apply Property (2) of Definition 5.5 for s, ¢ replaced with s, s and then with
t,t and apply Lemma 2.13. This produces the maps ¢, ¢;. Next, apply Property (2)
of Definition 5.5 for s, ¢ and observe that the integrand in this property is 2-Lipschitz
to obtain the last statement. U
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Choose a countable, dense subset Q C I\ E. Due to the Claim and after passing to
a diagonal subsequence, we may assume that there is a flow isometry ¢ : X é — Xé

over Q such that for all t € Q we have ¢/ — q>° = (idX,l , ¢,)*M} in the weak sense.
Let us now extend ¢ to a flow isometry over I \ E. For this purpose, consider a
time t € I \ E with ¢t ¢ Q. Again, using the Claim and after passing to a diagonal
subsequence, we can find an isometry ¢ : (th, dzl s Mtl) — (X2, d,z, M,z) such that the
following holds for any s € Q:
(1) If s <1, then (¢s)wv)., =V (., forall x € X!,
(2) If s > 1, then (¢)4vy., = uj)s(x);, for all x € X}
Repeating this procedure for any t € I \ E, t ¢ Q, produces family of isometries
(¢1)ren\E such that for any t € I \ E and s € Q Properties (1), (2) hold. (Note that
for every single ¢, we can use the initial subsequence. So we don’t have to pass to
successive subsequences.)

We claim that (¢;);er\£ is a flow isometry between X!, X2 over I \ E, which
shows the equivalence of the metric flow pairs Xt (u,l)telu), (X2, (,u,z),el/.z). For
this purpose, we need to show that for any s, € I \ E, s <t and x € X,l we have

1 2
(@)xViss = Vg, xyis-

Choose some time ¢’ € (s, 1) N Q. Then by Properties (1), (2) above and the repro-
duction formula, Definition 3.1(7),

Bo)v) = B0, /

lu;;sdv;;t/(y)z/ (@5)avy dug ()
X x,

2 1 2 1
N /Xl Yy ():s dvyp (y) = /Xz Vys d(@r)svy; 0 (V)
v 4

2 2 2
= /)(2 Vyss AV, oy ) = Vg, ()5 (5.4)

4

This finishes the proof. g
5.3 Useful lemmas

Before discussing further details, we first establish some useful lemmas addressing
the definition d;"” .

The first lemma concerns the case in which two metric flow pairs have isometric
metric flows.

Lemma 5.14 Let X be a metric flow over some subset I' C R and consider two
conjugate heat flows (,ui),e]/_i on X, I"" C I',i =1,2, such that (X, (ui),el/.i)
are metric flow pairs over some interval I that are fully defined over some sub-
set J C I. Consider a correspondence € = ((Z;,d?),cr7, ((0;')161//.1',,':1’2) over
I” C R between X and itself with (pt1 = <pt2 that is fully defined over J. Then
dFG’J((XII,J, (/Lll)tell,l), (XIZ,,Z, (M;z);epl)) equals the infimum over all r > 0 with
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the property that there is a measurable subset E C I" with J C I" \ E c I""' n 1”2
such that

|E| <r? and d;};j(utl,,utz)fr forall tel”\E.
Proof This is a direct consequence of Proposition 3.16(c). g

In the next lemma we derive a bound on the Wi-distance between conjugate heat
kernels based at nearby points with respect to a correspondence.

Lemma5.15 Let (X7, (ui)te,/,i), i =1,2, be ametric flow pairs over an interval I C
R that are fully defined over some J C I and let € = ((Z;, dtZ),eln, ((pti)tel//,i’izl,z)
be a correspondence between X', X? over 1" that is also fully defined over J. Let
8,7 > 0. Suppose that

a5 (XN () ) (X2, (u)yepr2)) < 8 (5.5)
Consider times s,t € J, s <t and points xie Xti with

af /N, gf o) <r IBG! )|z 28. (5.6)
Then

d:=dy (9)evhi,, (@Davh,) < Tr. (5.7)

1

Proof Due to a limit argument, we may assume that we have strict inequality in (5.5).
Choose E and (g;):er\E so that Properties (1), (2) of Definition 5.5 hold for r re-
placed with ér. By Proposition 3.16(c) we have for k =1, 2

Z, xf
dy, (((pf)*vﬁk;s, ((pf)*v'y‘m) =dy; (V;]Zk;s’ vly‘;s) <3r forall ye B(xK, 3r).

Therefore, by Definition 5.5(2)

1
d =
q1(B(x',3r) x B(x2,3r)) Jp(x! 3r)x B(:2.3r)
1
<
~ g:(B(x!,3r) x B(x2,3r))

ddq[

Zs
x / (i, (@)1, @03, ) +6r)dar (3!, ¥)
B(x!,3r)xB(x2,3r) ” ”

or

= q:(B(x!,3r) x B(x2,3r)) +6r. (5.8)

Forany y! € B(x!, r) and yZe th \ B(x2, 3r) we have, using the first bound in (5.6),
df (o} Y, 07 %)
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> df (9] (). 9} (V) — df (@7 (). 0} (x1) — df (9 (1), 0/ (V1))
>3r—r—r=r.
So by Definition 5.5(2) for s =t we have

g (B(x', r) x (X \ B(x%,3r)))
1

< —/ df(o; VN, o} (3 Ndg, (' yH) <8
F J B!, r)x(XP\B(x2,3r))
which implies, using the second bound in (5.6),

q,(B(xl, 3r) x B(x?,3r)) > p,ll (B(xl, r)) — qt(B(xl,r) X (th \ B(x?, 3r)))
>28—38=3.

Combining this with (5.8) implies (5.7). O

Next, we prove a lemma that allows us to compare two different couplings between
probability measures in two metric flows.

Lemma 5.16 Let € = ((Z,,dtz)telu, (QD;)IEI//,i,i:l‘z) be a correspondence between
two metric flows X', X% and consider times s,t € I""' N 1”2, s <t. Let w1, Wy €
’P(th), U € P(X,z) and consider couplings q,q’ between iy, |12 and '}, 2, re-
spectively. Then

Zy 1 1 2 2 /o1 2
/XIIXXQdWI(((DS)*Vxl;Sv((ﬂs)*‘)xz;s)dq (x",x%)

t

< /X (@Rl 6D @) i (@D @D, ))dg ()
1 X

1

+ / d? (@} (), o (xP))dg' (x', x?).
Xl xA?

Proof By Lemma 2.2 we can find a probability measure g € P(&X;! x & x th)
whose marginals onto the first and last two factors equal ¢, ¢’, respectively. Then,
using Proposition 3.16(c),

Zs 1 1 2 2 1ol 2
/X o D @ g 61
— Zs 1 1 2 2 — 1 1 .2
_/X,'xé\f,lxX} dy, (@)avy1;5 (95)eV12,)dq(x7, y7, X7)
V4 1 1 1 1
< dass
< /X ot O @D

+dyp (@Dav)i s (0Devh,))dg (!, 3! x%)
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S/ d% (g 1), ¢} (' Ndgx!, y!, x?)
X x Xt x?

+ / dZ% (@Dav)y s (Devh, g, x)
IXXIZ ) ’

= /th X2 (@7 (0! 1), F () +dZ (9F (%), o} (x"))dg(x!, y', x%)
+ /thxth dip (@)l (@D)evh. dg(x', x%)
_ /X o D+ 4% (D', D% ))dq (6!, 4%)
+ / o df (g (x"). ot (xP)dq' (x", x?). O

The following lemma shows that we are quite flexible in the choice of the cou-
plings (g:)sern\ g in Definition 5.5. In fact, we can replace these couplings by other
couplings (¢;);e\ £ as long as we can ensure bounds on fXI < X2 d,Z (go,1 (xh, (p,2 (x2))

t 1

dq(x', x?).
Lemma 5.17 Let (X', (M;)IEI/,i), i=1, 2, be two metric flow pairs and consider a
correspondence € = ((Z;, d?),e17, (@)1 i=1.2) between X1, X2 over I that is

fully defined over two times {s, t}, s < t. Then for any coupling q’ between /Ltl, thz we
have

Zs
/X 1 dewl((gq&)*v;l;s,(w?)*viz;s)dq/<x1,x2>
t Xy

X X

= / Ldf (9} (). ¢ (g (x! xP)
€, fs,
+2d5 (X ) er)s (X2 D) ep2)-
Proof This is a direct consequence of Lemma 5.16. 0
5.4 Completeness

For the remainder of this subsection fix again some J C I C R, where [ is an interval.
The main result of this subsection is:

Theorem 5.18 (F/, dﬁ;’) is complete.

Theorem 5.18 will be a consequence of the following lemma, which establishes
the existence of a limit within a given correspondence.
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Lemma5.19 Let (X', (iu}),c;i), i €N, be a sequence of metric flows over I that are
fully defined over J. Consider a correspondence € := ((Z;, d,Z)tg, ((pf),epr,i’ieN)
between the metric flows X' over I that is also fully defined over J and suppose
that the metric spaces (Z;, dtZ )te1 are complete. Suppose that the metric flow pairs
(X, (,ui),el/,i)form a Cauchy sequence within € that is uniform over J , in the sense
that for any € > 0 there is an i > 1 such that for all i, j > i

dig ! (X, W), (X7, (u])yep)) < e

Then there is a metric flow pair (X, (u{°)ep.) over I that is fully defined over J
and a family of isometric embeddings (¢f° : X° — Z;),emo0, 17°° C I such that

¢ = ((Z1.d et @) ermi ieNuioo)) (5.9)

is a correspondence between all metric flows X i ieNU {00}, and such that we have
convergence

d (A, () ) (X, (=) = 0. (5-10)

Proof After replacing each I with (2, 1"/, we may assume that I/ = I’ for all
i. As we are allowed to pass to a subsequence, we may further assume that

de ! (X, (e, (X (Uit ep)) <2772,

For each i choose EX*+! < [ with J c I\ EX+! ¢ 177N 1" +! and (q,i’iH),e,\Ei,fH
such that Properties (1), (2) of Definition 5.5 hold for » =27~!. Set

o0

El:= UEi’i+j.
j=1
Then
|ET| <47, E'S5EX> . ...

So E® =2, E' is a set of measure zero. For any ¢ € I \ E™, the probability
measures (@;)xu; € P(Z,) are defined for large i and form a Cauchy sequence in

(P(Zy), dé}l) (see Remark 5.6). So they converge to a probability measure p;° €
P(Z;) and

P »
dy, (@b, w77 <27
Let X7 := supp uf® and d° := df|xec. Then (X{°, d°, uf®) is a complete, separa-

ble metric measure space of full support. .
Let us now analyze the conjugate heat kernels (v}, ).
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Claim 5.19.1 For every s,t € [ \ E®, s <t and x> € X and every sequence x' €
X} with ¢; (x') — x°° we have

o0

. . W,
(@havl, —— %

for some probability measure v33,. . € P(Zg) with suppvis. . C X7°. Moreover, the

limit does not depend on the choice of the sequence x' .

Proof Consider a sequence x' € X with ¢! (x') — x° and let r > 0. Since for large i

REB(, 1)) = (@Dt (BZ (9L (x1), 1)) = (9 pth) (B (x*°, 1/2)),

we have liminf;_, o0 ! (B(x?, 7)) > 0. So the claim, except for the statement con-
cerning the support of v7%.. , follows from Lemma 5.15.

If the statement concerning the support were false, then there would be a ball
B(y®,3r) Nsupp ug® = ¥ with y>° € suppv%. . Choose a sequence y' € Ay with
goi(y’) — y°. Consider the function f := (r — dsZ(yoo, N+ : Zy — R. We obtain
that

liminf/ (f oghdvi;, >2a>0, lim / (f ophydu' =0.
i—oo [ yi xS i—oo J xi

By Proposition 3.16(c), since f; := f o (pj, is 1-Lipschitz, so is z fo fidvé,s.
Therefore, for large i ‘

=[] navdauio
X XA
> / fidvi dpi(y) = apl(B(x', ),
B(xi,a) J X! .
which contradicts the fact that ¢} (x') — x> € supp u2°. This shows that Vo%.s €
P(X0).

Applying Claim 5.19.1 for any s,z € I \ E*, s <t and x*® € X° produces
families of probability measures v3%,. . € P(X(°), which we will fix henceforth. Set

[ :=1""%:= ]\ E*. By abuse of notation, we will denote the tuple

o0 . o o0 o0 o0
(X = |_| X777, (d; )zeI\EOO,(Vx;s)xeXfO,s,zel\Evo,sgz),
tel\E>®

where t*° : ¥*° — R is the natural map, by X'*°. Let moreover (¢;° : X;>° = X° —
Z:)ier\ e be the family of inclusion maps.

Claim 5.19.2 (X, (u{°)ser\g>) is a metric flow pair and ¢ in (5.9) is a correspon-
dence.
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Proof Properties (1)—(5) of Definition 3.1 hold trivially.
To see Property (6) let s,z € I \ E*, s <t, T >0 and consider a T~ !-Lipschitz
function f : X{° — R. Then the function f : Z; — R, defined by

f) = nf (f@+ T~ld(x,2)
is also 7~ !-Lipschitz. It follows that the functions
X SR, x> @7 ( (®ofo (pf,)dvi.v)
X! "

are (t — s + T)fl-LipschitZ. By Claim 5.19.1 for any x' € X,i with <pti x> x> e
X© we have h'(x') — q)_l(fxoo ®(f)dvgos.s). This shows that X7° — R, x >

l(onc @(f)dvxw Yis(t—s+T)7! -Lipschitz, and therefore Property (6) if T >
0. By Lemma 3.3 this implies the case T = 0.

For Property (7) fix t1,t0,t3 € [ \ E®, t] <t) <13, x* € Xgo It suffices to show
that for every bounded Lipschitz function f: X7° — R

— oo o0
. fdvxoo n= /OO . fdvy;tldvxoo;tz(y).
X X3 J X

As explained in the last paragraph we may extend f to a bounded Lipschitz function
f: Z;, — R.Fix a sequence x* € X’ such that go, (x') — x*. Then by Claim 5.19.1

fogotldv — fdvS

xi:n Xoo x5t

Xt

Similarly, the functions
h: X >R, y > /1 fogldvi.,
X

are uniformly Lipschitz and for any sequence y' € sz with <pt"2 OH—=y>®eXx o we
have hi(yi) — ono fdv‘;‘jo,tl . It follows, again using Claim 5.19.1, that
1 s

00 " i i _ i
fdv, <—/Xi Fogl avi, _/, Wav,
n n

Xy
— /C>C . fdvis dvis., (v).
The proof that (4{°);¢ 1\E% s a conjugate heat flow on X' ® is almost the same. [

It remains to show (5.10), i.e. that we have convergence within €’. For this pur-
pose, choose for any i > 1 and ¢ € I \ E' a coupling g;"* between ui, we© with the
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property that
/ (), 9P (N dg P (x, x %) < 27,
X x X

Foranyi < jandt e\ E', use Lemma 2.2 to find a probability measure q’ 2 "% on
Xl x X, I x X whose projection onto the first and last two factors equals g;"*, g/ ",

respectively. Its projection g/ onto the first two factors is a coupling between ,ui, w!
and as in the proof of Proposition 5.12 we find

/. dz((pt(x) [ (x]))dqu(x x])

t [

= / AP, ¢l (D)) gy 6T, 1)
Xifoxt

< / (@G g ))
X’XXJXX"C
+dZ (@ (x®), @] () dg > (17 x)

< / CdE @), 9 (x®))dgh ™ (6, x)
XixX>®

+ / PP ™), ¢l (0 )dg] (e x)
X x X

< il pg—itl < p=it2,
So by Lemma 5.17

/ AR (@l (D!, Ddgy (o x)

‘X‘/‘X‘X‘/ s

<272 4 2d ST (X () ep)s (X, () epni)

< 2*i+3.

It follows that for any measurable subset ¥ C X/>°

/X B @Dt @300, g x)

t

Z . . L
=/_ . dWI((ﬁoé)*Vii ((03 )* Vyooug )dquoo(xl,x],xoo)
X x X/ xy

Zs iy i A
S/‘)(‘tix‘)(‘tjxy(dwl ((gos)*vxi;xv((ps)*vxj;s)
+deVj((<p§)*v (@)%, ))dg T (o x T, x™)
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<274 /Xj dig (@)uv]; . @)% )dg] ™ @ x%). (5.11)

1 xY
Next, suppose that Y is compact and fix some & > 0. We claim that for large j we

have for any x/ € X/, x® €Y

dy; ((%)*v R (Zap Blkecy ) < dE (@] (7). o2 (x) +e. (5.12)

Suppose not, so, after passing to a subsequence, we can find sequences of points

x/ e X/, x°J e Y that violate (5.12). After passing to another subsequence we may

assume that x>/ — x"**® ¢ Y. Fix a sequence x"/ € X] with ¢ (x"7) — @ (x").

Then

di (@Dev); @202,

<dZV((gos)*v @D ) (@D @0

x'J;s?

+df ((w?")wffoo.s, @)%, )

<di (x/, ”)+dz‘((<ps)*v (@) w0 50,s) + A (%, X%

/]S‘

<df (] (), 92 () + dE (@ ("), o] ("))
+djy ((w‘{)*v;/,,;x, (054 V3n0. ) 4 2d7° (x%°, x0T ).
By Claim 5.19.1 the last three terms converge to 0 as j — oo, which yields the

desired contradiction.
Combining (5.11), (5.12) implies that for large j

/ g @)% )day ™ (x, x™)
X!xY

t

<2 [ R W g T )
X/ xy
So letting j — oo and then ¢ — 0 and finally ¥ — X (see Lemma 2.1) yields
/ A (@D ()0 g P (1) <27,
1’ XAX/OO
This concludes the proof of (5.10). O

Proof of Theorem 5.18 Consider a sequence of metric flow pairs (X", (,uﬁ),E i) Tep-
resenting elements in IF{ that form a Cauchy sequence in (F?, d]I!). After passing to
a subsequence, we may assume that

A (X', () pep)s (X it ) <270
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So we can find correspondences @it petween X7, X't! over I that are fully defined
over J such that

i,i+1 - . . . .
ds” T (X (e (XL itY) i) <270

By an iterative application of Lemma 5.13, we can construct sequences of correspon-
dences C!+* between X1, ..., X* such that for any 1 <i <k

1.k . . . .
dig (A WD) X (i)
i i 41 . . . .
=dg (A WDrer ) (X (e prin)
and such that for all # € I we have sequence of isometric embeddings of the form

12z 4 123z 4> 1234z 4
(2:%.a%7) = (2,7,d%7) =— (2;7.d% ) ?

By a direct limit construction, we may assume without loss of generality that there is
a metric space (Z,d?) such that Z}* C Z,, such that the inclusion maps

(z}* a4 — (2,,d?)

are isometric embeddings and such that the maps ttl“'k are inclusion maps. Repeating
this construction for all 7 € I produces a correspondence ¢ between X!, X2, ... such
that for any i e N

dﬂgyj((‘){i’ (/’Li)tel’v")f (Xi+1’ (M§+1)t61/*5+1))
i+ S ) ' y
= dﬁg ’J((Xl’ () rer), (X (M;+l)t61/,i+1)) <27

After passing to a their completions, we may assume that the metric spaces (Z, dtZ )
of the correspondence ¢ are complete. By Lemma 5.19 there is a metric flow pair
(X, (u°),eyr) over I that is fully defined over J such that for an enlargement ¢’
of €

dﬁ ((Xi’ (Mi)tel’v")v (Xoo, (M?o)tel’>0°))
= 61114‘@’]((‘/“7‘1'7 (Mi)telﬂf)» (X, (M?O)tel’voo)) — 0.

This finishes the proof. O

6 Convergence within a correspondence

In this section we will study the convergence behavior of metric flow pairs in more de-
tail. To do this, we will embed an F-convergent sequence (X, (Mf) ey ) and its limit
(X, (U7°)sero0) into a common correspondence. This will allow us to define the
notion of convergence on compact time-intervals and to relate objects and geometric
properties of the sequence with its limit. For example, we will define what it means
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that a sequence of conjugate heat flows or points on X converges to a conjugate heat
flow or point on X'*°.

One of the main goals of this section will be to show a “change-of-basepoint™
theorem, which allows us to replace the conjugate heat flows (it}),.;. by another
convergent sequence of conjugate heat flows and maintain convergence of the metric
flow pairs. This will allow us to show that tangent flows of the limit X**° occur as [F-
limits of parabolic rescalings of certain metric flow pairs involving the metric flows
Xt

A number of results presented in this section will be required in Sect. 9 and in
subsequent work [8], but are not required for the compactness theory, as presented in
Sect. 7. The reader may decide to skim or skip this section upon first reading.

6.1 Convergence of metric flow pairs within a correspondence

In this subsection we define what it means that a sequence of metric flow pairs F-
converges within a correspondence.

Let (X7, (Mi)telw), i € NU {00}, be metric flow pairs over intervals /! C R. Sup-
pose that

€= ((Ze,dP)rer. (@D ermi ienuioo)) (6.1)

is a correspondence between the metric flows X7, i € N U {00}, over some subset
I” C R. Let J C R be another subset.

Definition 6.1 (Convergence of metric flow pairs within correspondence) Suppose
that 7> \ I” has measure zero, that the metric flow pairs (X", (,uﬁ)tE i) for large i
and the correspondence € restricted to some index set of the form {i > i} are fully
defined over J and that

a7 (X, (W)yepri)s (X, (1)) — 0. 6.2)

Then we say that the metric flow pairs (X i (uﬁ) wepi) F-converge to (X, (1f°)erro0)
within ¢ and that the convergence is uniform over J. We write*
i i F.¢J o] oo
(X%, (upieri) —a (X, (g reroo)- (6.3)
If J = I, then we say that the F-convergence is uniform. If (6.2) holds after re-
placing J with J U {r} for any or some ¢ € I°°, then we say that the F-convergence

is time-wise or time-wise at time 7.
Next, suppose that for any compact subinterval Iy C 1°° we have

F,c¢| 1"l JNIy

(Xjo» (Dserring) _ (X0, (U rer=niy)- (6.4)
11— 00

Then we say that the metric flow pairs (X7, (i!),c;i) F-converge to (X', (1) epre)

within ¢ on compact time-intervals and that the convergence is uniform over

We may sometimes omit €, J above the arrow if there is no chance of confusion.

@ Springer



1206 R.H. Bamler

J on compact time-intervals. If J = I°°, then we say that the F-convergence is
uniform on compact time-intervals. Similarly as before, if (6.4) holds on compact
time-intervals after replacing J with J U {¢} for any/some ¢ € °°, then we say that
the F-convergence is time-wise (at time 7).

Remark 6.2 We may always extend € such that /” = 1> and 1" =" forall i €
NU{oo}; for example choose (Z;, d?) to be the wedge sum of all non-empty (X!, d?)
and let ¢! be the natural embeddings. This does not change the convergence behavior
in (6.3), so it can be done to simplify the setting.

The following lemma shows that in the setting of Definition 6.1 we can always
pass to a subsequence such that we have time-wise convergence for almost every
time.

Lemma 6.3 Suppose that (6.3) holds (on compact time-intervals). Then, after pass-
ing to a subsequence, there is a subset of measure zero Eoo C 1% such that the
convergence (6.3) is time-wise at any t € [ \ E, (while converging on compact
time-intervals everywhere else). Moreover, there is a decreasing sequence of subsets
EiDEyD...,Ei CI®, with ﬂ?i] E; =0and J C I®®\ E; such that for any j the
convergence (6.3) is even uniform on 1°°\ E; (on compact time-intervals).

Proof We will consider the case in which (6.3) holds on 7°°. The corresponding state-
ment involving convergence on compact time-intervals follows similarly. By Defini-
tion 5.5 there are measurable subsets E; C I® such that J C I” \ E; Cc I""' N[>
and

Q:, " 1 . .
Eil =0,  dy" (X, () epni), (X, () 1ep0)) = 0.

After passing to a subsequence, we may assume that |E;| <27 and after replacing
E; with E; U Ej;1 U ..., we may assume that £y D E» O ... and |E;| < 27iF1,
Moreover, after replacing E; with E; U (I \ I""), we may assume that I\ I” C E;.
Set E := ()i Ei. Then for any t € I°° \ Es we have J U {t} C 1"\ E; for large
i. O

The next lemma shows that the limit of an F-convergent sequence of metric flow
pairs is unique if the convergence only holds on compact time-intervals.

Lemma 6.4 Suppose that (6.3) holds on compact time-intervals for two limiting met-
ric flow pairs (X, (u°)epr00), (X%, (1)) epro0) over the same interval 1°°.

Then there is an almost everywhere isometry between them.

Proof By Theorem 5.11 for any compact subinterval /o C I°° there is a set E7, C Ip
of measure zero such that Ip\ E, C I>°°N 1" and an almost everywhere isometry

o1, (XI?\E,O, (M?O)zelo\E,O) — (X;;@,O, (M;k’oo)zelo\E,O).

Consider an increasing sequence I C I C --- C I*® of compact subintervals with
U,fozl Iy = I and let Ex C I, ¢ be the corresponding sets of measure zero
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and almost everywhere isometries. Let E := [ J{=, Ex and for any 7 € Iy \ E let
Gkt := (id x>, k)« p7° be the coupling between u°, w;°. Now the proof of The-
orem 5.11 carries over to our setting. g

6.2 [F-convergence implies [F-convergence within a correspondence

The following theorem states that given an IF- convergent sequence of metric flow
pairs, we can construct correspondence within which this sequence of metric flow
pairs converges.

Theorem 6.5 Ler (X', (y,i),ell,,-), i € NU {oo}, be metric flow pairs over an interval
I C R that are fully defined over some J C 1. Suppose that

di (X7, (1) i)y (X%, (19 er00)) — 0. (6.5)

Then there is a correspondence € between the metric flows X', i € NU {oo}, over I
that is fully defined over J such that

i i F.¢,J
(X', (1)) ————> (X, (U7 rer). (6.6)
1—>00
Moreover, given an increasing sequence of subsets J1 C J» C --- C I with the prop-
erty that (6.5) continues to hold after replacing J with Ji for any k > 1, we can
choose € such that the F-convergence in (6.6) is uniform over any Jy.

We also have the corresponding statement for convergence on compact time-
intervals.

Theorem 6.6 Let (X', (/,L;)tel/,i), i € NU {oo}, be metric flow pairs over intervals
I' CR and J C I® such that (X, (W) rer o) is fully defined over J. Suppose
that for any compact subinterval Iy C I and for large i we have Iy C I' and the
metric flow pairs (X', (uﬁ)lelu) are fully defined over J N Iy and their restrictions
to Iy satisfy

&3 (X 1oy () yepring)s (X1 () rernnsy)) = 0.

Then there is a correspondence &€ between the metric flows X i ieNU {00}, over I
such that
i i F.¢,J 0o 00
(X, () iepi) ——— (X7, (U )rere) (6.7)
1—> 00

on compact time-intervals. Moreover, given an increasing sequence of subsets J; C
Jp C - - C I® with the property that the assumption continues to hold after replacing
J with Ji for any k > 1, then we can choose € such that the F-convergence in (6.6)
is uniform on compact time-intervals over any Jy.

@ Springer



1208 R.H. Bamler

Proof of Theorem 6.5 We will prove the last statement, for the first statement set Ji =
J. Due to (6.5) we can find k| < kp < ... with k;, = oo and correspondences €'
between X', X over [ that are fully defined over J, for large i such that

i Jp. . .
dp (X (WD) pepi)s (X%, (U2 repnec)) = O.

By an iterative application of Lemma 5.13, we can construct sequences of correspon-

dences C!""® between X!, ..., X™ X such that for large i and m > i
@1...moo”]h . .
dy X (D) e i) (X, (1) repoe))

ico

T i
=dp (X () epi)s (X, (1) pn0)).

Zl...moo

Using a direct limit construction on the sequence of metric spaces (Z,l""”oo, d;
we find a correspondence ¢ between X 1 ..., X such that for largei e N

),

QJL ((Xl (/'Lt)tel") (XOO (M; )te[’oo))

Q:IOO’J X . .
=dp (X (1) epi)s (X, (1) pn0)).

By Remark 6.2, we can extend € to a correspondence over /. g

Proof of Theorem 6.6 We may choose an increasing sequence of (possibly empty)
subintervals 1) C 1°° and ky < ky < ... with k; — oo such that [ J72, I} = I°° and
such that for large i we have I} C I', the metric flow pairs (X7, (ul),c i) are fully
defined over Ji, N I} and their restrictions to I} satisfy

J ﬂI i
(X i)y (X () cpeng) = 0

We can now carry out the same construction as in the previous proof. g
6.3 Convergence of conjugate heat flows within a correspondence

Next, we define convergence of conjugate heat flows within a correspondence. In the
following, let X’ be metric flows over subsets I/ C R, i € NU {00}, and consider
a correspondence € as in (6.1) between X " over I"” and a, possibly empty, subset
J CR. Let (;Lt)tel,, i € NU {00}, be conjugate heat flows on X, where 1’ =71"N

(—00, T;) or I N (—o0, T;] for some T; € (—oo, o0].

Definition 6.7 We say that the conjugate heat flows (/xi)t c1i converge to (U7 rerze
within ¢ and that the convergence is uniform over J and we write

i ¢, J
(M;);el;; —So—> (Mfo)telgo (6.8)

if J C Ii for large i < 0o and there are measurable subsets E; C I”, i € N, such that:
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() JNIXCUINI\NE =UXNI")\ E; C I N 1" for large i.

@ |El—0.

(3) sup;ecroonin g A, (@ xkg, (977) ) — 0.
We say that (6.8) holds on compact time-intervals and is uniform over J if for any
compact subinterval Iy C I.° we have (6.8) after replacing €, J with &| 7y, J N Io.
We say that the convergence (6.8) is time-wise at time ¢ € I” if (6.8) holds after
replacing J with J U {t}, that is if

(@Dbts ——— (@7t}
Remark 6.8 Note that (6.8) implies T; — Tso.

The following lemma is a direct consequence of Definition 5.5, see also Re-
mark 5.6.

Lemma 6.9 Letr (X', (Mi)te,/,;), i € NU{oo}, be metric flow pairs over intervals I' C
R and consider a correspondence between the metric flows X', i € NU {oo}. If for
some J C R the following convergence holds (on compact time-intervals)

i i F.¢,J
(X', (wp)reri) — (X%, (1 )rer=),

then the following convergence holds (on compact time-intervals)

i ¢, J
(e —)i—>oo (U)o

6.4 Convergence of points and probability measures within a correspondence

Next, we characterize convergence of points and probability measures within a cor-
respondence. We will see that there are two different approaches: We may simply
characterize this convergence as convergence within the metric spaces (Z;, d,Z ) of
the correspondence. Alternatively, we may equate convergence of points or probabil-
ity measures with convergence of the corresponding conjugate heat kernels or con-
jugate heat flows. The latter approach, while weaker and less intuitive, will be more
useful in the sequel, as it does not require the entire sequence to live in time-slices
corresponding to a fixed time.

Let again X i be metric flows over subsets I/ C R, i e NU {00}, and consider
a correspondence € as in (6.1) between X’ over I” and a, possibly empty, subset
J CR.

We first define the more useful convergence notion:

Definition 6.10 Let 7; € / i and consider a sequence of probability measures u e
P(X’Ti ), i € NU {oco}. We say that ' converge to °>° within ¢ (and uniform over
J), and write

W ==L e, (6.9)
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if T; — T and if for the conjugate heat flows (;’Zﬁ),ep.in(_oo’m, i € NU {o0},
with initial condition ﬁ‘T’ = 1! we have the following convergence on compact time-
intervals

~i ¢, J ~00

(/’Lt)tel”’h(—oo,ﬂ) o0 > (th )tel’vooﬂ(—oo,Too)-

For any sequence of points x' € Xii, i € NU {00}, we say that x' converge to x>
within ¢ (and uniform over J) and write

;e
xt——x* (6.10)
1—00
. <, J .. . .
if §.i ———— d&xo. This is equivalent to T; — T and the following convergence
1—>00
on compact time-intervals
¢, J

i > oo
(in-t)tel’viﬂ(—oo,T,-) oo (vxoc;t)fEI/'wﬂ(—OO,Too)'
; i

Remark 6.11 In general, the limits in (6.9), (6.10) may not be unique. This is the case
if the conjugate heat flows or the conjugate heat kernels of the limiting probability
measure or points agree at all times except for the final time; see also the example
discussed in Remark 6.14 below. Moreover, if Ts, = inf I, then (6.9), (6.10) are
vacuous.

Next, we define the more restrictive notion:

Definition 6.12 Fix some 7 € I” and consider a sequence of probability measures
u' € P(X}), i e NU{oo}. We say that u1' strictly converge to 1> within ¢ if

((plT)*/Ll i—>:>o > (w?o)*uoo.

For any sequence of points x! € X%, i € NU {oo}, we say that x! strictly converge
to x* within ¢ if §,; strictly converge to § o within € or, equivalently, if

P (") —— PP (x™).
11— 00

We emphasize that Definitions 6.10, 6.12 describe two different notions of charac-
terizing the convergence of measures or points within a correspondence. The notion
strict convergence is usually stronger, as we will soon see, but it only works if all
points x! live in the same time-slices X} for some uniform time 7. In addition, if
the metric flows X' belong to metric flow pairs that F-converges within € then strict
convergence only useful if this [F-convergence is time-wise at time ¢.

The next theorem states that strict convergence (in the sense of Definition 6.12)
implies convergence (in the sense of Definition 6.10) if the metric flows X’ belong
to a convergent sequence of metric flow pairs.
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Theorem 6.13 Ler (X, (,ui),ep,,-), i € NU {oo}, be metric flow pairs over intervals
I' C R and consider a correspondence € between the metric flows X', i € NU {oo}.
Let J C R be some subset and T € J. Suppose that we have the following conver-
gence (possibly on compact time-intervals)

: i F,¢,J
(X', (M;)tgai) T (X, (M?O)tel’m),

(a) Consider probability measures i € P(X}'), i € NU {00}, such that [i' strictly
converges to I°° and assume that > € P! (X7°) (i.e. its Wy-Wasserstein dis-
tance to point masses is finite). Then (possibly on compact time-intervals)

~j ¢,J ~00

i—00

Moreover, we have the following stronger result: If we consider the conjugate
heat flows (ﬁ;)telu on X' with 1;’ :=1""' N (=00, T and initial condition
T

b =n,ieNU{oo}, then

~i ¢, J ~
i . > 00
) eppi —— > ey

(b) Consider points x' € X, i € NU {oo}, such that x' strictly converge to x>.
Then

and moreover for I;i =1"N (—00,T]

; e,
V;i;z)zel;i PR (V,?So;,),el;w

Remark 6.14 The reverse direction is in general false. To see this, consider a metric
flow X" as in Example 3.49, which is defined over (—o0, 0] and has the property that
#X0 > 1 and #X; = 1 for all 7 < 0. This flow is not past continuous. Let X b= X for
i € NU{oo} and let € be the trivial correspondence between the flows X*. Obviously,

the metric flows belong to metric flow pairs that converge within €. However, for any

¢, (—00,0)

sequence x' € X!, i € NU {00}, we have x' x°°, but we only have

i—00
strict convergence if x’ = x® for large i. This also shows that limits in the sense of
Definition 6.10 may not be unique.

The next theorem shows that convergence of conjugate heat flow (in the sense of
Definition 6.7) implies strict convergence (in the sense of Definition 6.12) at almost
every time. Moreover, if the metric flows X belong to a convergent sequence of
metric flow pairs, then strict convergence holds at every time at which we have time-
wise convergence of the metric flow pairs, except possibly at the final time of the
limiting conjugate heat flow.
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Theorem 6.15 Let X' be metric flows over subsets I""cR,ieNU {o0}, and con-
sider a correspondence € between X' . Let (m)zelf;’ i € NU {00}, be conjugate heat
flows on X', where I. = I N (=00, T;) or 1" N (=00, T;] for some T; € (—o0, 00]
and suppose that we have the following convergence (possibly on compact time-
intervals):

~i ¢ ~
Eyery == A rere. ©6.11)

Then the following is true:

(a) After passing to a subsequence, (6.11) is time-wise at almost every time in 12°.
This implies that we have strict convergence of 11, to i%° for almost every t €
.

(b) Suppose that there are conjugate heat flows (/L;)tel/,i such that (X', (uﬁ),elu)
are metric flow pairs, i € N U {oo}, and such that we have for some J C R
(possibly on compact time-intervals)

i i F.&.J 00 o
(X, () peri) ————> (X7, (U Drernee). (6.12)

i— 00

Then we have weak convergence (p!)xii — (p™°)i%° for all t € I \ {Txo} at
which (6.12) is time-wise.

If in addition I° € PI(X;X’) forallt € I"®°, then (6.11) is uniform over J N
(=00, T'] (possibly on compact time-intervals) for any T' < T, and time-wise
at every time at which (6.12) is time-wise, except for possibly at time Tw. This
is equivalent to strict convergence at these times.

The remainder of this subsection is occupied with the proofs of Theorems 6.13,
6.15. Lemma 6.17 below will also be used in the proof of Theorem 6.18 in Sect. 6.5.

The following lemma shows that if two metric flow pairs are close within a cor-
respondence, then the same is true after replacing the conjugate heat flows with two
other conjugate heat flows whose initial conditions are close within the same corre-
spondence. Note that the following bound only depends on the closeness of ﬁlT, ﬁZT at
time T and that the lemma implies a closeness bound of the flows (7}),c;.1, (2),cp2
at earlier times.

Lemma 6.16 Let (X', (/L;')te,/,,-), i = 1,2, be two metric flow pairs and consider a
correspondence € = ((Z;, d?);e17, (@) rerri i=1.2) between XY X2 over I that is

fully defined at some time T . Consider conjugate heat flows (ﬁﬁ) where I;li =

tel}i’
1" N (=00, T1, and assume that ﬁlT < Au,lT for some A < oco. Then for I :=1"N
(—oo, T) and Jy := J N (—o0, T] we have

C\I//,JT
T 1 ~1 2 ~2
dF ((Xl;la (l‘(’f )tel;l)’ (XI;29 (/JL[ )tel;z))

<4Adg (X0, ()yer)s (X0, () ep2)) + digh (@1l (@) liT).
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Proof After performing a time-shift, we may assume that 7 = 0 and after restricting
the flows X* to I}’ and the correspondence € to /7, we may assume that [}, = I"'
and I7 =1". Let

r>dg (X, (WDger) (X%, (WDep2)),  F > dit (90« (@3)<5)

and choose E C 1", (q1)seyn\ g With J C I\ E C I""' N1"? such that Properties (1),
(2) of Definition 5.5 hold for r. Choose a coupling gy between ,Tl(l) ﬁ% such that

/ df (pd(xh), g3 (x*) dgo <. (6.13)
Xy x X2

By Proposition 3.15(c) we have /7,1 < A,utl for all € I""'. Therefore, we can find
measurable functions (%, : X! — R),;.1 such that

dpl =h,dul, 0<h <A.

For any ¢ € I\ E define g/ by dq,(x', x?) := h; (x")dq, (x", x?) and let u;’z be the
marginal of g/ onto the second factor. Then ¢/ is a coupling between i}, /% and we
have forall s,t € I"\ E,s <t

/X A . g a)dg (! x?) < Ar, (6.14)
t X

1

Zs 1 1 2 2 1 2
/ e D @I a6 ) 2 A (6.15)

&
Applying Lemma 5.16 to t =0, g}, go and using (6.13), (6.14), (6.15) implies that
foranys e I”\ E
/ D @D 5% < 247 4.
0 0

Claim 6.16.1 Foranyt e I”"\ E

A (@D, @Dl2) < 2Ar +7 (6.16)

1

and there is a family of couplings (Gy)ic 1\ g between [i}, [i? such that

/ AP 6D @ g (! xP) <247 4T (6.17)
X

t t

Proof We will verify (6.16) using Proposition 2.5. So let f : Z; — R be a bounded
1-Lipschitz function. Then

Fd(eh)i} — (ghHiih) = / floleyan! (" - / Fl@F(xD)dii?(x?)
Z ) X7
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2/;(1 /Xlf(fp,l(xl))dv;.;l(xl)dﬁo(yl)
0 1
- /X ) /X F@ ) v (ARG ()
0 t
= /X e /X 1 /X (F@ D) = f@@)dvy, Ddv) (Hdgo(y' y?)
0 Xty St S

< /X R Dl R T ) <248 7

0 X0

for some small § > 0 that is independent of f. Lastly, note that gy has already been
chosen and satisfies (6.17) due to (6.13). Il

Applying Lemma 5.16 to g;, g; and using (6.17), (6.14), (6.15) implies that for
anys,t€I”"\E,s <t

Z, ~ ~
[ i el @D )T ) <47 £,
r XA

which proves the lemma after letting r, 7 converge to their respective lower bounds.
d
Theorem 6.13 will be a consequence of the following lemma:

Lemma 6.17 Suppose we are in the setting of Theorem 6.13(a) and that € is of the
form (6.1). Then

I, Qf|,//m<_oo‘7~] ,JN(—00,T]

i ~i . 00 ~00
(Xl;ia (Mt)tel;’) (XI;JOO7 (/“Lt )IEI;JOO)'

i—00

Proof After performing a time-shift, we may assume that 7 = 0 and after restricting
the flows X to I;l, the correspondence € to I” N (—oo, T] and replacing J with

J N (=00, T], we may assume that I}i =171""and J C I" C (—o0,0]. We need to
show that

dg ! (X, (%)), (X7, (7)epri) = 0.

Fix some ¢ > 0.

Claim 6.17.1 There is a probability measure /780’6 € P(Xy°) and a number A, < o0,
which may depend on [ig°, such that

- X s~
ot < Aeng®,  dy) (K%, Hg %) < 2e.

Proof By Lemma 2.4, we can find a probability measure ﬁgoo € P(X;°) whose sup-
port is finite and contained in supp 15 such that

X ~00 ~/,00

dy, (07, g ) <e.
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Choose 0 < r < ¢ such that the r-balls around every point in supp j1"**° are pairwise
disjoint. For any x € supp ﬁgoo C supp jug° set

ay = p(B(x,r) >0,  be:=1"°({x})

and let
~00,€ , bx 00
Ko = Z a_MO |B(x,r)-
xesupp g™ x
Then
A5~ ~ ~ ~ ~ ~
dy! (1, °”)<dW1 (e ’°°)+dW<1> g™, HY) < 2e. O

Let (i;"%)sepm be the conjugate heat flow with initial condition fig”*. Using
Proposition 3.16(b) and Lemma 5.14 we find that

d ! (X%, (A sero). (X, (" )reroe)) < 2e. (6.18)

By Lemma 6.16 we have

limsupdg ™ (X%, (@ )rereo), (X, (])ep))
1—> 00
~00,€&

<limsupdy? (9F°)uTig"", (@)« Tih)

i—00

<dy0 (@, ) + imsupd i (09I () fll) <26 (6.19)

i— 00

Combining (6.18), (6.19) shows that

AT (X%, (T Yieres), (X, ())ep)) < 4e

for large i, which finishes the proof. O

Proof of Theorem 6.13 Assertion (a) is a direct consequence of Lemmas 6.17, 6.9.
Assertion (b) follows from Assertion (a) by setting &' := 6. [l

Proof of Theorem 6.15 Assertion (a) follows from Definition 6.7; see also the proof of
Lemma 6.3.

To see Assertion (b) under the assumption that u;° e PI(X["O) for all r € I"°°,
it suffices to show uniform convergence over J N (—oo, T'] for any T’ < Teo. By
replacing J with J N (—oo, T'], we may assume that sup J < Too. Suppose that the
convergence (6.11) was not uniform over J. Then we may pass to a subsequence such
that uniform convergence over J is violated for any further subsequence. By Asser-
tion (a) and Lemma 6.3, we can pass to a subsequence and choose T € (sup J, To]
arbitrarily close to T such that (6.11) and (6.12) are time-wise at 7. Now Theo-
rem 6.13(a) produces the desired contradiction.
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Lastly, we show the statement involving weak convergence in Assertion (b). Fix
some 7o € I2>°\ {To} at which the convergence (6.12) is time-wise and suppose by
contradiction that we don’t have weak convergence (‘/’tlo)*mo — ((p%o)*ﬁ%o. Then we
can pass to a subsequence and find a bounded, continuous function f : Z,, — [0, 1]
such that

lim fowtoduto lim , fd(quo)*ﬁ,o;ﬁ/ fd(eg )iy
(0]

i—00 X i—>00
o

/ fopXdie. (6.20)
X

By Assertion (a) and Lemma 6.3, we can pass to a further subsequence and find some
T € (tg, Too] such that (6.11) is time-wise at T and (6.12) is uniform over J U {rg, T'}.
Let o, R > 0 be small/large constants whose values we will determine later. Choose
a basepoint p € Z7 and continuous function w : Zr — [0, 1] with w =1 on B(p, R)
and w = 0 outside of B(p, 2R). Set

a; :=/ wd(wg)*;’z;:/_wogp;dﬁ;.
Zr X

T

Note that lim;_, o, @; = aso and that by choosing R sufficiently large, we can achieve
that aoo > 1 — . Let (ﬁ;"),el/, (<751 € N U {00}, be the conjugate heat flows With
initial condition d ﬁ’T’ =a; Ywo <pT) d ;. Then we have strict convergence /LT

~/,00

,u/f and i € P! (X}’O). So by Theorem 6.13(a) we have strict convergence /,Lto

~/,00

Ky - On the other hand, Proposition 3.15(d) implies that for large i < oo

~1,1

(I —a)uy < M,O

This implies that
<1—a)/ fogl diiy < /fwmdu,o—l—/ (1= (fogl N dF

<1—(1—06)/ 1- (fowto))dﬁiol—avL(l—a)/ fogldiy.

Since both sides of this inequality converge and « can be chosen arbitrarily, we obtain
a contradiction to (6.20). O

6.5 Change of basepoint theorem

The following theorem, which is the main result of this subsection, shows that we
can exchange the sequence of conjugate heat flows in any convergent sequence of
metric flow pairs by any other convergent sequence of conjugate heat flows under a

technical assumption. The statement can be seen as a change of basepoint theorem. It
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is analogous to the following statement: If we have pointed Gromov-Hausdorff con-
vergence (X;,d;, x;) = (Xoo, doo, Xoo) and X; — Xoo for some points X; € X;, then
we also have pointed Gromov-Hausdorff convergence (X;, d;, X;) = (X0, doo, Xoo)-

Theorem 6.18 Let (X, (M;)tel/,i), i € NU {oo}, be metric flow pairs over intervals
I' C R and consider a correspondence € between the metric flows X', i € NU {oo}
over 1". Suppose that for some subset J C R we have the following convergence
(possibly on compact time-intervals)
i i F.&,J 00 00
(X (uperi) ———> (X7, (U rerree), (6.21)
1—> 0
Consider conjugate heat flows (/’Iﬁ)te]i, i € NU {oo}, where Ii =1"N (=00, T}) or
I N (=00, T;] for some T; € I', such that

(B)yepi —— (T )rerse. (6.22)
1—> 00
Assume that one of the following is true:

(i) Too =supIX € J, the convergence (6.22) is time-wise at time Ty and ﬁ‘i’o €
PI(X;’:O). (Here 'PI(X}’;) denotes again the set of probability measures that
have finite W1-Wasserstein distance to point masses.)

(i) sup(J NIX) < sup IX = Too and i € P (X>°) for t € I near Teo.

Then we have the following convergence (possibly on compact time-intervals)

]F,Q:hgoﬁ]//,‘/ﬂlfo

(X, (Tyers)

(X7, (B )rerz)- (6.23)

i—00

Moreover, (6.23) is time-wise at any time t € I2°, t < sup I2°, at which the conver-

gence (6.21) is time-wise.

Proof 1t suffices to show (6.23); the statement about time-wise convergence follows
after replacing J with J U {¢t}. We will carry out the proof in the case in which (6.21)
holds on 7°°; the case in which the convergence holds on compact time-intervals is
similar.

If Condition (i) holds, then we have strict convergence of ﬁlToo to ﬁ‘;‘;, so the
theorem follows from Lemma 6.17.

Suppose now that Condition (ii) holds. Consider an arbitrary ¢ > 0 and arbitrary
subsequences of the given sequences. It suffices to show that for infinitely many i we
have

d¢|,$om,,,m1;3°
F

(XS, (D) (XFR, (Fhrer)) <. (6.24)

By Lemma 6.3 and Theorem 6.15 and after passing to a subsequence, we can find
some T € (Too — %82, Tso) such that both convergences (6.21), (6.22) are time-wise
attime 7. So by Lemma 6.17 we have for large i

&lron (=0, 71+ NIEY

i ~i 00 ~00
dp ((Xl,iﬂ(foo,T]’ (Mf)reliﬂ(foo,ﬂ)’ (XI,Soﬂ(foo,T]’ (1 )telfoﬂ(—oo,T]))
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E.

=

Since [(I2° N 1")\ (=00, T| < 3¢, this implies (6.24). O
6.6 Representing points as limits of sequences

The following theorem states that points in the limit of an F-convergent sequence of
metric flow pairs can be represented as limits of points in the sequence.

Theorem 6.19 Ler (X, (,uﬁ),e,/,,-), i € NU {o0}, be metric flow pairs over intervals
I' C R and consider a correspondence € between the metric flows X', i € NU {oo}.
Suppose that for some J C R we have on compact time-intervals

S F,¢,J
(X', (u)erni) —a (X%, (1) rer) (6.25)

and that all X', i e NU {oo}, are H-concentrated for some uniform H < co. Con-
sider some point xoo € X0 with tog > inf 1°° and a sequence of times t; € I"" with
t; = teo. Then there are points x; € X};, such that

¢, J
Xj ——> Xoo-
i—o00

Note that if z, € I" for all i € N, then we can apply the theorem to the constant
sequence #; = I and obtain a sequence of points x; € X} at the same time. It is,
however, not guaranteed that this sequence of points also converges strictly within €.

Proof Let r, ¢ > 0 be two constants whose values we will determine later. Consider
an arbitrary subsequence of the given sequence. It suffices to show the theorem after
passing to a further subsequence.

By Theorem 6.15 we may pass to a subsequence and assume that the convergence
(6.25) is time-wise at almost every time. Choose an H-center ys, € Xt‘,’o, t' e (too —
€, 1), Of Xoo such that (6.25) is time-wise at time ¢’. Then we can find points y; € Xt’}
that strictly converge to y, within €. It follows that

liminf 2}, (B(yi, 2r)) = pg° (B(yoo, 2r)). (6.26)
11— 00

For every H-center y’ € X7° of any point x” € B(xoo, ) We have

o / XI?O o ‘X't?C oo oo Xt?o oo
1/ (y s yoo) < dWl ((Sy’, Ux/;t/) + dWl (Vx/;t/’ UXOO;I/) + dWl (onc;t/, 8)’00)

<r+2+Hs.

So, assuming ¢ < g(r, H) is chosen small enough such that r +2+/ He ++/2He <2r,
we obtain, using Lemma 3.26,

WO (B(yoo, 2r)) = / V32 (B (oo, 2r)d i (') = 11 (B(xoo, 7). (6.27)
B(xo00,r)
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By combining (6.26), (6.27) and using the reproduction formula, we find points
x; € A, such that for large i

Vi (B 2r) = 37% (B(Xoo, 1))
Letz; € Xti, be H-centers of x; for large i. By Lemma 3.26 we have for large i
: H@ -t 12 8He 12
PRSP YT
4MIOO(B(XC>07 r)) Ky (B(x00,7))
So for large i we have forany t e I, 1t <t/,

Xti i i <dXti’ i S dXti/ 5.8
Wi vx,-;t’vyi;t)— Wi (Uxi;l” Zi)+ Wl(zi’ yi)

8He 1/2
T s ()
"

ine (B(xoc, 7))

d

8He 12
VI + ()
W (Bxoo 1)

On the other hand,

X

WI (v\’co [11) 0ol ) d t, (8_)/007 ;l/) S v H8~

Assume that € is as in (6.1). By Theorem 6.13 for any compact Ip C I*° N
(—o00,t’) we can find measurable subsets E; C I; such that for large i we have
JNlyc (oNI")\E; c I NI"* and

|Ei| =0, sup  dyyt (@h)evh L (072032 ) = 0.
te(IopNI")\E;

So for large i we have |E;| <¢ andforallr € (IpNI1")\ E;
(((0;)* i: ,,(<.0 )iV ;)

<d t(vx A } t)+d ((‘pt)* Vis tv((p[ )* yoc 1)+d (v)’oo R xoo [)

8He 172
Moo (B(Xoo, r))>

S\/H8+8+\/2H8+4V+<

Letting first ¢ — 0 and then r — 0 implies the desired convergence statement. 0
6.7 Compactness of sequences of points

The following theorem shows that given an F-convergent sequence of metric flow
pairs (X', (i4y);eqi) and points x; € A, fj — foo, that remain within bounded dis-

tance from the “center of the flow”, we can pass to a subsequence such that the con-
jugate heat kernels based at x; converge to a conjugate heat flow on X'*° that has
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1220 R.H. Bamler

similar concentration properties as a conjugate heat kernel. In general, this limit may
not be a conjugate heat kernel of some point xo € A7, but if it is, then we have
convergence of x; to xo, within €.

Theorem 6.20 Ler (X', (,ui),ep,i), i € NU {oo}, be metric flow pairs over intervals
I' C R and consider a correspondence € between the metric flows X', i € NU {oo}.
Suppose that for some J C R we have on compact time-intervals
i i FeJ 00 00
(X (ueri) ————> (X7, (U rerre), (6.28)
1—> 00

and that all X', i e NU {0}, are .H-concentmtedfor some uniform H < co. Con-
sider a sequence of points x; € le,- With t; — teo € I°, too > Inf I%°. Suppose that

Xl .
dWi’ (8x;» my,) < D for alli € N, where D < 00 is some uniform constant. Then, after
passing to a subsequence, we can find a conjugate heat flow (147°) e (=c0.105) ON
X, with
lim  Var(u;°) =0, (6.29)

t Stoo, t€l>®

such that on compact time-intervals
i c¢.J 00 6
(in;,)za/,im(foo,f,.) T (Mt )zel’mm(—oo,tooy (6.30)

Remark 6.21 In general, (14{°);e1"%n(—c0.1o,) MAY NOt need to be a conjugate heat
kernel itself. Consider for example a singular Ricci flow M starting from S° that
develops a non-degenerate, 3-dimensional neckpinch at time 7 > 0 and let M’ C M
correspond to the choice of one component after the neckpinch; see the discussion
preceding Theorem 3.36 for more details. Let X' be the metric flow corresponding to
M'’. Choose a point xo, € M7 \ M7 within the other component of the neckpinch
and let (u/)se[0,7) be the conjugate heat flow corresponding to the conjugate heat
kernel based at x. Then (i4;)s¢[0,7) 1s not a conjugate heat kernel on &, but it may
arise as a limit as in (6.30): Consider for example the constant sequence X := X’
and the trivial correspondence € and let x; := xoo(—T;) € A7_; for some sequence
T —> 0.

Proof By Theorem 6.15 we may pass to a subsequence and assume that the conver-
gence (6.28) is time-wise at almost every time.

Claim 6.20.1 Let t € I, t < tso be some time at which (6.28) is time-wise. Then,

after passing to a subsequence, we have strict convergence of v, ., to some probability
~ 1

measure [i; € P(X°).

Proof Suppose that € is as in (6.1). Let ¢ > 0 be some small constant and use
Lemma 2.1 to choose a compact subset K, C X such that wi°(Ke) > 1—¢€. Then
for large i we have for K; . := (¢}) "' (B(¢®°(K¢), €)) C X

wi(Kie) = (9D ) (B(@° (Ke), €)) = 1 — 2e.
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Since ,ufi (B(x;,2D)) > %, we obtain from Definition 3.1(6) that for large i

=20 < pf(Ki) = [ ol (Kioddid ()
i
< (X} \ B(xi,2D)) + pl (B(xi,2D))
x ®(D7' (v}, (Kie)) +2(t; —1)”'/?D)
<3+30(@7 0l (Kio) +2( — )72 D).
It follows that
(D (v (Kie)) +2(t —1)7'/?D) > 1 — 4e.
This implies that for large i
vl (Kie) = 1= W(eliog — 1, D),

where W (¢|tsc — ¢, D) denotes a function that goes to zero as ¢ — 0, while the other
arguments, f, — ¢, D, are kept fixed. So by Lemma 2.1 the sequence (90;)*1);,, ; is

tight and therefore for some subsequence we have weak convergence to some [/, €
P(Z;). Moreover, supp i, C ¢°(X°). By Lemma 2.9 this convergence implies
convergence in the W;-Wasserstein distance. g

Consider times 7, € I*°, t; / t. Apply the Claim successively to each #; and
pass to a diagonal subsequence. Denote by ,17,,2 € P(X7°) the probability measures
k

obtained this way and let (147%) ;1700 (oo, n be the conjugate heat flows on X'*° with
initial condition ,ul‘zot, = ﬁt,ﬁ' By Theorem 6.13 we have the following convergence on
>k

compact time-intervals

i <, J 00
(vx,»;z)tel/v’h(foo,t,’{] ] ? (Mk,t)zel/vooﬁ(foo,tlik
1—> 00

It follows that for any ky < ky we have (17 )reroon(—co.r] ) = (M]?;’t)tel/,oom(_oo’tlil).

So there is a conjugate heat flow (1;°);c1 0N (—00,1,0) With (M?o)te[/‘ooﬁ(foo,t,z) =
(/L](:’Ot)tel/,oom(ioo’tlé) for all k. This shows (6.30). For the bound (6.29) note that for
any k we have

Var(fi,) = Var((¢2°)s/i,/) < liminf Var((¢!, )5V’ ) =liminf Var(v’ )
k I k i—00 T X3l i—00 Xisty
<liminfH(t; — ;) < H(tso — 17).
1—> 00
So for any t < I"°° N (—o0, ;) we have by Proposition 3.23

Var(u°) < Var(ﬁf;i) + H(tp — 1) < H(too — 1).

Since ;" too, this bound holds for all 7 € 1% N (=00, tx0). d
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6.8 Tangent flows of the limit

Next, we show that tangent flows of the limit of an F-convergent sequence of metric
flow pairs can be represented as limits of rescalings of the original sequence.

Let first X’ be a metric flow over some I’ C R. For any AT € R and A > 0 we

will denote by X ~2T-* the result of applying a time-shift of —AT to X’ and then a
parabolic rescaling by A. So any point x € X; corresponds to a point in X;Z?:XT)’
Similarly, if (u;):er*, I* C I', is a conjugate heat flow on X, then we denote by
(/JL)TZ@GZT) := 1;)req+ the corresponding conjugate heat flow on X274,
Definition 6.22 (Tangent flow) Let X’ be a metric flow over some I’ C R and xg € X},
a point. We say that a metric flow pair (X*°, (V)?;ax;t)’d”w) € F(k—oo,()] is a tangent
flow of X at x( if there is a sequence of scales A1, A3, ... > 0 with Ay — oo such that
for any T > 0O the parabolic rescalings

—fo. Mk —10, Ak
(X700 (et )A;Zr+zoelcze[4,0})

F-converge to (X[OfT’O], (V)?;ax;t)lel”wﬂ[—io])' If Ax — O instead of Ay — o0, then

we call (X, (\);:mx;t)tep.oo) € IFZ‘_OO’O] a tangent flow of X at infinity.

Remark 6.23 By Theorem 6.6 the F-convergence condition in Definition 6.22 im-
plies F-convergence on compact time-intervals within some correspondence. Also,
the tangent flow (at infinity) may depend on the sequence of scales A, so it may not
be unique. Lastly, note Definition 6.22 does not require that I’ = (—o0, 0]; it is only
necessary that the local density of the rescalings )»k_z((—oo, 0]\ 1) converges to zero.

Consider now a sequence of metric flow pairs (X, (Mf),em), i € NU {o0}, over
intervals /' C R and consider a correspondence ¢ between the metric flows X*, i €
N U {oc}, such that

. . F,¢
(X' () rer) < (X%, (17 reree).

Consider a tangent flow (at infinity) (X*°, (V:é;zj;t)tel/,*.oo) € F{__, ) at some point
Xoo € X2C corresponding to a sequence Ax — 00 (or Ax — 0, respectively). Suppose
that to, € I’ for all i € N and that all metric flows X are H-concentrated for some
uniform A < 0o. Then Theorem 6.19 allows us to choose points x; € Xtioo at the same
time 7o, such that

So by Theorem 6.18 we have

. . F,¢
(Xlgw, (V)lci;,)tep.im(_oo,;w]) T (X;’?OO, (V;:o;[)tel“"oﬂ(—oo,too])-
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For any €, T > 0 we can choose k large such that

00, —tog, Ak)
Voot

00, —100 A,
d]F((‘X[_T’O]OQ k (v

<e/2.

il re[— 7.0 (4 = TO]’(V x el oon— 7.0))

Given k, we can choose i large such that

dr ((X]

00, —too, Ak
ltoo—2g T too] ) 05

tel"i Nltso—ap 2Tutoo]”’ ltoo—hp 2T oo’ Voo: r)rel’oon[rorxﬁT,roo]))

L)
< Aks /2.
This implies that for the parabolic rescalings

i,—too, Ak i, 7too Ak *,00
d]F((X[_T’O] ( )A (ool te[ TO) (X T,0]° (V ;t)tel/v*vocﬁ[—T,O]))

<é&

Letting ¢ — 0, T — o0, passing to a diagonal subsequence and applying Theo-
rem 6.6 implies:

Theorem 6.24 There is a sequence k; — 0o and correspondence € between the
parabolic rescalings X"~ and X* such that on compact time-intervals

F.¢

e N I ) > (X, (05 rerrece).

¢ tHteoel i 1<0

7 Compact subsets of (IF{ R dg )
7.1 Statement of the main results

In this section let / C R be an interval with tpax :=sup ! < oo and J C I a subset. In
the following we will define certain subsets of the form Fy (H, V, b, r) C FJ, which
will turn out to be compact if / is a finite interval and J is finite. These subsets contain
all metric flows corresponding to super Ricci flows over I, so we obtain that the set
of super Ricci flows is precompact in IF{ .

Let us now define the subsets ]F{ (H,V,b,r).For this purpose let H,V > 0,r >0
andlet b: (0, 1] — (0, 1] be a function.

Definition 7.1 We define ]F{ (H,V,b,r) C IF{ to be the set of equivalence classes
that are represented by (at least one) metric flow pair (X', (is);<y7) over I that is fully
defined over J and satisfies the following properties:

(1) X is H-concentrated,
(2a) If timax € J, then we assume (X; ., dios M) € M-(V, b).
(2b) If tmax ¢ J, then we assume that lim sup, Ntmax Var(u,) < V.

In Case (2b) we may omit the function b and write ]F{ (H,V,r) instead of
]F{ (H,V,b,r). In both cases, if V =0, then we will also write Fj(H) :=
F;(H,O0, b, r) C F*; in this case the function b and the scale r are inessential.
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Remark 7.2 By passing to the future completion (see Theorem 4.16) every representa-
tive (X, (i4t)sey) of an element in F{ (H,V,b,r) is equivalent to an H-concentrated
metric flow pair of the form (X*, (u}),cp’), where X'* is a metric flow over I’ where
I'=1Tiftyax € Jor I' =1\ {tmax} if tmax € J.

The following is a direct consequence of Theorem 3.36:

Lemma 7.3 Suppose that X corresponds to a super Ricci flow (M, (g:)tc1) on
an n-dimensional compact manifold and (ju;);c; corresponds to the flow of the
form vdg;, where v is a solution to the conjugate heat equation. Assume that
(M, dg,max, vdgi..) € M (V, D) for some V>0,r >0,b:(0,1] = (0, 1] if tmax €
J. Then (X, (ut)ier) € IE"{ (H,,V,b,r), where H, is as in Theorem 3.36.

In particular, if (u:):e1 corresponds to a conjugate heat kernel measure vy,.s =

K (X0, tmax: - )dgs. then (X, (u)rer) € Fy” (Hy).
Our main result will be:

Theorem 7.4 Assume that I C R is a finite interval and suppose that J C I is a finite
subset. Let H,V > 0,r > 0and b : (0, 1] — (0, 1] be a function. Then IF{(H, V.,b,r)
is a compact subset of (F , dlg).

Using Lemma 7.3, this implies subsequential convergence of super Ricci flows:

Corollary 7.5 Consider a sequence of super Ricci flows (M, (gf),eI) on compact n-
dimensional manifolds together with a sequence of solutions to the conjugate heat
equation (Ut)te 1 on M. If tmax € J, then we assume that (M, d i vlmdxdglmdx) €
M, (V, b) for some uniform V >0, r >0, b: (0, 1] — (0, 1]. IfI is a finite inter-
val and J is finite, then there is a subsequence, such that the corresponding se-
quence (X', (ui)te 1) of metric flow pairs converges to a class of metric flows in
]F{(H,,, V,b,r) in the dfF’-sense.

Note that due to the definition of the dﬁ -distance, the limit of any sequence of
metric flow pairs is only well defined wherever the limiting metric flow is continuous,
so on the complement of a countable subset. The next two theorems will address this
issue. Under additional assumptions, we will obtain compactness results, in which the
limit is uniquely defined at every time. We will also obtain convergence on compact
time-intervals if the metric flow pairs are not defined over a common finite time-
interval.

Fix in the following H,V >0, r >0 and b : (0,1] — (0,1]. Let I® C R be
some interval and assume that fi,x := sup I°° < o0o. Consider a sequence of intervals
I' C R with sup I’ < tyax and I' — 1% in the sense that ¢ € /™ if and only if 7 € I
for large i. In both of the following theorems consider a sequence of metric flow pairs
(X, (b)), i) that are fully defined over I° C R and represent classes in F,i (H) if
fmax & 1°° or B (H, V, b, r) if tmax € 1

The first theorem, which will be the most useful, concerns the case in which we
require the limiting flow pair to be future continuous.
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Theorem 7.6 Under the assumptions described above, the following is true. After
passing to a subsequence, there is, up to isometry, a unique flow pair (X°°, (u{°);cr=)
representing a class in Fjo(H,V,b,r) for which X°° is future continuous such
that the following holds. There is a correspondence € between the metric flows X',
i € NU {00}, such that on compact time-intervals

X (e i—i> (X, (1) 1o). (7.1)

If [®° is a finite interval, then we even have normal F-convergence within €.

The convergence (7.1) is time-wise at any time at which X*° is continuous and
it is uniform over any compact J C I*° that only contains times at which X*° is
continuous.

In the next theorem we require that the [F-convergence is time-wise.

Theorem 7.7 Under the assumptions described above, the following is true. After
passing to a subsequence, there is, up to isometry, a unique flow pair (X°°, (1;°);cr)
representing a class in Fjoo(H, V, b, r) such that the following holds. There is a cor-
respondence € between the metric flows X i ieNU {0}, such that

X () eri) i—i> (X, (1) rer) (7.2)

within € on finite time-intervals and the convergence is time-wise at any time of 1°°.
If I® is a finite interval, then we even have normal F-convergence within € and the
convergence is time-wise at any time of 1°°.

The convergence (7.2) is uniform over any compact J C I*° with the property that
X7 is continuous. In particular, this is the case if X*° is continuous at all times of

J.

So if X*° is continuous, then the limits in Theorems 7.6, 7.7 agree and the F-
convergence is uniform over every compact time-interval.

Remark 7.8 The technical issue underlying Theorems 7.4, 7.6, 7.7 can be illustrated
by the following analogy. Consider the space F of all non-decreasing functions
f 1 — [0, 1] over some finite interval I. Write f; ~ f> if fi = f> almost every-
where. Then (F/ ~, || - |[;1) is compact (this is comparable to Theorem 7.4). More
specifically, given any sequence of equivalence classes [ fi], [f2], ... € F, we may
pass to a subsequence such that [ fi] — [foo] € F in L!. The representative fio is
continuous on the complement of a countable subset Q C I and forevery r € I \ Q
the value fo(?) is uniquely determined as a pointwise limit of the values f;(¢). For
any t € 0, we may choose foo(f) to be the right-limit, in which case f is right
semi-continuous (this is comparable to Theorem 7.6). Alternatively, we may pass to
a further subsequence such that we also have pointwise convergence f; () — foo(?)
for every ¢t € Q (this is comparable to Theorem 7.7). In fact, this analogy is quite
fitting since the proofs of Theorems 7.4, 7.6, 7.7 are based on the same compactness
behavior of monotone functions.
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7.2 Extending F-distance estimates to larger time domains

The following lemma allows us to extend closeness of two metric flow pairs within
a correspondence over some given set of times to closeness within a correspondence
over a larger set of times.

Lemma?7.9 Forevery H,V > 0 and every function b : (0, 1] — (0, 1] there is a func-
tion 6pv.p : Ry — Ry such that the following holds.

Let r > 0 be a scale and consider a subset Iy C I of an interval I C R. Consider
two metric flow pairs (X', (,uﬁ),e]), i = 1,2, representing classes in IF; (H,V,b,r)
and a correspondence €y between X', X* over Iy. Then there is a correspondence ¢
between X', X? over I such that ¢y = C|1, and such that the following is true:

Assume that ¢ > 0 and that for § = p v p (&) the following holds

AP (X, (ehren), (2, (uPen) <87, 73

(Note that since € is defined over Iy, the properties of Definition 5.5 are required
1o hold for 1" = Iy.) Consider a subset Iy C Iy C I with supI; \ Iy < supl — er?.
Suppose that for any t € Iy \ Iy there is a minimal t' € (t,t + 8r>1 N Iy and this t’

satisfies

//df,du;}du;,—/ / didupldpt <sr  for i=1,2.
ti’ Xti’ ‘Xti ‘Xti

Then over I,

<y LI
dp (X (whien). (X2 (ud)en) < er.

Proof Fix H,V < oo and b : (0, 1] — (0, 1]. After parabolic rescaling, we may as-

sume that r = 1. In the following we denote by W(§) a generic function with the

property that W(§) — 0 as § — 0, which may depend on the choices of H, V, b.
Write

Co = ((Zr, dP)rerys @Dreryizt,2)-

In the sequel it suffices to construct € over some fixed /1 — we will call the result
¢; — and to observe that the construction over two possibly different such subsets
agrees over their intersection. For any ¢ € I that does not lie in any I; satisfying the
assumptions of the lemma (for some function éy v 5, which we will need to deter-
mine), we may simply not fully define € over ¢, i.e. we will have ¢ ¢ 1. So assume
that I; is given such that the assumptions of the lemma hold for some &, whose value
we will determine later.

Choose (g;):e1, such that Property (2) in Definition 5.5 holds for all s, t € Ip, s <t
and for r replaced with §; note that we have to choose E = (J. We will first construct
objects (Z;, d?), (¢!)i=1.2, g fort € I \ Iy that will allow us to extend € to &;. For
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this purpose, fix at € I \ Iy for now and choose ¢’ € (¢, r + 8] N I as in the statement
of the lemma. We define

wim [ [0, ©0% ! ). 74)
i i

Then ¢, is a coupling between u,l, ,u[z. Next note that by Propositions 4.1, 4.5 for
i = l,_2 thegve are metric spaces (Zi, dZ') and isometric embeddings (Z} : X,i — ?,
@, : X/, — Z' such that

/i//;(l, dzi(a;i(x),aiz(x/))dvi,;t(x)dui,(x’)5\1;(5)'

Using Lemma 2.12, we can combine the spaces 4 1 Zy, 72 and assume that the
isometric embeddings ¢!, @) =), 0> = §%, p} map into a single space Z; D Zy;
we will write ¢} := ¢ . We obtain therefore that

/X ,_ /X A (9 (), g vy, (g, () < W), (7.5)

After repeating the construction above for all # € 17 \ Iy, we can construct objects
Z;, d[Z ), (<pf)5: 1.2, 4:» which allow us to extend €y to a correspondence € between
X!, X2 that is defined over I1. Moreover, for any 7 € I1 \ Iy and any minimal ¢’ €
(t,t 4+ 8] N Iy, we may assume that Z, O Z, and that (7.4), (7.5) hold. It remains to
show that Property (2) of Definition 5.5 holds for the family of couplings (g;):<y, - Let
s,t€l,s <t.If s ¢ Iy, then choose s’ € (s, s + 8§] N Iy minimal, otherwise choose
s :=s. Similarly, if # ¢ Iy, then choose ¢’ € (¢, t + 8] N Iy minimal, otherwise choose
t':=1t.Note that s’ < ¢'.

Leti =1,2.Forany y’ € X!

1

we obtain by Proposition 3.16(b)

X X
/X g W v, () < /X A Gy v, ()
t t

= / / dy (v, y)dvi, (3, (y) </ Var(vl,. ) < W(8). (7.6)
th‘ -)(;l Y Y yit
Next, since for any y’ € X,

q" = /Xi (Vs ® ‘SX/)dvly’;S’(x/)

is a coupling between v’v,,s, v;,,s,, we have

dVZ;;1 ((g{)é)*vi,;x, (Ql)é/)*vi,/;s/) E/ ) / _dSZ((pé(x), goé,(x/))dv)’;,;x(x)dp;,;s,(x/).
’ X, J X
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Integrating this over y’ against d ui, implies, using (7.5),
/X i (@DVy g @)Vl )il ()
/ , / , / di @ (6). @y (VL (V] (g (7))
= / {_I /X dZ (@h(x), gl (X)dvy, ()dpl, (x') < W (6). (1.7)
Using (7.4), (7.6), (7.7), we obtain

/X . W (@D @D, )dar (6 )

1y 1 2y .2 2 2y 4,1 1 o2
_/XlxXz /Xl/ Wy (@5)xvyn, o (05550, IAVE 5 (YI)dvE, (y)dge (7, yo7)

1 1
/XIXXZ V/XI /X2 Wl((§03)*vl (Qos)*vy/,l;s)

+dW1((¢3 sV, ((PS)*VQ/,z.S)

1
y
dw;«w?)*v;z @DV D)V (P)dv 1, (VD (0 )

SvO)+ [ ARl @Dk a6 )
Xlx A2 e ys

t t

5\11(8)+/ (dZS ((ws)*V. () )*\u ,)+d ((coy )*v1 ,,(wv/)*v 2.0)
xlxx?

t r

((wv/)*v 2y (@55, 0)dar (v y%)

Z
SV + [ @ Gk a6 ) £ 6,
Alx X2 v s

t r

This finishes the proof. g
7.3 Proofs of the main theorems

We will need the following lemmas.

Lemma 7.10 Fix some H,V >0, r > 0, a function b : (0, 1] — (0, 1] and a finite
subset In C I C R of an interval. Consider a sequence of metric flow pairs (X',
(uh)ier) representing classes in Ff (H,V,b,r),i=1,2,.... Then, afterpas;ing toa
subsequence, we can find a correspondence &y between the metric flows X' over Iy

that is also fully defined over Iy such that the metric flow pairs (X i (M;)te 1) form a

@ Springer



Compactness theory of the space of Super Ricci flows 1229

Cauchy sequence within &y uniformly over Iy, i.e. for any ¢ > O we have
€o.1o i, J o] -
d]F ((X ) (M[)ZEI)»(X ) (:ut )ZEI)) 58 fOr large i, ]

Proof Write Ip =: {t; < --- < ty}. By Proposition 4.1 and Theorem 2.20 we may
pass to a subsequence such that forallk=1,..., N

GW,
( [k7 lk’/-’sz)—>(Xoo dOO”u;)kO)’

where we may assume the limiting spaces to be separable, complete and of full sup-
port. By [29, Lemma 5.7] (see also Lemma 2.12), after passing to another subse-
quence, we can find complete and separable metric spaces (Z;,, d,f ) and isometric

embeddings (pfk : Xt’k — Zy, ¢y X5 — Zy, with the property that

@i ety —— —> @Rty (7.8)
Choose couplings q,ik, k=1,..., N, between ufk, e with
/X (go,k(x ), (7 (XOO))dCI,k(X x>) — 0. (7.9)

er

Claim7.10.1 Ler 1 <1 <k < N and x> € X;°. Then, after passing to a subsequence,
there is a probability measure vis,. "

with (p,k (x') — @ (x*°) we have

€ P(X;°) such that for any sequence xie Xrlk

@)eVhiy, —— = @)evi%y,. (7.10)

Proof We may assume that/ < k, because the claim is trivial in the case [ = k. We first

show that we may pass to a subsequence such that the sequence (‘Pz,)* -y CONVerges

to some probability measure v’ € P(Z;,). Due to Lemmas 2.1(d), 2.9 it suffices to
show that the sequence of probability measures (go,l)*v iy ON Zy, is tight. So fix some
¢ > 0. By Lemma 2.1(e) it suffices to show that there is a compact subset K, C Z;,
such that for large i

Vi, (XN (0) T (B(Ke, €)) = ((@})svyi,, ) (Zy \ B(Ke, ) <e.

Let « > 0 be a constant whose value we will determine later. By Lemma 2.1(a) we
can choose a compact subset K, C Xp° such that

ny (X°\ K} < a.
Let K, := @ ©(Kl)and K; ;== (<p§1)_1 (B(K¢, €)). Then for large i we have by (7.8)

W (X Kie) <a. (7.11)
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Again by (7.8) we can find a D < oo such that for large i
1y (BG', D)) = 5.
So if for some large i we had

Vi, (X \ Kie) > &,
then by Definition 3.1(6), we would have vf;tl (X\ Kie) = @ H(D(e) — D1 —
1)~1/2) on B(x!, D), which would imply

1l (X)\ Ki ) = /X Ve (X \ Kio)dpg, () = 307 (@(e) = D —1)~1/?).

Tk

This contradicts (7.11) for small enough «.
So it follows that, after passing to some subsequence we have

i

Wi
p——> \/EP(Z,,).
L NS

(§0ti])*v

Since we had K, C supp(¢p°)./4;° in the previous argument, we also get suppv’ C

supp(gpp°)«up°, which implies that v’ = ((pgo)*viﬁo;n for some u;;’o;,, ePX). O

Since the spaces X 20 are separable and the maps

, . Z . .
(X di) —> (P(Zy). dy).  y— @i,

%

are 1-Lipschitz, we may pass to a subsequence and assume that (7.10) holds for all
1 <k <I<N,x* € X;? and any sequence x' € X; with ¢ (x') = ¢7°(x*).

Claim7.10.2 For any ¢ > 0 and any compact subset K C X,‘l’f’ for large i the following
bound holds for any y' € Xt’;(, Y eXxp:

7z , , , ,
dy! (@) @F)ev3Re,) < A2 (0l (61, 92 (™)) + 2422 (v, K) +e.

Proof Fix some ¢ > 0 and K C Xp°. Let {x{*,..., x5’} C X° be an &/4-net for K.
For any m = 1,..., N choose a sequence x., € Xt’k such that gotik (xi) — e (o).
Now suppose that i is large enough such that we have

. . Z: . .
df (@}, (33, 02 (), dy! (9)sv s (9)sV3%,) < /4

Xpit

forall m=1,...,N.

For any y' € X!

o y>® e X;’k<> choose m € {1, ..., N} such that

dF (@ (r%), 2 (x90)) = dp° (v, x90) <dp° (v, K) + /4.
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Then, using Proposition 3.16(c),

z, . .
dW] (((ptlj)*v;im’ (gogo)*v;&;t[)

Zo o iy i iy i Zoy o iy i 0oy 1,00
= dW1 ((@z,)*vyi;t]» (“’ft)*vx;',,;zz) + dW1 ((wtl)*vx,’;l:tl’ (¢, )*nglo;t,)

(G G755
< dZ(g} ). 0l (L)) + /4 + dE (@22 (x30), 952 (v™))
<dZ (@l (7). 9L (YN + 2dZ (@2 (y), 952 (x20))
+d7 (@ ) 0, (xh)) + /4
<df (el (5. > (™) +2d° (Y, K) + & .

So by (7.9) the following holds for any ¢ > 0, compact K C X fko and large i

Zy i i 00y 4,00 NGNS
/X;’}(xXFk“ dy, ((<P§,)*”;f;zl’ (@, )*vy"“:t/)dq;k oY)
<2+ 2/ diC (v, K)du2 (y™)
XOO

Tk

172
<26 + 211, 2 (X9 \ K)( / (d 6™, K))zduf,f(yoo)> :
XOO

I

Since K can be chosen such that the last integral is bounded by Var(up®) and
My (X 3(0 \ K) is arbitrarily small, we find that

Zy i i .
/X Ay @ @03 g (x, 6%) 0.
thxtk

As in the proof pf Proposition 5.12, forany k=1,...,N,1<i < j we can con-
struct a coupling q,l];] between /L;k, ,u{k such that for some ¢; - O andany 1 </ <k

zZ o i

/ oy @DV () Vg ( xT) < e

X,k x X

This finishes the proof of the lemma. U
Combining Lemmas 7.9, 7.10 yields:

Lemma 7.11 For every ¢ > 0, H, V > 0 and every function b : (0, 1] — (0, 1] there
isad(e, H,V,b) > 0 such that the following holds.

Consider a sequence of metric flow pairs (X', (/,L;)te 1) representing classes in
IF; (H,V,b,r) for some r > 0 over an interval I C R that are also fully defined over
1. Let In C Iy C I be subsets such that the following holds:

(@) Iy is finite.
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(ii) Foranyt € I} there is a minimal t' € Io N\ [t,t + 8r%] and for this t' we have

/i /idf/dui,dui,—/)(i /X" dzi dﬂidﬂi <dr forall i.
v t t t

i) |1\ 11| < (er).
Then, after passing to a subsequence, we have

di! (X, (uDeen)s (X, uien) ser forall i, j.
The following will be a consequence of Lemma 7.11.

Lemma 7.12 For every H,V > 0, r > 0, and every function b : (0, 1] — (0, 1] the
following holds.

Consider a sequence of metric flow pairs (X', (ui)te 1) representing classes in
]F; (H,V,b,r) over an interval I C R that are also fully defined over I. Then there is
a subsequence such that for any t € I the following limit exists

D(7) := lim / _ / dldpldul < co. (7.12)
i—00 ,1 X/

Moreover, whenever we are in the situation that the limit (7.12) exists forall t € I,
then D(t) is continuous on the complement of a countable subset and the following
holds. Let J C I be a compact subset such that the restriction D| is continuous and
& > 0. Then there is a subsequence such that

A (X0, (uhyen), (X7, (uyen) <INJ|Y2 +6 forall i,

Proof After parabolic rescaling, we may assume that r = 1.

Denote by D;(t) the value of the integral in (7.12). By Lemma 4.2 we have D; (1) —
Di(s) > —/H(t —s) for any s,t € I, s <t. Moreover, by Holder’s inequality we
have D;(t) < /Var(u,) < \/V + H(supI —t). After passing to a subsequence, we
may assume that the limit in (7.12) exists for any r € I N Q. Then we still have
D(t)— D(s) > —+/H(t —s) forany s, € INQ, s <. So there is a countable subset
a1 C S C I such that lim,/_,; ye;ng D(t') exists for all # € I \ S and for any such ¢
this limit agrees with the limit in (7.12). We can now pass to another subsequence
such that (7.12) exists for all # € S. This proves the first part of the lemma.

For the second part of the lemma, observe again that D(t) — D(s) > — H(t — s)
forany s,t € I, s <t, which implies that D(¢) is continuous on the complement of a
countable subset. Suppose now that D|; is continuous for some compact J C I and
fix ¢ > 0 and some § > 0, whose value we will choose later. For any ¢ € J there is
compact interval ¢t € I; C I that is a neighborhood of ¢ in I and that satisfies

[I;]| <6, osc D:=maxD —min D <.
nJ LnNJ LnJ

By compactness, J is covered by a finite number of these intervals. So there is a finite
subset /o C I such that for any ¢ € J there are #{, t} € Iy such that

1 <t<t, th—1) <8, D(th) — D(t}) <3$. (7.13)

@ Springer



Compactness theory of the space of Super Ricci flows 1233

After passing to a subsequence, we may assume that |D; (') — D(t')| < § for all
1" € Iy. So for any t € J there are 1,1, € Iy such that the first two inequalities in
(7.13) hold and instead of the third inequality we have

Di(t3) — Di(t) < Di(t3) — Di(t})+~H38 < D(t}) — D(t])+~H5+25 < VH5 +36.

Let now ¢’ € Iy minimal with the property that 7’ >¢. Then 0 <1, — 1’ <1, — 1] <&
and therefore

Di(t") — Dj(t) < Di(t)) — D;i(t) + VHS <2~/ HS + 38.
The lemma now follows using Lemma 7.11 for small enough §. g

Lemma7.13 Suppose that I C Ris an interval with sup I < oo, J C I is a subset and
consider H,V > 0,r > 0,b:(0,1] — (0, 1]. Then F{ (H, V, b, r) CF{ is closed.

Proof Consider a sequence of H-concentrated metric flow pairs (X i (,ui)tg) €
]F{(H, V,b,r) converging to a metric flow pair (X', (u)er) € IF{ If tpax =
sup ! ¢ J, then we may replace / with I \ {fmax}, since this does not change the dH{ -
distance. Due to Remark 7.2, we may assume that the metric flow pairs (X i (uf) tel)
are fully defined over 1.

By Theorem 6.5 we may choose a correspondence € = ((Z;, dtZ Vel
((pf)lelf/,i’,-eNu{oo}) between the metric flows X7, i € N U {oo}, over I such that

X, (uhier) F—Z> (X%, (u)ren). (7.14)

i—

Let E; C I and (q}),eI\Ei be the objects from Definition 5.5. After passing to a
subsequence and replacing each E; with E; U E; 1 U ..., we may assume that E; is
decreasing and that E, 1= ﬂfil E; has measure zero. Then (7.14) also holds after
replacing J with J U I \ E; for any fixed j > 1. By Lemma 2.18 we know that
(XX ,d>® ) €M, (V,b) if tmax € J. We also obtain that forany r € I \ Ex

fmax* ~ Tmax

Var(19°) < liminf Var(u!) <V + H(too — 1).
11— 00

It remains to show that X IO\OEOO is H-concentrated. To see this, let x*°, y*© € A>°

for some ¢ € I \ E. Choose sequences Xyl e Xti such that gof (" — 0 (x*),
0} (y') = ¢ (y*°) in Z;. For any s € I \ Eo, s <t we have using, Lemma 5.15,

. . Wl . . W1
(P9)sVli.  ————> (95°) Voo, 50 @V ———> (@) Vo
S >0 ’ ViS5 isoe0 ’
It follows that

Var(vse. ;. Vyso,) = Var((95 )« Vs o, (95 )xVyso. )

< limsup Var((9)vy;. ., (¢5)4v};. )
1—> 00
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< (@, ) + H(t —s).
This finishes the proof. g

Proof of Theorem 7.4 As in the proof of Lemma 7.13, we may in the following only
work with H-concentrated metric flow pairs that are fully defined over /.

By Lemma 7.13 the subset IE‘{ (H,V,b,r) C IE‘} is closed, so by Theorem 5.18 it is
complete. To see total boundedness, suppose by contradiction that there is a sequence
(X7, (ui)ier) €FJ (H, V, b, r) with the property that for some & > 0

dw (X7, (Wren), (X, (w])eep) > er  forall i j. (7.15)

By Lemma 7.12 we may pass to a subsequence such that the limit (7.12) exists for all
t € I and it remains to show that there is a compact subset J’ C I with the property
that D| ;- is continuous and |1 \ (J U J')| < (er)2. Since D is continuous almost
everywhere, we can use Lemma 2.1(a) to find a compact subset J’ C I consisting
only of points where D is continuous that satisfies |1 \ J'| < (er)?. Since J is finite,
this implies that D|; is continuous and |1\ (J U J)| < g2, O

Next we establish Theorem 7.7. Theorem 7.6 will be a direct consequence of The-
orem 7.7.

Proof of Theorem 7.7 By Lemma 7.12, we may pass to a subsequence such that the
limit (7.12) exists for all ¢+ € I°°. The function D is continuous on I \ Q, where
Q ={t],13,...} C I is a countable subset. Choose an increasing sequence of com-
pact subintervals o x C I with (J{=; lox = I°°. As in the proof of Theorem 7.4,
we can choose an increasing sequence of compact subsets Ky C Ip x \ O such that
U]?il Ky =1\ Qand [Ipx \ K¢| = 0. Set J; := (K U {tik, ,t,j}) N Iy k. Then Ji
is still compact, D]y, is continuous for all k and [ J{= Jx = *°. By the second part
of Lemma 7.12 and after passing to a diagonal sequence, the sequence of metric flow
pairs forms a Cauchy sequence with respect to dﬁk over Iy i for any k. So after pass-
ing to another subsequence, we can find correspondences ; ;| between X, X''*!
over Iy ; that are fully defined over J; such that
d]FQ;,m,J[ ((Xi’ (/Li)tel")’ (Xi+l’ (M§+l)t51i+1)) < o—i

As in the proof of Theorem 5.18 we may find a correspondence €* between all
X' such that &ii+1 =<y, (i,i+1)- By Lemma 5.19 we may find a metric flow pair
(X, (U7°)rere) and an extension €** of €* such that for any &

i i &g - i ) 00
(X, (M;);eli) T (X ,(Mt )rer®).

This shows that on compact time-intervals
[

. . F‘ ok
(X' (1p)rer) = (X%, () rere),
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which is time-wise at any time of 1°°.

In order to ensure that we have the full desired uniform convergence properties,
we have to carry out a more subtle construction of the correspondence €. For this
purpose, note first that due to the time-wise convergence we have

D(r) = / / 4 dp°d .
X J x>

So if J C I is compact with the property that X'7° is continuous, then D|; is con-
tinuous.
As before, we set

D;(1) :=/./.d;'duidui.
tl th

Choose a dense set of times {t1, 2, ...} C I° containing Q U (I°°N3I°°). Then there
is a sequence k; — oo such that for the correspondence @Z‘* = Qﬁ**l{tl,,__,;ki},{i,oo}

between X', X*° we have as i — oo

{0 ) . .
dp' T (1) e )5 (X, (U rere)) = 0,

max |D;(t;) — D(t;)| — 0.

1<i<k;
Apply Lemma 7.9 to each correspondence &;* for Ip = {f1, ..., #,;} and denote the
resulting correspondence between X7, XY™ over I' N I*° by (Ui

Claim 7.7.1 If J C I®° is compact and D|; is continuous, then &** is fully defined
over J for large i and

@{f**l ,] . .
de' (X (1)) (X, (U2 ser)) — 0.

Proof By Lemma 7.9 it suffices to show that there is a sequence §; — 0 such that the
following holds for large i. For any t € J thereisan/ € {1, ..., k;} such that# —t is
minimal and D(#;) — D(t) < §;. This can be achieved by a covering argument as in
the proof of Lemma 7.12. O

By successive application of Lemma 5.13 and a direct limit argument, we can
combine the correspondences €** to a single correspondence € between X", i €
N U {oo} over I*°; see also the proof of Theorem 6.6. So we obtain:

Claim7.7.2 If J C I*® is compact and D\ is continuous, then € is fully defined over
J for large i and

dg " (A, (uhier)s (X, (u5)rer) = 0.
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Note for any compact subinterval Io C 7°° and any ¢ > 0 there is a compact J C
Ip\ Q with [y \ J| < ¢&.So Claim 7.7.2 implies (7.2), the time-wise convergence and
the statement concerning the uniform convergence.

It remains to prove the uniqueness statement. So suppose that within some other
correspondence ¢’ we have a time-wise limit (X7, (u:’oo),epo). So all time-slices
(X2°,d>°, u), (X,/’OO, d,/’oo, /,L;’Oo), t € I°°, are isometric as metric measure spaces.
This implies that X'°°, X-*° are continuous at the same times. By the same argu-
ment as in the proof of Proposition 5.12 we can find sequences of correspondences
¢l = ((Zf, dtzl)teloo, ((p;’/),el//‘,-‘j,jZI’z) between X'*°, X** such that for any com-
pact subinterval Iy C I°° and any fy € Iy we have

&y 400}
dg (R0, (1reng)s (X% (17 ®)ieny)) = 0.

Consider an arbitrary subsequence of the sequence of metric flows. By the proof of
Theorem 5.11 we obtain a set of measure zero Ey, ,, C o with fy ¢ Ey, 4 and an

1 . (e.¢] /,00 . .
almost always isometry ¢y, 1, : X I\Elyip X 10\El 10 between both metric flow pairs

that is fully defined over #y such that after passing to a subsequence we have
VAR i,2 00
df (o (%), 0, (@1,50(x)) = 0 forany xe X ™, trelp\ Eyy.  (7.16)

Let Q = {11, tp, ...} C I* be a dense subset containing the set of times where both
flows X°, X"*° are not continuous and 47°° N I*°. Fix an increasing sequence of
compact subintervals Ip C I} C --- C I*° with U,fil I, = I°° and such that 7 € I.
‘We now apply the argument from the previous paragraph successively for Iy, #; while
passing to a subsequence in each step. Due to the characterization (7.16), the maps
@1, agree on their overlap. So after passing to a subsequence, we can find a set of
measure zero E C I*°\ Q and a map ¢ : X[%OO\E — XlloiiE such that for any k > 1
there is a set of measure zero Ey C I with #; ¢ Ey such that ¢ restricted to Iy \ Ek is
an isometry between both metric flow pairs (X, (u°);er), (X", (uy™)rer=).
Let now k2 > k1 > 1 and choose two different times s; € Iy, \ E,, 52 € Iy, \ Eg,.
Then there is a time s’ € I, \ (Ex, U Ex,) between sq, s2. It follows that ¢ is an
isometry over {s, s’} and {s2, s'}. So by the reproduction formula (see also (5.4)), ¢
is also an isometry over {sy, s»}. Since for any k > 1 we have ; ¢ Ey for large k’,
we obtain that ¢ is an isometry over I°°\ E D Q and since X'*°, X’* are continuous
over I \ O, we can use Theorem 4.17, to extend ¢ to an isometry between the metric
flow pairs (X, (u)rer), (X", (17 *)ser) over I®. O

Proof of Theorem 7.6 Theorem 7.6 follows from Theorem 7.7 by replacing X*° with
the future completion of X 1%%\ 0’ where Q C I denotes the set of times at which
X% is not continuous; compare with Theorem 4.16. The uniqueness statement fol-
lows using Theorem 4.17. O

8 Intrinsic flows

In this section we analyze under which conditions time-slices of a metric flow are
length spaces. We define:

@ Springer



Compactness theory of the space of Super Ricci flows 1237

Definition 8.1 We call a metric flow X over some I C R intrinsic at time ¢ if (X}, d;)
is a length space. We call X intrinsic if it is intrinsic for all # € / and almost always
intrinsic if it is intrinsic for almost all € I.

We have the following result:

Theorem 8.2 Suppose that X is an H-concentrated metric flow of full support over
an interval I C R, where H < 00. Suppose that there is a dense subset S C I such
that X is intrinsic at every t € S. Then X is almost always intrinsic. Moreover, X
is intrinsic for all t € I \ sup I at which X is future continuous, which is the case
at all but a countable set of times. In particular, if X is future continuous, then X is
intrinsic at all times of I \ supI.

Proof Suppose that X' is future continuous at time 7 € I \ sup /. Let x1, x, € A} and
e > 0. Since X is complete, it suffices to construct an approximate midpoint, i.e. a
point z € A; with

max {d; (x1,2), d;(x2,2)} < Ld(x1,x) +e. 8.1)

For this purpose, fix a sequence of times #; € I such that #; \ t and such that (&}, , d;,)
is a length space. By Proposition 4.14 there are points x ;, x2; € A, such that for
j=12

lim dv);fi (x5 vxj ;1) =0, lim d;; (x1,4, x2,4) = d; (x1, x2).
1—> 00 ; 11— 00
Since (X}, dy;) are length spaces, we can find points y; € &}, with
lim dy, (x1i, yi) = lim dy, (2., yi) = 5di (x1, x2).
1—> 00 1—> 00
Let z; € A; be H-centers of y;. Then for j =1,2

. . X, X X
h_msupdti (xj,z;) <limsup (dW‘1 (8x;s Vx;ii0) + thl (Vxj 505 Vye) + dW; (Vyts BZ;))

i—00 i—00

< limsupd,, (x;,;, yi) = 3d; (x1, x2),
i—00

which implies (8.1) for large i. g

The next theorem shows that the almost always intrinsic property is closed under
F-limits.
Theorem 8.3 Consider a sequence of metric flow pairs (X1, (Mi)tell,f), i € NU {o0o}
over intervals I' C R such that within some correspondence €
i i F.¢ oo o]
(X, () reri) — (X, (U )eer) (8.2)

on compact time-intervals. Suppose that the flows X' are H-concentrated for some
uniform H < oo. If the flows X' are almost always intrinsic for all i € N, then so is
X,
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Remark 8.4 The property of being intrinsic at a fixed time does, in general, not pass
to the limit, even if the F-convergence is uniform at that time. Consider for example
a (possibly rotationally symmetric) singular Ricci flow M on §2 x S! that develops
two nearby non-degenerate neckpinches of bounded distance distortion at the same
time fy > 0. Such a flow can be constructed using the techniques from [3, 4]. Let
M’ C M be the subset corresponding to the larger remaining component after the
neckpinch and let X’ be the past continuous metric flow corresponding to M, which
is constructed in a similar fashion as X” in Example 4.13. Then X,/O is homeomorphic
to two 3-spheres that are attached to each other at their poles and supp Xy C Ay
corresponds to one of these 3-spheres. So if the two neckpinches in M are located

closely enough to one another, then (supp X,;, d{o |suppx; ) 1s not a length space, so
0

the metric flow supp X” is not intrinsic at time zy. However, supp X’ may arise as
a limit of intrinsic metric flows that are uniform at time #y; consider for example a
sequence of time-shifts of the future continuous metric flow X’ corresponding to M’
via Theorem 3.37.

Proof We can find a subset E; C I®° of measure zero such that for all i € N the flow
X' is intrinsic atevery t € I' \ E; and such that I C I’ \ E|. By Corollary 4.11 X®
is future continuous at every time t € I°° \ E», for some subset E; C I°° of measure
zero with 1% C I\ E». Lastly, by Lemma 6.3 we may pass to a subsequence and
assume that the convergence (6.3) is time-wise at any time of /°° \ E3 for some set
of measure zero E3 C [*°. Set E := E1 U E» U E3 U {sup I*°}.

Fix atimer € 1°°\ E. We will show that X’ is intrinsic at time ¢ by constructing
an almost midpoint z between two given points x;, x3 € A>° and for some ¢ > 0 as
in (8.1). Let § > 0 be a constant whose value we will determine later and choose
t' € I®\ E witht <t' <t + 6. Since X*° is future continuous at time ¢, we can use
Proposition 4.14 to find points x{, x € X?° such that, assuming § is small enough,
we have for j =1, 2
€

e £
dy, Gy ) S50 ARG SdF ) + 3

N
J’

Next, choose points x} ; € Xll,, i €N, j=1,2, that strictly converge to x} within
¢. Then

i )
Lim dy, (x5, x5 ) = di° (xy, x5) <d°(x1, x2) + 3
11— 00

Moreover, by Theorem 6.13 (see also Theorem 6.15) we have strict convergence of

v, L to v;’,".t within € for j = 1, 2. Since all X' are intrinsic at time ¢, we can find
Jii? i’

points y; E.Xti/ such that for j = 1,2
. i &
lim dj, (x];, yi) = 3d°(x], x5) < 5d7°(x1, x2) + .
i—o00 ’ 4

By Theorem 6.20 we may pass to a subsequence and find a conjugate heat flow
(ﬁt”)t”el/*ocﬂ(—oo,t/) on XOO SllCh that

; F,¢, {1} ~
(Vyl_;t//)tllell.iﬂ(_oo’t/) T (Mr“)z”e[’vooﬂ(—oo,t’)
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and

lim Var(ﬁ,//) =0.
" At 1" el

This implies that we have strict convergence of Vi,--t to /i, within € and
Var(ii;) < H(t' — 1) < HS6.
It follows that for j = 1,2
P ~ . X i .. i &
dy! (v;,j’;[, o) = lim dy (v, o v)) < liminfdj (xj ;. yi) < 347 (x1, %) + a

Choose z € X' such that Var(zi;, 8,) < H8. Then for small enough § we have for
ji=12

x> x> ~ X°
dtoo(xj’ z) < dW1 (8)61-7 V;;,) + dW| (v;f;t’ M) + dW1 (1, 82)

=

&
+ 3d> (x1, x2) + ;TVHS < 3d°(x1,x2) + ¢,

N ™

proving (8.1). g

9 Regular points and smooth convergence

In this section we analyze the case in which a metric flow A" can be locally described
by a smooth Ricci flow on some open subset R C X', which we will call its regular
part. The subset R can be equipped with a unique structure of a Ricci flow spacetime,
as introduced by Kleiner and Lott [38]. In the special case in which & is given by
a classical, smooth Ricci flow (M, (g:):e7) over a left-open time-interval I, we have
R = X and R corresponds to the Ricci flow spacetime induced by (M, (g/):er)-

This section is structured as follows. We will first review the basic notions involv-
ing Ricci flow spacetimes in Sect. 9.1. Then we will introduce the regular part R and
prove the existence of a Ricci flow spacetime structure on R in Sect. 9.2. In Sect. 9.3,
we will discuss further properties of the regular part. In Sect. 9.4 we will consider a
sequence of F-convergent metric flows. We will see that the [F-convergence can be
upgraded to smooth convergence in certain regions of the regular part of the limit.
This notion is similar to smooth Cheeger-Gromov convergence. In Sect. 9.5 we dis-
cuss how parabolic neighborhoods on which the curvature is bounded pass to the
limit and discuss one peculiar behavior.

In the following, we will mainly be interested in metric flows that are H-
concentrated for some H < oo and almost always intrinsic. Note that since metric
flows corresponding to smooth Ricci flows fall into this category, this case will be of
most interest for us. We will moreover often restrict to metric flows that are defined
on left-open time-intervals I, because in this case the natural topology of a metric
flow X = M x I corresponding to a Ricci flow (M, (g;);c1) agrees with the topology
on M x I.
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9.1 Ricci flow spacetimes

In this subsection we recall the notion of a Ricci flow spacetime and associated ter-
minology. The following definitions are mainly taken out of [9, 38], with minor mod-
ifications; the familiar reader may skip this subsection.

We first define the notion of a Ricci flow spacetime.

Definition 9.1 (Ricci flow spacetime) A Ricci flow spacetime over an interval / C
R is a tuple (M, t, d¢, g) with the following properties:

(1) M is a disjoint union of smooth manifolds (of possibly different dimensions)
with (smooth) boundary .M

(2) t: M — I is a smooth function without critical points (called time function).
For any ¢ € I we denote by M, := t~1(r) C M the time-z-slice of M.

3) t(aM) Cal.

(4) 9¢ is a smooth vector field (the time vector field) on M that satisfies d¢t = 1.

(5) g is a smooth inner product on the spatial subbundle ker(dt) C T .M. For any
t € I we denote by g; the restriction of g to the time-¢-slice M, (note that g; is
a Riemannian metric on M;).

(6) g satisfies the Ricci flow equation: L3, ¢ = —2Ric(g). Here Ric(g) denotes the
symmetric (0, 2)-tensor on ker(dt) that restricts to the Ricci tensor of (M;, g;)
forallt e I.

For any subset I’ C I the preimage M = t~1(I’) is called a time-slab of M and we
sometimes write M ; := Mjn(—co,r), M<s := Mn(—c0,1] €tc. Curvature quantities
on M, such as the Riemannian curvature tensor Rm, the Ricci curvature Ric, or
the scalar curvature R will refer to the corresponding quantities with respect to the
metric g; on each time-slice. Tensorial quantities will be imbedded using the splitting
T M =Kker(dt) @ (0¢).

When there is no chance of confusion, we will often abbreviate the tuple
(M, t, 9¢, g) by M. The objects ¢, g and sometimes also t will inherit the deco-
rations of M, similarly as explained in Definition 3.1.

Any (conventional) Ricci flow of the form (M, (g:):ey) can be converted into a
Ricci flow spacetime over I by setting M = M x I, letting t be the projection to
the second factor and letting d¢ correspond to the unit vector field on /. Vice versa,
if (M, 1,9y, g) is a Ricci flow spacetime over / and the property that every trajec-
tory of d¢ is defined on the entire time-interval I (i.e. M is a product domain, see
Definition 9.5), then M comes from such a conventional Ricci flow.

If (M, 1,9, g) is a Ricci flow spacetime and U C M is an open subset, then
(U, tly, dtlu, glu) is again a Ricci flow spacetime.

We now define some basic geometric notions for Ricci flow spacetimes. Let in the
following (M, t, 9¢, g) be a Ricci flow spacetime over some interval 1.

Definition 9.2 (Length, distance and metric balls in Ricci flow spacetimes) For any
t el and x,y € M;, r > 0 we define the metric distance dg, (x, y) and distance
ball By, (x,r) C M; with respect to the Riemannian manifold (M, g;). Note that
dg, (x,y) could be infinite if x, y lie in different components of M;. The distance
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between points in different time-slices is not defined. Similarly, we define the length
length(y) or length, (y) of a path y : [0, 1] — M, whose image lies in a single time-
slice to be the length of this path when viewed as a path inside the Riemannian man-
ifold (Mf, gt)

Definition 9.3 (Points in Ricci flow spacetimes) Let x € M be a point and set ¢ :=
t(x). Consider the maximal trajectory y, : I’ — M, I’ C I of the time-vector field
d¢ such that y, (r) = x. Note that then t(y,(t')) =t forall ¢’ € I’. Forany t’ € I’ we
say that x survives until time 1" and we write

x(t) ==y (@).

Similarly, if S C M, is a subset in the time-¢ time-slice, then we say that S survives
until time ¢’ if this is true for every x € S and we set S(¢') :={x(t') : x € S}.

Definition 9.4 (Time-slices/slabs of a subset) If S C M is a subset and ¢ € I, then
we set S; := 8§ N M;. For any subset I’ C I we write S;/ ;== SN M.

Definition 9.5 (Product domain) We call a subset § C M a product domain over
an interval I’ C [ if for any 7 € I’ any point x € S survives until time ¢ and x(¢) € S.

Note that a product domain S over I can be identified with the product S;, x I’ for
an arbitrary o € I'. If S, is sufficiently regular (e.g. open or a domain with smooth
boundary in My,), then the metric g induces a classical Ricci flow (g);e;r on S.
We will often use the metric g and the Ricci flow (g;);c;7 synonymously when our
analysis is restricted to a product domain.

Definition 9.6 (Parabolic neighborhood) For any point y € M let I;, C I be the
set of all times until which y survives. Now consider a point x € M and num-
bers A,T—, T+ > 0. Set t := t(x). Then we define the parabolic neighborhood
P(x; A, —T~,TT) C M as follows:

Px;A,-T".TT):= [ U y(@).

y€By, (x,A) t’e[t—T‘,t+T+]ﬂ[)/,
We call P(x; A, —T~, T™") unscathed if By, (x, A) is relatively compact in M; and
if [, D[t—-T",t+ TTINI forall ye By, (x,A). If T™ =0or T+ =0, then we
will often write P(x; A, Tt) or P(x; A, —T ™) instead of P(x;A,—T~,T%). For
any r > 0 we define the parabolic ball
P(x;r):=P(x;r, —r2, r2)
and the backward (—) and forward (4) parabolic balls
P=(x;r) = P(x;r,—r?), PT(x;r) = P(x;r,r).
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Note that if P(x; A, —T~,T™") is unscathed, then it is a product domain of the
form Bg, (x, A) x ([t(x) =T, t(x)+TT1NI). We emphasize that P (x; A, =T, T™T)
can be unscathed even if [t(x) — T, t(x) + T ] ¢ I, that is when it hits the initial/fi-
nal time-slice earlier than expected.

Next, we consider maps ¢ : U — M’ between a subset U C M of a Ricci flow
spacetime (M, t, 9, g) over an interval I and a Ricci flow spacetime (M, t, 9y, g)
over an interval I’.

Definition 9.7 (Time-preserving and time-equivariant maps) We say that ¢ is time-
preserving if t' (¢ (x)) = t(x) forall x € U.

Definition 9.8 (Time-slices of a map) If ¢ : M D U — M’ is time-preserving and
t € 1, then we denote by

¢ :=ly, : Uy — M, c M’
the time-z-slice of ¢.

Definition 9.9 (3¢-preserving maps) Suppose that ¢ : U — M’ is a differentiable
map defined on a sufficiently regular domain U C M. If ¢,.9¢ = 9}, then we say that
¢ is d¢-preserving.

Lastly, consider a function # € C 2(M ) on a time-slab of a Ricci flow spacetime
(M, t, 8¢, g), where I’ C I is a non-trivial interval.

Definition 9.10 ((Conjugate) Heat operator) We define (u, (*u € CO(M ) by
Ouy := (3¢ — Ag,uy, O%u; := (=3¢ — Ag, + Rg .

If Ou = 0 or O*u = 0 then u is said to satisfy the heat equation or conjugate heat
equation (with background metric g), respectively.

9.2 The regular part of a metric flow

Let X be a metric flow over some left-open interval / C R. We will now introduce
the notion of regular points.

Definition 9.11 (Regular points) A point x € X is called regular if there is a manifold
M’', asubinterval I’ C I thatis a neighborhood of t(x) in I, a Ricci flow (M’, (g/)ser’)
and map ¢ : M’ x I’ — X such that the following holds:
(1) xepM' x I').
(2) ¢ is a homeomorphism onto its image and the image ¢)(M’ x I’) is open in X.
Here we consider the natural topology on X (see Sect. 3.6).
(3) For any t € I’ we have ¢;(M’) := ¢ (M’ x {t}) C X; and ¢; : (M/,dg;) —
(&X;, dy) is a local isometry.
4) Iior any uniformly bounded heat flow (u,),.j on X over a left-open subinterval
I C I, the family of functions (u; := u; o ¢), .y is a smooth solution to the heat
equation Ou’ = 0 on M’ with background metric g;.
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(5) For any conjugate heat flow (u;) eron X over a rlght—open subinterval 7 C I,
we have ¢ u; = v, dg, forallt € I where v/ € C® (M’ x I) is a smooth solutlon
to the conjugate heat equation [J*v’ = 0 with background metric g;.
We define the local dimension at x as follows: dimx := dim M’. Note that due to
Property (3), dim x is well defined.

The following is the main result of this subsection. In short, it states that the set of
regular points R is a Ricci flow spacetime and it establishes some basic properties of
R.

Theorem 9.12 Let R C X be the set of regular points of X. Then R is open with
respect to the natural topology on X and there is a smooth structure on R that is
compatible with the subspace topology and with respect to which t|g is smooth.
Moreover, there is a smooth vector field 3¢ on R and a smooth metric g on Kerdt|r
such that:

(a) (R, t, 04, g) is a smooth Ricci flow spacetime over 1.

(b) For any t € I the length metric dg, of g, is locally equal to the restriction of d;
to Ry = X N'R. Le. for any x € R; there is a neighborhood x € U C R; such
that dg,luxu = diluxu.

(¢) For any uniformly bounded heat flow u : X;p — R on X over any left-open
subinterval I' C I the following is true: ulR,, is smooth and we have Ulu =
O¢—DNu=0o0onRy.

(d) For any conjugate heat flow (u;);c; on X over any right-open subinterval I' C
I the following is true: We have dju, = v, dg on R, for all t € I', where v €
C®(R ) satisfies the conjugate heat equation (1*v = (—9¢ — A+ R)v =0 on
Ry

(e) Subsets of R that are compact with respect to the subspace topology on R are
closedin X.

(f) There is a continuous function

K:{(x;y) e X xR : tx)>t(y)} — R,

such that for any s,t € I, s <t, x € X; we have dvy.; = K(x;-)dgs on Rs.
Moreover, for any x € X;, the function K (x;-) : R<; — R4 is smooth and the
map x + K (x;-) is continuous in the C.-topology. K restricted to {(x; y) €
R xR : t(x)>Wy)}is smooth. For any y € R the function K (-; y) is a heat
flow on X~ and satisfies UK (-; y) =0 on R~;.
Assertions (a)—(c) uniquely determine the smooth structure on R, as well as the ob-
jects o, g

We can therefore define:
Definition 9.13 (Regular part of a metric flow) If X’ is a metric flow, then the set of
regular points R C X is called the regular part of X'. Moreover, we denote by d¢, g
the vector field and metric on R that satisfy Assertions (a)—(f) of Theorem 9.12. We
denote by S := X'\ R the singular part of X.
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Definition 9.14 (Heat kernel on a metric flow) If X is a metric flow, then the function
K from Assertion (f) in Theorem 9.12 is called the heat kernel on X.

As before, the objects R, d¢, g, K will inherit the decorations of X'. So, for ex-
ample, the regular part of a metric flow X"/ will be denoted by R’/, which is be
equipped with a,i’l, g"" and a heat kernel K.

We will need the following lemma for the proof of Theorem 9.12 and for the
remainder of this section. We will often refer to this lemma as “standard parabolic
estimates”.

Lemma 9.15 For any n,m € N, o > 0 there is constant Cp,(n, o) < 0o such that the
following holds. Let M be a Ricci flow spacetime whose time-slices have dimension
n, x € M; be a point and r > 0 a scale such that the ball B(x,r) C M; is relatively
compact and has volume |B(x,r)|g, > ar". Let moreover t € (0, r2land my, m > 0.
(@) Suppose that the forward parabolic neighborhood P+ := P(x;r, T) C M is un-
scathed and that |Rm| < r=2 on P*. Consider a smooth function v e C®(P1)
satisfying the conjugate heat equation [(1*v = 0 and the bound fPT lvpgldgy <1
t

forallt' €[t,t+r*]. Then on P(x;r/2,r?/4) we have

mi+2my

my M2 —n—mi—2m m—mj—2m m

IV 0{" 0] < Cony oy " T A Congamy Y, Sup T TRV .
m=0 Pt;r

Ift= r2, then the last term can be omitted.

(b) Suppose that the backward parabolic neighborhood P~ := P(x;r,—1) C M
is unscathed and that |Rm| < r~2 on P~. Consider a smooth function u €
C°(P7) satisfying the heat equation (u = 0 and the bound |u| < A < oo.
Then on P(x;r/2, —r2/4) we have

mi+2my
m — _ — _
|leat 2ulfcm1+2m2Ar " 2m2+cm|+2mz E Suprm " 2m2|vmut—r-
m=0 PtJr
= -7

Ift= r2, then the last term can be omitted.

Proof Suppose first that in Assertion (a) we have |v| < A on P™ N P+ (x; .9r). Then
both Assertion (b) follows using standard parabolic regularity theory (see for example
[40]) and in Assertion (a) we get

my+2my
IV 0¢"20] < Conyramy Ar™™ 7" 4 Coryyomy, Y, sup r™ T2V ],
m=0 P:FT
where the last term can be omitted if T = 2.
It remains to establish a C%-bound on v over P+ N P*(x;.9r) in Assertion (a).
For this purpose, suppose that M = Pt =M x [t,t + 1] and define b: Pt — [0, 1]
by

b(x' 1) :=(9— rd, (x, x’))+r_2(t +r2—1).

@ Springer



Compactness theory of the space of Super Ricci flows 1245

We claim that there is a constant C*(n,«) < oo such that we have on PT N
Pt (x,t;.9r)

lv| < C*max {b™", sup|v|(-, 1 + 7)},
M

where the supremum can be omitted if T = r2. To see this, consider a point (x', ) €
M x [t,t + 1), where |v|/ max {b‘”, supy [v|(-, t + ‘L')} attains its maximum Z and
set

r'i=bx', 1), r”::min{r’,\/t—{—r—t’}.

Then |v| < 10Jv|(x’, ") on PT(x’,t’;2¢cr’) N PT for some universal constant ¢ >
0. By our previously established derivative estimates, this implies that |Vv| <
C'(n, )" "|(x',t") on PT(x,t";cr”). Tt follows that for some ¢’(n,«) > 0
we have |v| > %|v|(x/, t"y on B(x’,c'r"”). On the other hand, we obtain for some
"(n,a) >0

'

1> / I, 1)dgr = ol ) BG, )y, = ol (e ) (Y
M

Now let 0 < B < 1 be a constant whose value we will determine later. If »”’ > Br’ =
Bb(x’', 1), then this implies that 1 > ¢” 8" (|v|b")(x', t') > ¢”B" Z, which implies an
upper bound on Z in terms of n, &. Next, assume that r”” < Br’, which implies r” =

Jt+1—1t.Letv:=v/v(x’,t"). Then
T )=1, @<l on P&.t'ip 7. (")),

supy [VIC 1 +7) _

S 4! 1IN2
Bl + 0% = =0 <

By a standard limit argument (after parabolic rescaling by (r")~2), we obtain that if
B <pB,then Z < Z(n, @). O

Proof of Theorem 9.12 The proof relies on the following claim:

Claim 9.12.1 Consider two manifolds Ml.’, subintervals Ii/ c I, Ricci flows
(M], (&{J)tel,.’) and maps ¢; : M} x Il — X, i = 1,2, that each satisfy Prop-
erties (2)—(4) of Definition 9.11 and whose images intersect in a subset U :=
GL(M| x I)) N a(Mb x I5) C X. Then x :=¢5 ' o $lg1 @ o7 (U) — o5 1 (U)
is smooth and d¢-preserving when viewed as a map between Ricci flow spacetimes.

Proof Due to Property (2) of Definition 9.11, the map x is a homeomorphism
and by Property (3), for any (xo,7) € M| x I{ there is a product neighborhood

(x0,70) € M{ x I’ C ¢1_1(U) such that x” := X|pyscry can be expressed as a fam-
ily of isometries onto their images (x;" : (M{, g;/,z|M;’) — (M5, gé,z))tel{" So x/
smooth for all r € I{'. It remains to show that x;” is constant in 7. To do this, we may
assume in the following that (M, (g/l,t)IEIf) =M, (gi,,t)telf/) and x = x”.

is
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Let 7 € I{ and consider a compactly supported, smooth function & € C2°(M}). Let
u : X7 — R be the heat flow with initial condition uy = o ¢>£ »} on ¢y 7(M}) C X;
and 0 on X\ ¢, 7(M}). By Property (4) of Definition 9.11 the functions u; :==uo¢; :
M x (I} N [7,00)) = R, i = 1,2, are smooth solutions to the heat equation when
restricted to the interior of their domains. By Proposition 3.34(f) and Property (2)
they are also continuous on their entire domain. Moreover, since y; is smooth, we
also know that u; 7 =1 = u, 7o x7is smooth. So by local parabolic regularity theory
(see also Lemma 9.15), u1, up are smooth solutions to the heat equation on their entire
domains. Therefore, in summary, for any 7 € [ { and W € C°(M)) there are smooth
solutions to the heat equation u; € C*°(M] x (I/ N [7,00))) such that uy = % on
M, x {tYand u; =ur0 x on M x (I N[f, 00)). It follows that on M x (I N[r, 00))

0y (Uz,t o X)) = atul,t = Agl,,ul,t = (Agz,,uz,z) o Xt = (8tu2,t) O Xt-

Applying this identity to the heat flows corresponding to n := dim M| = dim M}
functions 1, ..., u, € C°(M{) that form a coordinate system near a given point
implies that for any (¥,7) € M| x I{ there is a ' > 7 such that [1,7) — M}, t
x: (X, 1) is constant. By continuity, this implies that y, is constant in ¢, which finishes
the proof of the claim. g

Due to the Claim, the inverses of the maps ¢ from Definition 9.11 form a smooth
atlas on R such that t| is smooth. Moreover, the push-forwards via ¢ of the vector
fields corresponding to the unit vector fields on the intervals I’ define a smooth vector
field 3¢ on R. Similarly, the push-forwards of the flows (g;) via the maps ¢ define a
smooth metric g on kerdt| . To see that R is Hausdorff, note first that any two points
in different time-slices can be separated by open subsets since t is continuous. On the
other hand, for any ¢ € I, Property (3) of Definition 9.11 implies that the subspace
topology on R, = RN &; C X agrees with the topology induced by d;|g,. So points
in the same time-slice can be separated as well. To see that R is second countable, fix
a countable dense subset S C X" using Proposition 3.34(i) and consider the collection
of all maps ¢ : M’ x I' — R from Definition 9.11 with the additional property that
the endpoints of I’ are rational or lie in 3/ and for some ¢ € I’ the image ¢;(M') C R,
is a distance ball of rational radius around a point in S. Note that any two such maps
¢i : M x I - R with I{ = I} and with the property that ¢, (M) = ¢, (M) for some
t € I{ we have ¢1 (M| x I}) = ¢2(M} x I}) by the Claim. So the collection of images
of these maps is countable and it can be seen using the Claim that they cover R. This
finishes the proof of Assertion (a).

Assertions (b)—(d) are direct consequences of Definition 9.11. Assertion (e) fol-
lows from the openness of images in Definition 9.11(2) via a covering argument.
The existence of the function K and the smoothness of K (x;-) for any x € & in
Assertion (f) is a consequence of Assertion (d). By Proposition 3.34(c), for any se-
quence x; —> Xoo € A and t < t(xoo) We have K(x;;-)dg; — K(xoo; )dg; in the
Wi-sense. Since by standard local derivative estimates, the functions K (x;; -) are lo-
cally uniformly bounded in any C"-norm on R (see also Lemma 9.15), this implies
that K (x;; -) — K(xeo:-) in Cp. and that K is continuous. Next, fix some y € Ry.
Then for any small r > 0 and any two times t1,7 € I, s <t <1, and x € &}, we
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have

/ K(X;y/)dgs(y/) = Vx;s(B(y’r)) =/ Vx/;s(B(y’r))de;ll (x/)
B(y,r)CRs

Xy

_ / / K5 y') dgs (v )dvaar, ()
X, JBGrcR,

= / / K(x/§ y/) de;tl (x/)dgs(y/)-
B(y.,r)CRs J &y

Letting » — 0 implies that for almost all y € R

K(x;y)= / K (x5 y)dvy; (x1).

1

Since both sides are smooth in y by local derivative estimates, this implies that we
have equality everywhere and therefore K (-; y) is a heat flow. Next, fix some y € X
and t* > t(y). By Lemma 9.15 applied to the conjugate heat kernels (v,.;) near y we
have K(:;y) < C(y,t*) on X>s«. So by Assertion (c), K (:; y) is smooth on R~ (y)
for all y € X and solves the heat equation. Lastly, consider the restriction K’ of K
to {(x,y) e R xR : t(x) > t(y)}. We have already shown that K’ is smooth in
the first and second variable each. By local derivative estimates we obtain that differ-
ence quotients in one variable converge locally uniformly in the other variable. Since
difference quotients in one variable still satisfy the heat equation or conjugate heat
equation in the other variable, this local uniform convergence implies local smooth
convergence. This shows that K’ is smooth.

For the uniqueness statement, note that any inclusion map of a product domain on
‘R satisfies the properties of Definition 9.11. So if we could find two different smooth
structures or Ricci flow spacetime structures on R, then we could apply the Claim to
two such inclusion maps coming from each structure. g

9.3 Properties of the regular part

In this subsection, we establish some properties of the regular parts of H-concentrated,
almost always intrinsic metric flows, which will become useful later. We first state all
results; the proofs can be found towards the end of this subsection.

The first result concerns the behavior of the conjugate heat kernel near regular
points. It shows that conjugate heat kernels cannot move too fast in regions where the
curvature is bounded.

Proposition 9.16 Consider an H-concentrated and almost always intrinsic metric
flow X over a left-open interval 1 with regular part R C X. Letr > 0, t1,1p € I,
t <, x € &}, and assume that the parabolic neighborhood P := P (x;r, —(t — 1))
is unscathed and |Rm| < r=2 on P. Then:

(a) Iftp—11 < Ar2, then we have

X,
dy Gxy» Vi) < C(H, AW —11.
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(b) Supposethatty —t1 < c(H)r?, and that x (1)) € Xy, is an H-center of some point
veX,. Thenye P CR and

d,(x,y) < C(H)\/ty — 1.

In the next proposition we study the relation between the length metric d, induced
by the Riemannian metric g; on each time-slice R; and the restriction of the metric
d; to Ry C &;. If X is intrinsic at time ¢, then the following properties are trivial. The
key point of the proposition is that these properties even hold if & is not intrinsic at
time £.

Proposition 9.17 Let X be an H-concentrated and almost always intrinsic metric
flow over a left-open interval I and consider its regular part R C X. Forany t € I,
X,Xx1,Xx2 € Ry and r > 0 the following is true:

(@) d; <d,.

(b) If there is a compact subset K C R; with the property that any path in R,
of (Riemannian) length < d;(x1, x2) between x1, xa is contained in K and if
limy = dg, (x1(t'), x2(t")) = dg, (x1, x2), then dg, (x1, x2) = d; (x1, X2).

(¢c) If the ball By, (x,r) C R, around x of radius r with respect to the Rieman-
nian metric g; is relatively compact in R;, then Bg, (x,r) = B(x,r), where
the latter ball is taken with respect to d;. Moreover dg, (x,y) = d;(x,y) for all
y € B(x,r).

‘We also obtain:

Proposition 9.18 If X is an H-concentrated metric flow with regular part R C X,
then dimx < H/4 forall x € R.

Let us now present the proofs. The logical dependence of the following proofs is
somewhat convoluted. We first show:

Lemma 9.19 Proposition 9.16 holds if C is also allowed to depend on dimx and if
for Assertion (b) we assume that X is intrinsic at time t| or Proposition 9.17(c) holds.

Proof Let n := dimx. To prove Assertion (a), we may shrink » and assume that with-
out loss of generality 1, — 11 > r2. After parabolic rescaling and application of a time-
shift, we may assume that» = 1,¢; =0, 1, := T, where 1 <T < A for Assertion (a).
Write (i)re0,1) = (Vx;r)refo,7) Tor Assertion (a) or (is)ref0,7) := (Vy;r)refo, 1) for
Assertion (b). Then du; = v, dg; on R; for some v € C*°(Ryo,1)) with O*v =0.

Claim 9.19.1 There is a constant 0 < c{(n, A) < co(n, A) < .1 such that for any x" €
By, (x,.5) andt €]0,T)

1o(Bgy (x'(0), c0)) = c1pus (Bg, (x' (1), 1)), By, (x'(1),co) C P(x; .1, =T).
Proof Fix x" € By, (x,.5) andlet P’ := P(x’;.1,—T). By [7, Lemma 9.13] there is a

compactly supported function u € C?(P’ ) and constants 0 < c1(n, A) < co(n, A) <
.1 with the following properties:
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(1) Ou <0 in the barrier sense.

2)0=<uc<l.

(3) Forall ¢ € [0, T] we have suppu; C By, (x'(t),co) C P(x';.1,=T) and u > ¢
on B(x'(1), c1).

We can view u as a function on Xjp, 7] by extending it by O outside of P’. Then in the
barrier sense

d

d
PT x, urdp, = 7 /Rt uvrdg = /Rt ((Dut)vt - ul(D*UZ))dgt <0.

It follows that for any ¢ € [0, T')
10(Bey (' (0). c0)) = /X wodpo > /X wrdps > e (B (0, c)). O
0 1

Using Theorem 8.2, we can pick a sequence of times ¢/ 7 T at which &’ is intrin-
sic.
Let us now show Assertion (a). Choose a sequence of H-centers x;" € X,i* of x.
By Proposition 3.34(g) we have x; — x, which implies that for large i
xf € By, (x(t). €1/2) = B(x (1), c1/2). ©.1)

So by Lemma 3.26, the Claim and the fact that dy < dg, on Rq we have

120(B(x(0), €0)) = 120(Bgy (x(0), €0)) = c114s (B, (x (1), 1))
=cir (B, en) = cup (BGT', €1/2)) —— e
Soif x; € Ap is an H-center of x, then we obtain, again using Lemma 3.26

Ay (8:(0)- Vx:0) < do(x(0), x8) + diy (842 . Viz0)

< C(H,A,n)+ [Var(dzs. vic0) < C(H, A, n).

Next, let us now show Assertion (b). Since Bg, (x(0),co) C P(x;.1,-T) N Ay C
Ry is relatively compact in Ry, the extra assumption in the lemma allows us to con-
clude that

B(x(0), co) = By, (x(0), co), 9.2

because this is true if Ay is intrinsic or it follows from Proposition 9.17(c).

Our first goal is to show that y € By, (x,.99). Suppose by contradiction that
dgT (x,y) >.99. Choose H-centers y; € Xt* of y. By Proposition 3.34(g) we have
y; — y. So by Theorem 9.12(e) we have y/ ¢ P(x; .98, —T) for large i. Therefore,
by Lemma 3.26 we have for large i

I (Bgtl_* (x (), .96)) = p;x (B(x (1), .96)) < 1 — ;2 (B3}, .01)) - 0. (9.3)
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Next, let T > 0 be some small constant whose value we will determine later and
suppose that T < t. Then

10(Xo \ B(x(0), o)) < ¢; > Var(uo) < ¢y *Ht < C(H,n)t.

Using the Claim and (9.2), this implies that for any x’ € Ry with dgr (x, x')=.49
andr€[0,T)

i (Bg, (X' (1), 1)) < cl_luo(Bgo (x'(0), c)) < Cl_lﬂo((BgT ', .1)(0))
< o7 o (X \ (Bgy (x, .1)(0)) < ¢ 110 (Xo \ By (x(0), co))
= ¢y 1o(Xo \ B(x(0),co)) < C(H,nm)t. (9.4)

Using standard volume comparison and distance distortion estimates, we can find
points x{, ..., x) € Ry with dg, (x, x}) = .49 such that for some constants ¢ (n) >
0, Ca(n) < oo we have N < Cp and

N
U:=P(x;49+ 0, —T)\ P(x; 49, -T) | ) | By &), c0).
j=1€[0,T]

Together with (9.4), this implies that for some C3(H,n) < oo we have for all 7 €
[0,7)

ue(Ur) < C3t. 9.5)

Using [20, Lemma 5.3] and standard distance distortion estimates, we can con-
struct a function w € C°(P(x; 1, —T)) such that:
(1 o<w<l.
2) w=1on P(x;.1,-T).
3) dtw=0.
@ [Vwl, [V?w| < Co).
(5) supp [Vw|, supp |[V*w| C U
(6) suppw; C B(x(t),.96) for ¢ closeto T.
We may view w as a function on &[p, 77 by continuing it by 0 outside of P (x; 1, —T).
Then, using (9.5),

d d
dr X wydp = ar /Rt wv dgr = /Rt ((Dwt)vt - wt(D*vt)) dg:
= —/ Aw;vedg > —C(H,n)t.
t
So by (9.2) and (9.3)

1o (B(x(0), c0)) = pro(Bgy (x(0), c0)) < / wodpo

Xo
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<C(H,n)t*+ / wyr dpr — C(H, )t
4 L j—00

t*
1

However, this implies that
cg(1 = C(H,n)t*) < Var(uo) < Hr,

which gives us a contradiction for T < T(H, n).
Soy € B (x,.99) C Ry if T <7T(H,n). We can now apply Assertion (a) to y,
which gives

do(x(0), y(0)) < d;? (8x(0)> Vy;0) + d;"‘;]o (vy;0, 8y(0))

</ Var(8,(0), vy:0) + C(H, )T < C(H,m)NT.

Assuming T < c(H, n), this implies that dy(x(0), y(0)) < .5, so
dr(x,y) <dg, (x,y) < C(n)dg,(x(0), y(0)) = C(n)do(x(0), y(0)) < C(H,m)V'T.

Note that the equality holds due to the extra assumption in the lemma. This finishes
the proof. g

Proof of Proposition 9.17 To see Assertion (a), note that by Theorem 9.12(b), the met-
rics d; and d,, are locally equal on R,. Since dj, is a length metric, we obtain d; < d, .

Next, consider two points x1, x; € R; as in Assertion (b). Using Theorem 8.2,
we can find a sequence of times ¢/ /'t at which X’ is intrinsic. Choose H-centers
x;’“i,x;i € X,i* of x1,x2. Then by Proposition 3.34(g), x;’"i — x1,; and x;i — X3.
Moreover,

X* X*

¥ ] 1
dti* (xik,,'a x;,') = dwll (8)‘?,1' , Vxl;t,.*) + dle (vxl;ti*v sz;tl.*) + dwll ( sz;tl.*, szl.)

=./ Var(ax;“l. , "'xl;t,.*) +d;(x1, x2) + N Var(vxz;t,.*a 8x;’,.)
< 2,/H(t —1tf . .
<di(x1,x2) +2,/H(t — 1 )mdr(xl,xz) 9.6)

By our assumption and an openness argument, there is a small ¢ > 0 such that for
large i there is a compact subset K; C R+ with the property that any path in R of
length < d;(x1, x2) + € between xT,[, x;i’ lies in K;. Since X is intrinsic at time tr,
we obtain using (9.6) that for large i

dg,s (xik,i’ X5) = dt,-* (xik,i’ X3)-
1

On the other hand, by assumption dgﬁ (xfi,x;i) — dg, (x1,x2), which implies

dg, (x1,x2) < d;(x1,x2). So by Assertion (a) we have dg, (x1, x2) = d;(x1, x2).
Lastly, we prove Assertion (c). Assertion (a) implies that By, (x,r) C B(x,r), so
we need to show the reverse inclusion. Let y € B(x, r). Choose again a sequence of
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times #* /'t at which &’ is intrinsic and pick H-centers x;', y; € Xy of x, y. Asin
(9.6), we obtain that

limsup d; (x5 <di(x,y) <.
11— 00
Since x — x we obtain that y* € R for large i and that there is some 7’ > 0 such
that for large i the parabolic neighborhood P; := P (y7(t); r',—(t— t¥)) C R exists,
is unscathed and |[Rm| < (r)~% on P;. So by Proposition 9.16(b) via Lemma 9.19
we have y € R;. Note here that the extra assumption in Lemma 9.19 is satisfied
since A is intrinsic at time #/. As in the proof of Assertion (b) this implies that
dg. (x}, y7) = dpx (x7, yF) < r for large i and

dg,(x, y) = lim dg.. (¥ < di(x, ).
So, again by Assertion (a) we have dg, (x, y) =d;(x, y). O

Proof of Proposition 9.18 Fix some x € R;, and set n := dim x. After application of a
time-shift, we may assume without loss of generality that 7y = 0. Denote by X* the
flow that arises by parabolic rescaling X" by a factor of A > 0. Write d vi; = vt)\ dgt)‘
for some v* € C oo(R);O) with O0*v* = 0. Take a local blow-up limit for A — oo near
x. Then the metrics g* near x converge to the constant Ricci flow on R” and, after
passing to a subsequence, v* converge to a smooth solution v>®° € C®(R"” x R_) to
the backwards heat equation (—d; — A)v*> = 0 due to the bounds in Lemma 9.15.
Using Proposition 9.16(a) via Lemma 9.19 and Lemma 3.26 and passing to the limit
we have fR,, v°dgeuct = 1 for all t < 0. Due to the H-concentration condition, we
also have for all t <0

Var(vfo dgeuct) < Ht|.

It follows that v™° is the standard Gaussian backwards heat kernel and by the compu-
tation in Example 3.48 we have for all r < 0

4n|t| = Var(vfo dgeuc) < HIt|.
This finishes the proof. O

Proof of Proposition 9.16 By Proposition 9.18 we have dimx < H/4. Moreover,
Proposition 9.17(c) holds. So Proposition 9.16 follows from Lemma 9.19. O

9.4 Smooth convergence on the regular part

We will now analyze the convergence of the regular part in an [F-convergent se-
quence of metric flow pairs. For this subsection, we fix a sequence of metric flow
pairs (X', (});¢si), i € NU {oo}, that are fully defined over intervals /' C R. We

will assume that X" is almost always intrinsic for all i € N and H-concentrated for
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all i € NU {oo} for some uniform H < co. We will also assume that all intervals i
i € NU {00}, are left-open. Suppose that there is a correspondence

¢:= ((Zu d[Z)IEIOOv (‘Pf);g[ﬁ-i,,'eNu{oo})

between the flows X%, i e NU {oo}, over I°° such that

. . F,¢
(X', (Up)sepi) ————> (X%, (17%)rer=) 9.7
1—> 00
on compact time-intervals. We also assume that if 7, := max /*° exists, then all
flows X, i € NU {00}, are intrinsic at time #p,x and the convergence (9.7) is timq—
wise at time fmax. The most interesting case will be the case in which the flows X L
i € N, are given by smooth Ricci flows of the same dimension, which implies R' =
X

By Theorem 8.3, the limit A’ * is also almost always intrinsic. Let R! C X' be
the regular part of X", i € NU {00}, and write du' = v'dg" on R}, . where
vl G Cm(Rl]\{tmﬂX}).
Definition 9.20 We say that the convergence (9.7) is smooth at some point xoo € X'
if the following is true. There is a scale r > 0 and points x; € X" such that x; — xoo
within € (in the sense of Definition 6.10° ) and such that for large i we have x; € R',
the two-sided parabolic ball P(x;; r) C R' is unscathed and we have

sup |Rm| <r~2, liminf|B(x;, )| > 0.
P(xiir) i—00

If t(X00) = fmax = max I>°, then we require in addition that for large i the function v’
can be smoothly extended onto the entire parabolic neighborhood P (x;; r) such that
we still have du’ = v’ dg' and for all m > 1 we have limsup;_, o, SUPB(x;.r) |Vl | <
oo and there is no r’ € (0,r) and sequence of points x. € B(x;,r) such that
B(x],r") C B(x;,r) and liminf;_, oo p¢(x;) (B(x, 7)) =0.

Denote by R* C X' the set of points at which the convergence (9.7) is smooth.
The following is our main result of this subsection. It states that R* is an open subset
of the regular part R*° C A’* and that the convergence (9.7) can be understood via a
sequence of diffeomorphisms between an exhaustion of R* and a sequence of open
subsets of R'. This is similar to the characterization of smooth Cheeger-Gromov
convergence.

We remark that, a priori, we may have R* C R°°, i.e. smooth convergence may, a
priori, not hold at all points where the limiting flow is smooth. An analogous example

SWe will often write “Xj = Xoo within €” instead of
¢, J
Xj —— Xoo-

Recall that this notion of convergence means that we have convergence of the conjugate heat kernels
(vx; 1) = (Vxy;r) Within &; it is weaker than strict convergence in the sense of Definition 6.12.
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illustrating this potential phenomenon, would be given by a sequence of rescalings of
an asymptotically flat Riemannian manifolds, which Gromov-Hausdorff converges to
Euclidean space. In this case, the entire limit is smooth, while smooth convergence
only holds on the complement of the origin. We will see, however, in [8] that under
relatively mild non-collapsing conditions (which, for example, are implied by R* #
#) we do have R* = R*>°.

Theorem 9.21 R* is open and we have R* C R*>. Moreover, we can find an increas-
ing sequence Uy C Uy C --- C R* of open subsets with | )72, U; = R*, open subsets
V; C RE, time-preserving diffeomorphisms V; : Uy — Vi and a sequence g; — 0 such
that the following holds:

(a) We have
Iy g — 8%l ey = 5
Iy 0y — 0N i1, S 600
"o v = vl =

(b) For U :={(x;y) €U; x Ui : t(x) > t(y) — &}, VI 1= {(x; y) € Vi x Vi

t(x) > t(y) — &} and wi(Z) = (Y, ¥i) : Ul.(2) — Vl.(z), we have convergence of
the heat kernels

) .

w2y K — K= e oo, <800

(c¢) Let xo0 € R* and x; € X'. Then we have x; — Xoo within € if and only if x; €
Vi CR! for large i and 1/fi_l(x,') — Xoo in R*.

(d) Ifthe convergence (9.7) is time-wise at some time t € [*° for some subsequence,
then for any compact subset K C R?° and for the same subsequence

sup  df (¢! (Y (x)), 9°(x)) —> 0.
xeKNU;

(e) Consider a sequence of points x; € X1 such that x; — Xxeo € X within €. Then
on R*

) Cr
YK (i) —— > K% (01 ).

(f) Consider a sequence of conjugate heat flows (u;’[),el,-’,qo on X', i e NU{oo},
for ty € I such that

/ ( /
(I’Li,t)teli,t<to ; > (Koo rel™ t<ty-
11— 00

Write d,u;J = dg' on R fori e NU{0o}. Then on R*

0
/ Cloc
4 .
v, oY ————
11— 00

Voo
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Remark 9.22 1If R* = X*°, then Theorem 9.21 combined with the compactness the-
ory from Sect. 7 essentially recovers Hamilton’s compactness theory for Ricci flows
with bounded curvature [31].

The proof of Theorem 9.21 relies on the following lemma, which can be viewed
as a local version. The last statement of the following lemma will be a byproduct of
the proof and will be needed in the next subsection.

Lemma 9.23 Let xoo € R* and consider a scale r > 0 and a sequence x; € X as in
Definition 9.20. Then xo, € R°° and there is an open product domain xo, € U C R*®
with U C R*. For large i there are time-preserving and d¢-preserving diffeomor-
phisms y; : U — V; C R and a sequence &; — O such that Assertions (a), (c), (e),
(f) of Theorem 9.21 hold for U; := U and for large i. Here, the sequence of points in
Assertions (c), (e) can be different from the sequence x; in this lemma, but we require
that the limiting point in Assertion (c), which is called xoo, lies in U.

Moreover, consider some constant o > 0 such that liminf;_, o v (x;) > « if
t(Xo00) 7 sup I and such that r €[o, '], H <o~ and liminf;_, » | B(x;, r)|gux,-) >
o. Then there is a universal constant ry = ry(a) > 0, which depends continuously on
a such that the two-sided parabolic ball P(xo0; r+) C R* is unscathed and we have
P(xoo; ) CU.

Proof Fix r,a > 0. Let r, € (0, r) be a constant whose value we will choose in the
course of the proof by imposing conditions of the form r, <7,(«), where the latter
will always denote a generic constant depending only on «. By Proposition 9.18 we
have n; :=dimx; < H/4 for large i. Set M} := B(0, r,) C R" and x; := 0 € M and
use the exponential map to choose diffeomorphisms ¢; : M = B(xj,ry) C Ri(x;) C
X with o, (xl( ) = x; for large i. Using the flow of the vector field 3¢ on R/, we
can extend ¢; to time-preserving and Bi-preserving embeddings ¢; : M x I' — R,
where I’ := (t(x;) — r2,t(x;) + r2) N I°, such that ¢; (-, t(x;)) = ¢;, implying
¢ (x], t(x;)) = x;.

Before continuing with the proof, let us first explain that, without loss of gener-
ality, we may in the following always pass to a subsequence of the given sequence
of metric flow pairs. To see this, note first that the statements of the lemma charac-
terizing the limiting flow, i.e. that xoc € U C R, are not affected by such a step.
Moreover, n := dim(xs) is uniquely determined by the metric flow X°°. Assume for
a moment that xo, € R°. To see that the other statements of the lemma still follow
even if we only prove them after passing to a subsequence, note that we can apply
our proof to an arbitrary subsequence of the given sequence of metric flow pairs. So
if one of the convergence statements in Assertions (a), (c), (e), (f) was violated, then
we could apply our proof to a subsequence with the property that any further sub-
sequence still violates this convergence statement and obtain a contradiction. To be
more precise about this, we will now provide a brief overview of the following proof
and discuss the effects of passing to a subsequence in the middle of our arguments.

In the course of the proof, we will construct a smooth time-preserving and
d¢-preserving diffeomorphism onto its image ¢oo : M’ x I — R, where M' =
B0,ry) CR", I' := (t(xo0) — 2, H(Xoo) + 12) N 1%, $oo(x)y, t(Xoo)) = Xoo and
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re = ry(a) > 0. The map ¢ will arise as a limit of a subsequence of the maps
¢i: M) x I' > R' C X', and it will follow that n; = n = dim(x«o) for large i. Since
we could have started our proof with an arbitrary subsequence of the given sequence
of metric flow pairs and since n is independent of this subsequence, we must have
n; = n for large i for the original sequence. Next, we will set U := ¢oo (M’ x I') and
define y; := ¢; oq)o_o1 |y . We will show that the maps ; : U; :=U — V; :=¢;(U) C
R satisfy Assertions (a), (c), (e), (f) of Theorem 9.21 for some &; — 0 after passing
to a subsequence. More specifically, our proof will imply that given any subsequence
of these maps, we can pass to a further subsequence such that Assertions (a), (c),
(e), (f) of Theorem 9.21 hold for some &; — 0. Suppose now that the maps W don’t
satisfy Assertions (a), (c), (e), (f) of Theorem 9.21 for any &; — 0 if we don’t pass
to a subsequence of the given sequence. For each i € N choose ¢; € (0, co] minimal
such that Assertion (a) holds. If we didn’t have &; — 0, then we could choose a sub-
sequence such that ¢; > ¢” > 0, which would contradict the fact that Assertion (a)
holds for some ¢; — 0. Similarly, if Assertions (c), (e), (f) were violated for a se-
quence of points or a conjugate heat flow, then we could pass to a subsequence with
the property that this violation persists for any further subsequence, in contradiction
to what we will show. Lastly, the fact that U C R* follows from Assertion (¢). So in
summary, in the following we are free to pass to a subsequence of metric flow pairs,
as long as we choose r, only depending on «.

Let us now begin with the actual proof. By F-convergence and Lemma 6.3 we
can pass to a subsequence, such that for some set of measure zero Eo, C I the
convergence (9.7) restricted to the subsequence is time-wise at any ¢ € [\ Ex.
Then by Lemma 6.9

; w
(@) it ﬁ (@07 seMhoo,t forall tel®\ Eq.

Moreover, we have:

Claim 9.23.1 Considergonjugate heat flows (ﬁi,l)tef on X', i e NU {00}, over a
right-open subinterval I such that

~ [ ~
(i) 17— (Roo,t) ]
11— 00
Then we have weak convergence
(@Dsflit —— (@ Vulloos  forall 1T\ Ex.
11— 00

Moreover, if loo.s € PI(X,OO)for allt €T (ie. Hoo,r has finite dw, -distance to point
masses), then the convergence holds in W1.

Proof This is a direct consequence of Theorem 6.15(b). O

For any i € NU {oo} let El’ C I' be the set of times at which X7 is not intrinsic and
set E':=J{2| El U EJ. Recall that E is countable (see Theorem 8.2) and there-
fore has measure zero. Note that if #,,x = max I exists, then by our assumptions
fmax € I’ \ (Eqo U E).
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Since n; < H /4, we may pass to a subsequence, and assume in the following that
n :=dim(x;) is constant; we will write M’ := M/ and x’ := x] from now on. After
passing to another subsequence, we can use [31] to find a Ricci flow (M’, (g});er7)
on M’ x I’ such that we have local smooth convergence

COC
¢ig —=— ¢
1—00

Write duul =: vi dg! for some v’ € COO(R’ ), v’ > 0. By standard parabolic

I'\{sup I}
estimates, we may also pass to a subsequence such that for some v’ € C°(M'" x I')
with O0*v” = 0 such that

00

C
viog —= v, (9.8)
11— 00

Claim 9.23.2 [f r. <7y (a), then v, is nowhere locally vanishing on M’ forallt € I'.

Proof Suppose by contradiction that v/, locally vanished somewhere on M’ for some
t" € I'. Then by Definition 9.20 we must have t” < sup I and thus t” < sup I’. So by
the strong maximum principle we have v =0on M’ x (I' N [¢", 00)).

Next, consider some time t* € I’ \ (Exo U E'), t* < t(xo0). Let x* € A2° be an
H -center of x. For t* sufficiently close to t(x,) for any H-center y* € X > of any
point y € B(Xco, %r*) we have

X
[Oo(x*vy*)fdwt (Sx* l*)+d (U [*7 yt*)+d (Uy ¥ *)

</ Var(ee, v L) +dE ) (oo, )+ /Var(3, 8y) < 2¢/H (Hxeo) — 1%) + g7

So for +* sufficiently close to t(x) We have by Lemma 3.26

W (B, 1r)) = / VL (BOK, 1)) due () = 1, (Bioo, §72)).

B(Xoo,gr*)
9.9)
By Proposition 9.16(a) and Claim 9.23.1 we have
limsup /% (¢} (xi (1)), 97 (x*))
i—00
Shmsup( W (8x,(t*)a Xi: t*)+d ((‘P;*)*Vx ,*,(90,* )*vfjc;t*)-’-d [* (V ))
1—> 00
< Cy/t(xoo) — t* +limsup  /Var(v® . ., 8,+) < (C + H'/?)y/t(xo0) — 1.

i—00

So for +* sufficiently close to t(x) we have, again by Claim 9.23.1, and (9.9)

i—00

liminf/ (Vi 0 @i 1) d (¢, gl) = liminf ulw (B (x; (%), %V*))
By i (310 ’ im0

i1 8y
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= lminf((pr)u ) (B(@r- (5 (), 374)) = (@F)a ) (B0 (), 372))

=P (BG™, 4r0) = 3050 (B(xso, §74)).

Letting t* /" t(xo,) implies that

/ Vi) D81 = 3H ) (B(oo, 7))
o (', 37%)

t(xoo)

By standard parabolic derivative estimates (see Lemma 9.15), this implies that " >
t(xo0) 4 c(@)r2. So the claim follows after shrinking r, appropriately. g

Claim 9.23.3 If ry <7 (), then the following is true. Foranyt € I' \ (Ex, U E') and
after passing to any subsequence of the current subsequence of metric flow pairs, we
can pass to a further subsequence such that the maps (pg o¢iys: M — Z; uniformly
converge to some map of the form ¢° o ¢oo; : M' — Z;, where ¢oo; : (M', d 1) =
(X, dX) is a local isometry and a homeomorphism onto its image.

Proof Fix t and fix some y € M’ for a moment. We claim that the sequence
<pti (¢i.:(y)) € Z; subsequentially converges to some point in the completion (Z, d[Z )
of (Z, dtZ ). Suppose not. Then we can pass to a subsequence such that for some r’ > 0
the balls B((pf (9i.:(¥)), ") C Z; are pairwise disjoint. Suppose that 7' > 0 is chosen
small enough such that B,/ (y, 2r") C M'. By Claim 9.23.2 we have

im inf((g)) i) (B(] (1.1 ()), 7)) = lim inf 17 (B(¢i.: (1), 7))

:/ v'dg, > 0.
By ")

This, however, contradicts the fact that (¢} ), 1} — (9>°), > in Wy, see Claim 9.23.1.
So after passing to a subsequence, we have convergence (pf (i (V) = z € Z;
and ((¢2°)«u®)(B(z,r")) > 0 for all r' € (0,1). Thus z € supp((¢°)u’®) =
e (X)) C Z.

Fix some countable, dense subset S C M”. By the previous paragraph and after
passing to a diagonal subsequence, we may assume that there is a map ¢oor : S —
A such that forall y € §

01 (910 (M) = 97 (Poos () in Z (9.10)
Since the maps (pf o ¢;; are uniformly locally Lipschitz, ¢oo ; can be extended to M’
and (9.10) holds for all y € M’. The claim follows after shrinking r. Il

Choose a countable, dense subset Q C I’ \ (Eoo U E’) such that ty,x = max I’ € Q
if it exists, apply Claim 9.23.3 for each ¢t € O and pass to a diagonal subsequence.
In doing so, we can construct a family of local isometries and homeomorphisms
onto their images (¢oo, : (M’, dg) — (X°,d))ico such that we have uniform

convergence (pti odis = ¢° 0 oo, in Z; forall t € Q.
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Claim 9.23.4 If r. <T. (), then the following holds for some C* < o0:
(a) Suppose that I C 1" is a right-open subinterval and ([i;,.),j are conjugate heat
flows on X', i € NU {oo}, such that

~ e ~
(Mi,t);el - > (Moo,t),ep
i—o0

Suppose that fiso; € P! (X2°) and write dji; ; = v; dg' on R! for i € N. Then
Viog; >V € C°°(M/ X I) in C22, where 0*V' = 0 and d((Poo.1)*loor) =
v'dg, forallt € QﬂI.

(b) Suppose that Iclisa left-open subinterval and (u;;),.j are heat flows on
X' with |u;] < C < oo that converge to some heat flow (Ueo,1);c7 on X in the
sense that for any sequence y; € X»Iiv with yi = Yoo € XISO we have u;i(y;) —

loc?

Uoo(Yoo). Then u; o p; — u' € C°(M’ x 1) in C, where Ou' =0 and uso,; o
oo =uj forallt € onT.

(c) For any conjugate heat flow (:U*t)zel on X* over a right-open subinterval
T C I there is a smooth function ¥ € C®(M' x 1) with %% = 0 such that
d((poo.t)*Tir) =V'dg| forallt € QN 1.

(d) For any uniformly bounded heat flow (u;),.7on X o0 over aleft-open subinterval
I C I there is a smooth function u' € C*®°(M' x I) with Ou’ = 0 such that
Uy o oos =u, forallt € onT.

(e) Forany y e M' and any t1,t; € Q with t; <ty we have

X
dWll B, () U;Sovfz(y)ltl) <C'Wn—n.

(f) Foranyt e Q,t < t(xc0) we have

XOO
Ay B () V2 1) < C*V/t(xoo) — 1.

(8) Forany 11,1 € Q with ty < 15 the following is true. If y € X;° is an H-center
of some point y» € X° and y{ = ¢poo.r, (¥)) for y; € M' with the property that
ng’l (1, C*/ta —11) C M’ is relatively compact, then y; € ¢oo,(M') and if

Y2 = Goo,, (), then dg, (], ¥5) < C*Jt —11.

Proof In Assertions (a), (b) observe that due to standard local parabolic estimates, the
functions v; o¢; and u; o ¢; are locally uniformly bounded in any C™-norm. Moreover
for any t € Q we have (¥;, o ¢i,t)d((¢i,t)*g;) =d((¢i,))* lit) = d(Poo,)* Hoo,r)
weakly (see Claims 9.23.1, 9.23.3) and u; o ¢, — u?® o ¢oo,; pointwise (see
Claim 9.23.3 and Theorem 6.13). Therefore, both limits are smooth and since Q
is dense, we have v; o ¢ — U, € C®°(M’ x T) and u; o i — ul, € C®(M' x ) in
CX. By comparing the limits for any # € Q we obtain the last statements of Asser-
tions (a), (b).

Assertion (c) follows from Assertion (a), using Theorem 6.13(a) if /i, € P! (X>)
forall t € Q. For the general case, we can either argue as in the proof of Theorem 6.15
or establish Assertion (c) first for conjugate heat kernel and then use the reproduction
formula combined with standard parabolic estimates.
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To see Assertion (d), fix some t* € n Q. Then uso s+ is L-Lipschitz for some
L < o0. Define u*: Z+ — R, i € N, by

u*(2) == 1£f (Ld%(z, 22 (2%°) + tioo i+ (2)).
t
Note that u* is L-Lipschitz and u* o ¢ = ueo,+. Let (i),cpnyi >+ be the
heat flows on X with initial condition u;+ = u* o ¢!, i € N. We claim that
Wi )iepnri y=+ —> (Moo, )rer 1=+ in the sense of Assertion (b). To see this, con-
sider some points Vi € X' with Vi = Yoo € X, t(¥o) > t*. Then by Claim 9.23.1
we have (@], )« Vly,-; o (<pf$)*v§:o - in the W;-sense and therefore

i (i) = /Xf Ch Ofpf*) dvi’i;t* =/ ”*d((‘ﬂf*)*v;;z*)

1* t

— / ”*d((ﬁotof)*va;t*):/ Uoo,r* dv}?:o;t* = Uoo(Voo)-
Zx : Xto*o

So by Assertion (b), the function us o ¢oo restricted to M’ x (Q N (t*N, 00)) can
be extended to a smooth function solving the heat equation. Since t* € I N Q was
arbitrary, this proves Assertion (d).

Assertions (e), (f) follow by passing Proposition 9.16(a) to the limit for an appro-
priate constant C* and after possibly shrinking r*. ' '

To see Assertion (g) choose yi“l € th, 2,0 € & with ¢ (b)) = @57 (),
gptz(yz ,) - ¢p °(y2) in Z; and Z;,, respectively. Then for large i we have

B(ylyl-, 3 V th—11) C¢oo,t1(M)and

Vi i) rogng dW,' Byp Vigir) </ Var(@ye, v3 ) <V H(t2 — 1).

Choose H-centers y;™* € X,"l of y. Then for large i we have

dX’il )
w, Gy,

. Xt .
dyy i 37 < dy! By v, D +dy, (vyz 1y By
<2VH (@t — 1) +,/Var(vy, , 8e) <3V H( —11)

and thus B(y;™, (%C* —3HYY /Hh—1) C ®oo,r, (M). So for sufficiently large C*,
we obtain from Proposition 9.16(b) that y»; € ¢; ., (M’) for large i. Write yi ;=
G (V] ) ¥2,i = B (v3;) for ¥} ;, ¥ ; € M'. The second part of Proposition 9.16(b)
implies that for large i and sufficiently large C* we have

dg;2 016 2.0) SCH)WR —11. 9.11)

So, assuming C* to be large, we know that B(y} ;, /f2 — 1) C i ,(M") for large
i. So both yj ;, y5, € M’ remain in a compact subset of M" and therefore by con-
struction of ¢ we have yi’i — Vs yé!l. — ¥) with y§' = ¢oo. 1, (V])s Y2 = Poo,i, (V5)-
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Passing (9.11) to the limit implies that dg;2 (y1, ¥4) < C(H)\/t — 11. This proves As-
sertion (g) for sufficiently large C*. (|

Claim 9.23.5 Ifr, <7.(a), then we can extend (Poo 1)1co by a unique family of maps
(oo, : M" — X°) e\  to a family (Poo,i)ier such that the following is true, after
possibly adjusting C*:

(@) Foranyy € M’ and any t1, 1, € I with t| < tp we have

X
dWll (84’00,!1 (»)» v;:o’rz(y);t]) < C*«/tz — 1. (9.12)

(b) Forany t1,1; € I' with ty < t; the following is true. If y} € X is an H-center
of some point y2 € X° and y{ = ¢poo.r, (¥)) for y; € M' with the property that
Bgfl (y1, C*/tp —11) C M’ is relatively compact, then y> € ¢oo.1,(M') and if
Y2 = oo, (¥)s then dgy (yy, y3) < C*Via = 1.

(€) Xoo = Poo, t(xa) ().

Proof Fix y € M’ and ¢ € I’ \ Q for a moment and let us define ¢°(y). Note that
t #supl’, so there are times ' € Q with ' > ¢ such that ¢ — ¢ is arbitrarily small.
For any two times 1{, #; € Q with t <] <) we have by Claim 9.23.4(e)

XOO

> oo 00 1 00
dWl (U¢'Oo,,{ O v¢oo,,é (y);f) = dWl (8¢oo,ti 0> U¢001,é (y):t{)

< C*\/té -1 < C*\/té —1.

So since for any ¢’ € Q with ¢’ > t we have Var(vf;O ,(y)_t) < H(t' —t), we obtain
00,1 5

41
e or T
00,¢ TN\t P'eQ

for some unique y’ € X°. Set ¢ (¥) := y’. By repeating this construction for all

y€e€Mandt eI\ Q, we can construct a family (¢poo; : M' — Xt"o)te,/\Q such that
foranyreI’\ Q,t € Q with ¢’ >t and any y € M’ we have

XDO
thl (8¢oo.t(y)’ vqoﬁzovl/(y);l) = c* Vi —1.

Combined with Claim 9.23.4(e), this shows (9.12) if t, € Q. Assume now that t; €
I'\ Q. As before, we have 1, # sup I, so there are times 1 € Q with 1’ > t; such
that t”” — ; is arbitrarily small. For any such ¢ we have

o0 XOC
1 0 1 o o0
dWl (V¢°°-t2(y)3t1 ’ 8¢°°»’1 ) = dWl (U¢oc.tz(y)§tl Voo (y):tl)
[OO
+ dWll (Ug:oﬂ/ ()t 8¢oo,x1 (y))
XOO
= dW? ey 0 v((;:c,t” W) T CVt'—n
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<C*t'—tr+C*/Jt" —1.

Letting t” \( 1 implies (9.12).

Next, we prove Assertion (b). Denote by C* the maximum of the corresponding
constants from Claim 9.23.4(g) and Assertion (a) of this claim. We will show As-
sertion (b) for C* replaced with some constant C** > C*, which we will determine
in the course of this proof. Fix t|,1, € I’ with 1; < t; and choose yi*, yi,yz as in
Assertion (b). So Bg;l (y1, C**{/t —t1) C M’ is relatively compact.

The case t1,t € Q is clear by Claim 9.23.4(g). Suppose next that #; € Q and
tp € I’ \ Q. Fix some sequence t* € Q with t;‘ \\ 2. By Proposition 3.34(h), we can
choose points y2 ekX ‘io such that

P g
2 o0
dW1 (vy;j;tz,Syz)—>0. (9.13)
Then
dXt?o(Uoo v Yy <dy,? (WX . ,8,,)—>0
Wi N3 it yaitn = SWr AyS s O02 :

Choose H -centers yl € X7 of y3 ;- Then for large j we have

(yl’ylj)<dW1 (Syl’ y211)+d yzll’ y l1)+d (V*-: yl/)

<2, /Var(8,:, v, ) +\/Var(v>°§jm,8yrj) <4/H(t —1)).

So if C** > C**(C*, H) then by Claim 9.23.4(g), for large j we have y;‘j =
Do, t*(yz ]) for some y2 eM with dg/ (yl, Y2]) <C* / — 1. If C** > C**(C*),

then this implies that the sequence ) j remams in a compact subset of M’. So after
passing to a subsequence, we may assume that yéﬁj — y, € M" and dg;z (], ¥5) <
C*,/th — t1. Then using (9.13) and Assertion (a) we find that

00 /
U 02 Go0s02)) = dy (8”’ ot 0%, )t2)+d A0 OSCIHT %r*(yz) )
+d (V oo/*(V )i’ 8¢oo r2(y2))
tho .
= dW] (6)’2’ vy* jit )+ d - (Do, z* (y2 j) oo, i (yz))+c \/7

=dy, “ PGy viE ) g, 05 YD HC 1] =1 — 0.
J

S0 ¥2 = ¢oo,1, (¥5), Which is what we wanted to show.
Lastly, consider the case f; € I’ \ Q. After adjusting C*, we may assume that
Assertion (b) holds for C* if r; € Q. Suppose again that Bgz’l . C*n—n)cM

@ Springer



Compactness theory of the space of Super Ricci flows 1263

is relatively compact for some C** > C*, which we will determine in the course
of the proof. Note that since I’ is left-open, we can choose times ' € Q, t' < 1
with #; — ¢’ arbitrarily small. If C** > C* + 20+/H, then for ¢’ close to #; the ball
Bg;, Oy, (C* + 10V H)A/1: —17) C M’ is relatively compact. So for ¢’ close to t; we
have, using Assertion (a),

P X o° X
! 00 ' o0 t o0 oo
dWl ((S‘Poo,r’(yi)’ V}’Z?f/) = dWl ((Sd’oo,t’(yi)’ U¢oo,t1 (J’i)iﬂ) + dWl (U¢oo,t1 st UYZZI/)
XOO
<Cu =1 +dy! Sy v55 )
<C*t —t' + [ Var(8y:, vyoj‘t,)

<C*/ti—t' +VH({t— 1) <2/H(2a —11).

*

So for any H-center y;* € X7° of y, we have for ¢’ close to ¢

7 oo (VDT < d‘;‘:io B (392 Vygsr?) T d;i?o(”;zo;t“ 8yp)
<2/H@ — 1)+ Va0, 8,0) < 2V/H (i — 1)+ H(ta — ) < 10/H (1 = 11).
So if ¢" is sufficiently close to 7, then yi* = ¢, (y") for some y” € M’ with

By (v, C*\i—1) C By, (1, (C* + 9WH)Wn — 1) C M,

which shows that By (", C*\/t, —t') C M’ is relatively compact and therefore y, €
t
$oo,1,(M"). Moreover, if y2 = ¢oo.1, (¥5), then for ¢’ close to 71

dg (Y1, ¥9) Sdg (31, ¥") +dg (V' ¥5) < Cdyr, (31, Y") + C*V =1/
= Cd% (oo (9))s Vi) + C*1o — 1/ < (CVH +2C")1 —17.
This proves Assertion (b) for C** > C**(C*).
For Assertion (c), fix some f € Q, t < t(xx) and let z € X be an H-center of
Xoo. Using Claim 9.23.4(f), we have
) / x> o0 X 0o
A2 (Boos (1), 2) < dyy Bpne, (6 V2 ) + ! (V32,62

< C*'Vt(xoo) — 1 + [Var(® . 8,) < (C* + H'*)\/t(x00) — 1.
Xoost

So for ¢ sufficiently close to t(x) We have z = ¢o s (z) for some z' € M’ close to
x' and thus by Assertion (b) we have Xoo = Poo,t(xo,) (x”) for some x” € M’ with

dé’l( )(z/, x") < C*/t(xe0) — t. It follows that
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dg (', x") < dg ', 2+ dgi. (7', x") < Cdy (x', ) + C*t(xo) — 1
= Cd™ (P00 (X)), 2) + C*Vt(xoo) — 1 < C(C* + H?)/t(xo0) — 1.

Letting r 7 t(xo0) implies x’ = x”. O

Claim9.23.6 Forallt € I’ the map ¢poo s : (M’ dg) — (X, d®) is alocal isometric
embedding. Moreover, for any two y|, v, € M' with the property that any curve be-
tween both points of time-t-length < d> (¢Oo,,(yi), ¢oo,,(yé)) remains in a compact
subset of M we have d™ (e, (¥}). $oo.1(44)) = dg (¥]. ¥3).

Proof 1f t € Q, then there is nothing to prove; note that in this case X'*° is intrinsic at
time 7. So assume that 7 € I’ \ Q. It suffices to show the last statement of the claim.
Then there are times ¢ € Q with ¢’ > ¢ such that ¢’ — ¢ is arbitrarily small. So, using
Claim 9.23.5(a),

A7 (@0, (V1): Poc,t (2))

1 1 ‘X‘/oo oo ‘X‘IOO oo o
< Jiminf (di] G0 Vor, poie T W V5, 5 Vome o 6i0)

XOC
+ dWﬁ (U;:Q‘[/ ()t 8¢oo.t(y§)))

< 1liminf d3°(¢oo,r (V}), Poo,r (¥5) < liminf dy (¥}, ¥4) = dy (], ¥5).
= A (oo, (¥1)s oot (yz))_t/\t,t’eQ g[,(y] ¥2) g,(yl ¥3)

Similarly, we obtain
4% B0t (). boos () = limsup diy? (1 v
r (Poo,r 1)y Poo,r¥2)) = DLW W 01:t" Voo (it

t' Jt,t’'eQ

. o0 / / 'X;?C o
> limsup (d,f (o0, (V1) Do, (¥2)) — dW1 (8%0 7O Voo [(y/).,/)
v 1€ ' e

/ ]
—dy; Gy (39 Voo o)

= limsup d7°(¢oo,i"(¥]), Poo. (¥2)) = limsup dgr (vy, ¥3) = dgr (1, ¥3)-
t' Jt,t'eQ v e !

The second last equality holds due to an openness argument as in the proof of Propo-
sition 9.17. This finishes the proof of the claim. (|

Claim 9.23.7 (a) The family (¢oo.t)icr’» when viewed as a map ¢poo : M’ x I’ —
X, is a homeomorphism onto its image and ¢oo (M’ x 1') is open.
(b) Forallforallt el themap ¢ooy: (M, dg)) — (X°,d°) is a local isometry.

Proof Fix some (y',1) € M’ x I'. We first show that for small ' > 0 we have
P*(poo (Y, 1);1") C poo(M' x I'). To see this, assume without loss of generality that
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X' is intrinsic at time ¢ — r'>, consider some point y; € P*(¢oo (¥, 1); ') and let

Vi€ Xto_or,z be an H-center of y,. Then, using Claim 9.23.5(a),
d, (oo 1 = 1), 3])

/2)

t—r’ r 1’2 o0 o
SdWl (54’00(} - ,/2), ¢ (', t);t— r’2)+d ( (j)oc(y’,t);t—r’z’vyz;t—r

t—r’2
O .y

<O 4 Va0 8) < C @)

So for small enough r’ we have y} = ¢oo (¥}, — r'?), where y| is close enough to y’
such that we can use Claim 9.23.5(b) to conclude that y, € ¢oo (M’ x I’). Moreover,
if y2 = oo (y3, 1), then dy (', y3) < V2C*r’. This shows that ¢ is open.

t

On the other hand, set P, := ¢>gol (P*(¢oo(y', 1); 7). Let (v}, 1) € M" x I and
set t” :=min{z, 11}. If ' > O is fixed and if (y], 1) is close enough to (y’, 1), then we
have, using Claim 9.23.5(a),

Xoo
[//
d ( Voo (v 1311727 ¢oc(y1 1n)it— r’2) =dy (v¢oo() IR ¢90(V 1); )
X?’O 4 "
W] (v(poo(y ,1); l”’8¢oo() t”))+ 1! (¢00(y t ) (poo(yl»t ))
X??

dyy By Vyrgn)
=CVlt=nl+dy, (v y) <7,

and thus (y{, ;) € P.. This proves Assertion (a).
Assertion (b) follows from Assertion (a) and Claim 9.23.6, because the inclusion
map A>° — X' is continuous (see Proposition 3.34(b)). O

Claim 9.23.8 (a) _For any conjugate heat flow ('U“f)tel on X over a right-open
subinterval T C I', there lS a smooth function v Ve C®(M' x T) with ¥ =0
such that d((¢oo,1)*[s) =7, dg, forall t € T.

(b) For any uniformly bounded heat Sflow (uy),c5 on X overa left-open subinterval
TCr, the Sunction u' := u o ¢oo, which is defined on M’ x T, is smooth and
satisﬁes the heat equatlon Ou’ =0.

Proof Assertion (b) follows from Claim 9.23.4(d), Claim 9.23.7(a) and the fact that
u is continuous by Proposition 3.34(f).

Suppose now we are in the setting of Assertion (a) and let v’ be the function from
Claim 9.23.4(c). So d ((¢poo.1) ;) =V, dg; forallt € QN T. We claim that the same
holds for all 7 € 7. For this purpose fix g € I~\ Q andletu’ € C°(M’), u’ > 0, be an
arbitrary smooth function of compact support with the property that u = u’ o ¢ 4, for
some 1-Lipschitz function u : X% — R with u =0 on X;%° \ ¢oo.ry (M "). It suffices
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to show that

/u’ﬁgodg,/o:/ udfiy,. (9.14)
M’ X

To see this, consider the heat flow (;);c I'N[ty,00) With initial condition u. We first
claim that

sup u, — 0. (9.15)
AP N\goor (M7) 110

Suppose not. Then there is a sequence x; € Xt‘]’_o \ 0,1, (M ") with #; \( o such that

~ 00
utj(x])—/mudvxj;tozc>0.

0

Letz; € A;>° be H-centers of x ;. Since u is bounded, we must have dg°(z;;, supp u) <

C(tj— 10)!/? for some C < 0o by Lemma 3.26. Since supp u is compact, we may pass
to a subsequence such that zj — zoo € suppu within X2°. So for any r’ > 0 we have

x> 5

d 19—r" (l)oo

W Zoo;lo—r’z’

XOO
0 [e9) 00 0 00
n) < 2o Vi) = iy (2005 2j) +dyy” (85 Vi)

xtor

diy (200, 2j) + [ Var(8;;, v 1 T) S dp (2o, 2j) + [ Htj — ) — 0,

which implies that x; € P*(zo0; ') for large j. This, however contradicts x; ¢
¢Oo,,j (M') via Claim 9.23.7(a) for large j. So (9.15) holds.
We can now verify (9.14) as follows:

udii, = lim u;di; = lim u;dn
/OO Mty 010 J ray ~Nao€0 Jg o @y

0

= lim m 5’d’=/uvd
N M’( 0 Poo,r) U, dg; w 10 481y

This finishes the proof. O

It follows that xoo € U 1= ¢oo (M’ x 1') C R™. Define ¢; := ¢ o ¢! : U — X',
Let us now verify Assertions (a), (c), (e), (f) of Theorem 9.21. The convergence of
the metric in Assertion (a) is true by construction and the time vector fields converge
trivially since the maps y; are d¢-preserving. The last part of Assertion (a) and Asser-
tions (e), (f) of Theorem 9.21 follow from Claims 9.23.4(a), 9.23.8(a) and the local
derivative estimates on the functions v] after shrinking r, slightly.

Next, we verify Assertion (c). So fix some sequence X; € X7, and a point X, € U.
Suppose first that X; — X0 Within €. Fix some r € 0, t < t(Xo) close to t(Xoo). Then
((p;')*v)’;ci;t — ((p;’o)*vxgjo;t in W;. Choose H-centers X € X! of X; for large i < oo.
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For ¢ sufficiently close to t(X~) we have X, € U. So by the construction of ¢o, we
have

limsupd! (X} w,(xoo))<11msup(d (ax*,w ) i @Dk (08

i— 00 i— 00

+d (vxmt, 8xs) +df (97 (Rh), 1 (Wi (F3))))

< 11m sup (\/Var(a *, v~ )+ \/Var(v~ o 0% ))

<2y H{t(Xs0) — 1). (9.16)

So by (9.16) and Assertion _(a), which we ha\{e already established, and Proposi-
tion 9.16(b) we have X; € R’ for large i and, dz ) (¥;, X (t(X7))) < CV/I@) — 1. 1t
follows that X; € v; (U) for large i and by letting ¢ /' t(Xo) We obtain 1/fl._1 X)) —
Xoo-

Vice versa, assume that we have 1/}1._1()7,') — Xoo and fix some times #1,t € Q,
11 < 1y < t(Xoo). For 1 sufficiently close to t(Xoo) the points X} := X;(;) exist
for large i < oo and X%, € U. Since the maps ; are d¢-preserving, we also have
1//1-_1 (x}) — X%,. So by Claim 9.23.3 and Theorem 6.13 we have (vi. ),ci o, =

(v;?f -z)fe 1 1<, Within € on compact time-intervals. So, using Proposition 9.16(a),
i

. Z; i i
hm supdwl1 ((@;, )*V)Lc};tl s (@ﬁo)*‘)x’g;;ll)
1—> 00
X" .
< limsup (dy, (v, . Vi t1>+d (@) (@R0VEE )

i—00

+d (vx* ll,voo ))

Xooi 1

X 1 ~
§limsup( z(vx I 2 C )§2C\/t(xoo)—t2.
i—00

Letting 1, ' t(X) implies that for any ¢; € Q, 1] < t(X) We have

hmsupd 1((90,1)*Vx e o)) =0.

i—00

il

This implies that (véi; )= (VXE:O : ;) within € on compact time-intervals by Theo-
rem 6.13, as desired.

Lastly, observe that due to Assertions (a), (c) and Claim 9.23.2, we even have
UCTR*". O

Proof of Theorem 9.21 For any x € R* pick a neighborhood x € U* C R*™ and a
sequence of diffeomorphisms ;" : U* — V;* C R' according to Lemma 9.23.

Claim 9.21.1 For any two points x1, xo € R* the sequence of maps
W) oy DTV V) — )TV v

converges to the identity map on U™ N U™ in C{°.
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Proof Let x € U*! N U*2. Then by Assertion (c), which is ensured by Lemma 9.23,
we have ;! (x) — x within € and therefore, again by Assertion (c), ¥;' (x) € V;*
for large i and (1//l.x -1 (wixl (x)) — x. This shows pointwise convergence of the maps
in question. On the other hand, due to Assertion (a), which is ensured by Lemma 9.23,
the maps (y;2) "' o;"! are locally uniformly bounded in every C"-norm. This shows
local smooth convergence. d

After possibly shrinking U*, V;*, we can find a sequence of points x; € R* such
that if we set Uj/. = U%, ijyi = Vixj, w;‘,i = Iﬂixj’, then the collection of subsets
{U j’};’i | forms a locally finite cover of R* consisting of relatively compact subsets.

Using a center of mass construction, we can find an open neighborhood {(x, x) €
(R*)?} C Ay C (R*)? and a smooth map

¥, : 0,117 x Ay —> R*

with the following properties for all s1, 57 € [0, 1], x, x1, x2 € R*:
(1) 22(1,0, x1,x2) = x1, £2(0, 1, x1, x2) = x3.
2) Zo(s1,82,x,x)=x.
3) If t =t(x1) = t(x2), then t(Z>(s1, 52, X1, X2)) = 1.

Based on A», ¥,, we can inductively construct open neighborhoods

{0 e RHM cay c RHY
and smooth maps

Ty 00,11V x Ay — R*

such that for all (x1,...,xy) € Ay, s1,...,5y € [0, 1] we have (x1,...,xy_1) €
An—1and (Eny—-1(S1,...,SN—-1,X1,...,XN—1), XN) € A3 by setting
EN(‘SV]""’SN7‘x1""’xN)
= 20(1 — SN, SN, EN-1(S1, o SN_1, X1, - o XN—1), XN).
Then Xy has the following properties for sy, ..., sy € [0, 1], x, x1, ..., xy € R*:
(1) If for some fixed j € {1,..., N} we have sjy =§;; forall j/=1,..., N, then
EN(sl,...,sN,xl,...,xN)zxj.
2) ZN(S1, .o, SN, X, .., X) =X,
B) Ifr=tx)=---=tlxy), then t(Zn(s1,..., SN, X1, ..., XN)) =1.
4) Ifsyry;=---=sy=0forsome 1 <N’ <N, then Ty(s1,..., 5N, XI,...,XN)
= ZN(S15 s SN/ XLy o5 XNY)-

Choose a partition of unity {n; € CZU //')}7.;1 subordinate to the open cover
{U}};‘;l over R* and set X},i = (W},i)_l : V;,i — U]’.. For any N we define

XNt Wyi — R,
y— En (MmO N OO0 X1 0D s X (),

where Wy ; C R' is the maximal subset on which Xxn.i is defined.
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Claim 9.21.2 Forany 1 < j < N the sequence of maps
XN oW WD W) NUG— xni(Wai N V] ))
converges to the identity map on U ]/ in Ciov..
Proof This is a direct consequence of Claim 9.21.1 and the definition of xn ;. O

Set
N N
Uy = JUjcr*, Vi = J ¥} > op.
j=1 j=1
Claim 9.21.3 There is a sequence 1 < i} < i3 <--- such that the following is true:
(a) Ifi > iy, then V1(;,i - Xlg,li(Uz/\;) and the map
xNilvy Vi — Uy

is a diffeomorphism onto its image.
(b) For any j > 1 the following is true for some large N;f‘ >j. If N}k <N <N,
and i > l;‘ then

XN1i OV il >00 = XNa.i © W ilin;=0)-

Proof For Assertion (a) fix N. If i is large enough, then for all j =1,..., N the
map xn.; © W}, ; restricted to {n; >0} C U ; is a diffeomorphism onto its image and
(xwn.io 1p;.’l.)({;7j >0} C U]’.. So XNJ|V1’\§. is a local diffeomorphism and

N
v (Vi) = v o ¥ )y > 0) C Uy
Jj=1

To see that xy; is injective for large i, suppose that xy ;(x1;) = xn.i(x2,;) for
X1,i, X2 € V](;’l.. So there are x{’i € {nj,, >0}, xé’i € {nj,; > 0}, for ji;, joi €
{1,..., N}, such that x| ; = w;‘l,,-,i(xi,i)’ X2 = w}z.i‘i(xé,i)' So

(xnio w}l_i,i)(x;,i) = (xn,i© w;‘z_i,i)(xé,i)-

Using Claim 9.21.2, it follows that for large i the points x| ;, x7 ; are close enough
such that we can use Claim 9.21.1 to find a point xy ; € U}LI_ near supp 7, ; such that
X2 = w}zﬁi’i(xé,i) = w}u,i,i(xg,i)' Therefore,

(xn,io I/f.;'lv,-,i)(xi,i) =(xn,i© Ilf}zv,.,,-)(xé,i) =(xn,i©o I/f},vi,,')(xé/,i),

which implies x| ; = x5, by Claim 9.21.2 for large i. Thus x;; = 1/1}1 L) =

w}l (x¥ ) = x2,;, proving Assertion (a).
Al £]
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To see Assertion (b), fix j and choose N;‘ > j large enough such that U ; is disjoint
from U /’., for j/ > N;. This can be achieved since we assumed that the subset U ; are
relatively compact and form a locally finite cover of R*. Let N/’F <N <Ny Ifiis
sufficiently large, then by Claim 9.21.1 we have X]/",i (W},i({ﬁj > 0})) Nsuppnj =¥
for j/ > Nj’.‘. Then XN1J|1//_}_,~({77,' ~0}) = XNy, j |¢_},i({’7/‘ ~oy) by Property (4) of Xy,. [

Choose Ny < Np <--- — oo such that i > max{i], ...,i;’;,[} if N; > 1.Set U; =
V; =@ if N; = 1 and otherwise set

Vi=Vy i Xi = xngilvi Vi = Ui = xi (Vy).

Note that Claim 9.21.3 implies that y; is a diffeomorphism and that for any j > 1 and
N> N;.‘ the following is true for large i

Xi oV iln; =01 = XN.i 0 V' il{n;>0)- 9.17)
Set ; ::Xl._l:U,'—> Vi.ThenU; CcU,C---CR* andR*CU?ilUi C R*°.

Claim 9.21.4 For any j > 1 we have {n; > 0} C U; for large i and the sequence of
maps

Xi oV’ ilm;>o0y : {nj > 0} —> (xi o ¥ ) {n; > 0})
converge to the identity map on {n; > 0} in C\>..
Proof This is a direct consequence of Claim 9.21.2 and (9.17). g

It follows that R* C | J72, U; C R and after possibly restricting the maps ;
to slightly smaller subsets, we can achieve that U; C U, C ... without changing the
statement Claim 9.21.4.

It now follows, using Lemma 9.23 and Claim 9.21.4, that we have local smooth
convergence

vig — g™, Yol — 8%, Vi 0 Vi = Voo. (9.18)

By the same reason, Assertions (f), (e) hold. After possibly shrinking U;, V;, the local
convergences (9.18) can be turned into global convergences, as stated in Assertion (a).

Next, we show Assertion (c). Consider a sequence x; € X "and a point xo, € X',
Choose j > 1 such that x, € {; > 0}. If x; = x5 within &, then by Lemma 9.23

we have x; € VJTJ. for large i and w;.;l (xi) = Xoo- So by Claim 9.21.4, for large i we
have x; € V; and

v ) = (i o W VW (60)) = Xoo
On the other hand, if wi_l (xi) = X0, then for large i
WD) =G o) )T T (50) > Koo
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which implies that x; — xs, within € by Lemma 9.23.

To see Assertion (b), note that Assertion (c) guarantees pointwise convergence
of the pullbacks of K’ to K°°. Together with Assertion (a) and local derivative esti-
mates, this convergence can be upgraded to local smooth convergence. After possibly
shrinking, U;, V;, we obtain the convergence statement in Assertion (b).

Lastly, we will deduce Assertion (d) from the other assertions. Suppose that af-
ter passing to a subsequence, the convergence (9.7) is time-wise ¢t € I*°. Since the
maps ¢!, > are isometric embeddings and the v; are locally uniformly Lipschitz, it
suffices to show that for any x € R} we have

dZ (@l (Y (x)), 9 (x)) —> 0. (9.19)

To see this, fix x € R} and choose ¢* > ¢ such that x* := x(t*) € R* exists. Then
x* 1= (x*) — x* within &, by Assertion (c). So by Theorem 6.15(b)

. . W,
((p;)*‘})’c?‘w . ” ((pfo)*u;’f.t.
i 1—00 ’

Let xlf =x[(t) e Xti. By Assertion (a) we have d,i (x{, ¥i(x)) — 0. Therefore, using
Proposition 9.16(a) for ¢* close to ¢

limsup d/ (¢! (¥ (x)), 9™ (x)) = limsup d/ (¢! (x]), 97 (x))

i—o00 i—00
<Timsup (d5 (8,7, v, ) +dZ (gD)sVs (@) vie ) +dit (i 8
- Pl w ( xi/’vxi*;[) + Wl(((p’)*vx72f’ (@ )avgs; ) Fdyy ey x))
1—> 00
<2CVt* —1.
Letting * \ ¢ implies (9.19). d
9.5 Convergence of parabolic neighborhoods with bounded curvature

Suppose that we are still in the same setting as in Sect. 9.4. In the following, we
consider a sequence of points x; € X’ that converges to a point xo, € X' within
€. We will assume that parabolic neighborhoods P; of uniform size around x; are
unscathed and that |[Rm| < C on P; for some uniform C < oo. We will see that under
these conditions we obtain the existence of an unscathed parabolic neighborhood P
around xo, on which the same curvature bound holds. The radius and the backward
time of this parabolic neighborhood is the same as that of the parabolic neighborhoods
P;, however, the forward time may be smaller. In this case, the density functions
of any conjugate heat flow — in particular those of the conjugate heat kernels —
converge to zero near the forward end of Pe.

In order to state the following theorem we define for any point x € M in a Ricci
flow spacetime M over I andany D, T~, T™ > 0 the open parabolic neighborhood
as follows:

Po(x; D, =T, TT):=P(x; D, =T, T N Mx)—1 t(x)+7+)-
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We say that P°(x; D, —T~,T7") is unscathed if for any D’ € (0, D) the ball
B(x, D) is relatively compact and any point y € B(x, D) survives until any time
in the time-interval (t(x) — T, t(x) + T7) N I. This is equivalent to the fact that
P(x; D, —T"~,—T"7") is unscathed forany T~ € (0, T™), T"* € (0, TT).

Theorem 9.24 Consider the setting of Sect. 9.4 and consider points x; € X!
with x; — Xoo € X within €. Suppose that there are numbers D, T, Tt >
0, C < oo such that for large i, x; € R, the open parabolic neighborhood
P, := P°(x;; D, —T—,Th) C R is unscathed, that IRm| < C < o0 on P; and
|B(x;, D)| > ¢ > 0. Then xo0 € R* C R® and there is a 0 < T* < T such that
the open parabolic neighborhood Pso := P°(Xeo; D, —T~,T*) C R* C R is un-
scathed and |Rm| < C on Ps. Moreover, if T* < T and t(xo0) + T* < sup I,
then the following is true:

(a) No point in Pso survives until or past time t(xo0) + T*.

(b) ForanyX € X25.., any conjugate heat flow (i = V; dg;°)te1on(—o0,r+) 0N X,

where t* > T*, and any D' € (0, D) we have

o0

sup KX,)= v

lim lim up
1/ tx00)+T™ (B(x00, D)) (1) 1/ txe0)+T™ (B(x00, D)) (1)

—  lim sup  v=0.
1 /4(xo0)+T* (B(x00,D'))(t)

See Definition 9.3 for the notation (B(xeo, D'))(2).

Example 9.25 Consider a sequence of singular Ricci flows M’ on $? x S! that
develop a non-degenerate neckpinch at some uniform time 7 (see also Exam-
ple 4.13). Suppose that the amount by which distances expand within M! is uni-
formly bounded. Assume moreover that the time-0-slices ./\/lf) contain open sub-
sets U; C Mf) such that the metric on U; is isometric to a standard cylinder
$2(1) x (0, L;) of length L; — oo and such that the metric on the complements
Mf) \ U; has uniformly bounded diameter and the shape of a neckpinch. Denote
by X' the metric flows associated to M”"! := M and fix points x; € X;, for
some uniform T’ > T (see Theorem 3.37). If the points x; are chosen sufficiently
close to the neckpinch, then the metric flow pairs (X, (vx;:1)) subsequentially IF-
converge to a metric flow pair (X', (vy.;)), where X'* corresponds to one branch
M">® M of a singular flow starting from a metric on S? x R that is isometric to
$2(1) x ((—o0, —1) U (1, 00)) on the complement of a compact subset and develops
a non-degenerate neckpinch at time 7. In this example we can find a sequence of
points y; € RY C X' that converges to some point y, € R® C X with t(yoo) < T
close to T', such that we have a uniform curvature bound on the two-sided, unscathed
parabolic balls P(y;; r) for some r > 0 with t(ys) + r2 > T, but P(ys;r) is not
unscathed, because it corresponds to a parabolic neighborhood in M that is not
fully contained in M”°°. In this example, any conjugate heat kernel based at a point
in Xf‘} converges to zero on P(yeo; r) near T, as asserted in Theorem 9.24.

Proof After possibly replacing T with sup I — t(xx,) wWe may assume in the fol-

lowing that t(x0) + T+ < sup I®°. Then the property t(xo0) + T* < sup /™ holds
whenever T* < TT.
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Consider an arbitrary subsequence of the given sequence of metric flow pairs. Note
that R* may become larger for such a subsequence. We will first show parts of the
theorem, which don’t involve R*, and then return to the original sequence of metric
flow pairs to show the remaining parts of the theorem. In the following, R* will
always denote the set of points at which the convergence of the current subsequence
is smooth.

By [31], we may pass to a further subsequence such that the Ricci flows g
restricted to P; and pointed at x; converge smoothly to a Ricci flow, which we
will represent by a pointed Ricci flow spacetime (P, x") with t(x’) = t(x) such
that P°(x’; D, —T~,TT) = P’. We can find an increasing sequence of open sub-
sets Uy C U, C--- C P, U2, U/ =P and a sequence of diffeomorphisms onto
their images v/ : U/ — R that are time-preserving and d¢-preserving and such that
W)* g — g’ in Cpoe.. After passing to another sequence, we may also assume that
vio Y/ — v’ e C(P') with v’ > 0, 0% =0.

Claim 9.24.1 If for some D; € (0, D], T € (0, T7], T1+ € (0, TT] we have
P°(xo0; D1, =T, T1+) CR*CR*® and this open parabolic neighborhood is un-
scathed, then there is an isometry of Ricci flow spacetimes y : P°(x'; Dy, =T, T1+) —
P°(x00; D1, =T, T1+) with x (x") = xeo such that the following holds:

(@) vV'=v®o0x on P°(x'; D1, —T; , T]+).

(b) Foranyy' € P°(x'; Dy, T, , T1+) we have ¥!(y') — x (y') within €.

(¢) Forany conjugate heat flow (JL;)sejoe 1<+ on X with t* > t(xoo)=T| thereisa

smooth functionv' € C*°(P,.) such that V' =V o x on (P°(x'; D ,—Tlf,T1+))<,*.

Proof By Theorem 9.21(a) the flow g restricted to P°(xoo; Dy, =T, , T1+) and
equipped with v®° is a geometric limit of the same sequence of flows as P°(x’; Dy,
=T, T1+) C P’. Therefore, both flows may be identified. Assertions (a), (b) now
follow from Theorem 9.21. To see Assertion (c), suppose first that (fi;);eso ;<¢* is
a conjugate heat kernel based at some point in X;2°. Then by Theorem 6.19 the con-
jugate heat flow (1i;)rejo s <+ can be represented as a limit of conjugate heat flows
(Hi,t)rer>. i< on X' within €. Write dfi;, = v; dg; on R'_.. By Theorem 9.21(f)

<t**
and Assertion (b) of this claim we obtain smooth convergen[ce of v o Y/ — Vo x
on (P°(x"; Dy, =T, T1+))<,* and by local derivative estimates, we obtain subse-
quential convergence of the functions v; o ¥/ to some ' € C*°(P_,.) on all of P_,...
Finally, if (J;);esoo, <+ is a finite convex combination of conjugate heat kernels,
then Assertion (c) follows by linearity and the general case follows via a limit argu-

ment. O

Consider the conjugate flow v’ on P’. By the strong maximum principle there is

. — + / — ! 4
some time T* € (—T~, T™] such that v =0 on P[t(xoo)+T*,t(xoo)+T+) and v' > 0
on Pét(x )T ) T (in the case T* = T+ we have v’ > 0 on all of P’). By
iterating Claim 9.24.1 and the uniformity statement of Lemma 9.23, we obtain that

P°(x00; D, =T, T*) C R* C R* is unscathed and if T* < T, then for any D’ €
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0, D)

lim sup v =0,
1 /4(X0)+T* (B(x00, D'))(t)

which also implies Assertion (a). Since the inclusion P°(xo0; D, =T, T*) C R*®
is independent of the subsequence of the original sequence of metric flow pairs, we
obtain from Assertions (a), (b) in the Claim that for any subsequence of the origi-
nal sequence of metric flow pairs we obtain the same time 7* and the restrictions
Py, v |7;/<T* are always the same. So by the same argument as above, we have

P°(xoo; D, —T~,T*) C R*, where R* now refers to the set of points at which the
convergence of the original sequence of metric flow pairs is smooth.

It remains to verify Assertion (b). So let (1i; = Uy dg™°)seron(—co,*) be a conju-
gate heat flow on X'*°, where * > T*. By Assertion (c) of the Claim we know that
Vo x can be extended to a smooth conjugate heat flow on P’__... So it suffices to show

<t**
that for any D’ € (0, D) we have
lim / Tdil; = lim [ ((B(xeo, D)) =0.
1/74(x0)+T* J((B(x00, D)) (1) 1/ t(X00)+T*

To see this, choose some t** € (t(xo0) + T*, t*) and observe that for any 1 < t(xe0) +
T*

ﬁt((B(xoo,D/))(t))=/Xoo V%, ((B(xos, DN)(1)) dLpe (x™),

ok

12 ((Blxoo, D)) = /X 02 (Broo, D) it ().

*

Since the second integral goes to 0 as ¢ ' t(x0) + T, we obtain, using Defini-
tion 3.1(6), that the first one has to go to 0 as well. O

Funding This work was supported by NSF grant DMS-1906500.
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