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abstract: In multihost-multipathogen communities, a focal host’s

risk of being infected by a particular pathogen can be influenced by

the presence of other host and pathogen species. We explore how in-

direct interactions betweenpathogens at thewithin-host level (through

coinfecting the same individual) and the between-host level (through

altered susceptible host densities) affect the focal host’s risk of infec-

tion.We use an SI-type epidemiologicalmodel of twohost species and

two environmentally transmitted pathogens where one pathogen is

a specialist on the focal host and the other pathogen is a generalist.

We show that monotonic, unimodal, and U-shaped relationships be-

tween the specialist and generalist infectious propagule densities

(proxies of the focal host’s risk of infection) are driven by the way

within-host priority effects alter the production of specialist infec-

tious propagules by infected focal host individuals. Interestingly,

within-host priority effects can also lead to overcompensation in

density wherein increased infected host mortality results in greater

specialist infectious propagule density. We interpret these results in

terms of how the focal host’s risk of being infected by a specialist

pathogen is affected by the presence of a generalist pathogen, its al-

ternative host, and within-host priority effects.

Keywords: coinfection, disease risk, priority effects, within-host in-

teractions, indirect effects.

Introduction

Across many systems, host-pathogen dynamics and levels
of infection are context dependent (for reviews, see Lazzaro
and Little 2009; Wolinska and King 2009) because most
systems are made up of multiple host species and multiple
pathogen species (Romansic et al. 2011; Hersh et al. 2012;
Abdullah et al. 2017; Fiorello et al. 2017). The presence and
absence of other host species in a community are likely to
have context-dependent effects on levels of disease in a
focal host (LoGiudice et al. 2008; Randolph and Dobson

2012; Wood et al. 2016; Rohr et al. 2019). Indeed, prior
theoretical studies (Rudolf and Antonovics 2005; Keesing
et al. 2006; Roberts and Heesterbeek 2018; Cortez and
Duffy 2021; Cortez 2021) predict that relationships be-
tween host diversity and disease depend on the strength
of interspecific host interactions, the competence of each
host species, and the pathogen transmission mode. The
presence or absence of other pathogen species can also af-
fect infection levels in a focal host. For example, Daphnia
species compete for resources in freshwater lakes and can
be infected bymany pathogen species (Ben-Ami et al. 2008;
Bordes andMorand 2011; Auld et al. 2012). Previous stud-
ies have shown that the proportion of infected individuals
in the host species Daphnia dentifera depends on which
host and pathogen species are present in the community
(Auld et al. 2014; Clay et al. 2019b). Other examples of
context-dependent outcomes in multiple-host or multiple-
pathogen systems include fish infected by multiple strains
of bacterial pathogens (Pulkkinen et al. 2010), mice infected
by helminths and malarial parasites (Booth 2006), nema-
tode and bacterial infections in African buffalo (Ezenwa
et al. 2010), and infections in wild bees species (Meeus et al.
2018).
The context-dependent dynamics of multihost-

multipathogen communities are shaped, in part, by the
indirect interactions between the pathogen species, and
these indirect effects occur at multiple levels. At the between-
host level, pathogens can indirectly interact through their
depletion of the pool of shared susceptible individuals
(Cortez and Duffy 2020). For example, if an individual
host dies because of infection by one pathogen species, then
that individual host cannot be infected by a second patho-
gen species. Pathogens can also indirectly interact by way
of the interspecific interactions between the host species.
For example, reduced density of one host species may re-
duce resource competitionwith a second host species, lead-
ing to increased density of the second host species, which in
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turn can affect infection levels of a second pathogen. Re-
cent theory predicts that positive indirect interactions are
more likely when pathogens aremore specialized on differ-
ent host species and when interspecific host competition is
strong and asymmetric (Cortez and Duffy 2020).
Coinfecting pathogens also interact at the within-host

level (Petney and Andrews 1998; Balmer and Tanner 2011;
Clay et al. 2019b). For many coinfecting pathogens, host
mortality rates, probabilities of infection, and pathogen
transmission rates depend on the order of infection; these
are called within-host priority effects (Goodman and Ross
1974; Lohr et al. 2010; Hoverman et al. 2013; Sandoval-
Aguilar et al. 2015; Karvonen et al. 2019; Halliday et al.
2020). In particular for the Daphnia system, when D. den-
tifera is coinfected by the fungusMetschnikowia bicuspidata
and the bacterium Pasteuria ramosa, infected individuals
produce more fungal spores when infected by the bacte-
rium first and the fungus second and produce fewer fungal
spores when infection occurs in the opposite order (Clay
et al. 2019b). Within-host priority effects can be driven by
multiple mechanisms, including competition for within-
host resources and the host’s immune response (Halliday
et al. 2018; Greischar et al. 2020). For instance, a pathogen
may have higher transmission rates if being the first to in-
fect an individual host gives the pathogen greater access to
within-host resources or allows it to better evade the host’s
immunological response (called niche preemption; see
Mordecai et al. 2016; Mabbott 2018). On the other hand,
a pathogen may have a higher probability of infection if
the individual host’s immunological response has been
suppressed by an earlier-arriving pathogen (Ezenwa 2021).
For example, suppression of the immune system by nem-
atodes facilitates tuberculosis in African buffalo (Ezenwa
et al. 2010).
Previous theoretical studies have shown that indirect

pathogen interactions at the between-host level (Cortez
and Duffy 2020) and the within-host level (Graham
2008; Clay et al. 2019a, 2019b, 2020) can individually af-
fect population-level disease dynamics. However, we have
a limited understanding of how those indirect interac-
tions may jointly influence disease dynamics in systems
with multiple host species and multiple pathogen species.
This is because prior theoretical studies either assume
there is only one host species (Gao et al. 2016; Clay et al.
2019a, 2019b) or assume there are multiple host species
but coinfection is not possible (Chilvers and Brittain 1972;
Holt and Dobson 2006; Cortez and Duffy 2020). However,
in natural systemsmost communities are made up of many
pathogen species with overlapping host ranges where both
single infections and coinfection are possible (Seabloom
et al. 2015; Nørgaard et al. 2019). For instance, someDaph-
nia species canbe infectedbyparticularbacterialpathogens,
whereas others can be coinfected by both bacterial and fun-

gal pathogens (Duffy et al. 2010). Thus, there is a need for
new theory that addresses how indirect interactions be-
tween pathogens at the between-host and within-host level
shape population-level disease dynamics (Ezenwa and Jolles
2011; Seabloom et al. 2015).
In this study, we analyze an SI-type model with two host

species and two environmentally transmitted pathogens
(i.e., pathogens transmitted through infectious propagules
that are released into the environment). Motivated by a
particular set ofDaphnia species and their parasites, we fo-
cus on the case where one pathogen specializes on a focal
host and the second pathogen is a generalist that can infect
the focal host and an alternative host. We use the model to
explore how within-host priority effects influence the in-
direct effects of the generalist pathogen on the specialist
pathogen and the focal host’s risk of infection by the spe-
cialist pathogen (defined as the density of specialist infec-
tious propagules). We interpret our results in terms of how
within-host priority effects, generalist pathogens, and alter-
native hosts for generalist pathogens affect a focal host’s
risk of infection by a specialist pathogen.

Model

Our model is motivated by the multihost-multipathogen
Daphnia system (Ebert 2005; Duffy et al. 2010; Clay et al.
2019b), where infected individuals shed spores into the
water column and spores are consumed by susceptible
and infected individuals while filter feeding. As a specific
example, the focal host species D. dentifera can be infected
by the bacterial pathogen Pasteuria ramosa and the fungal
pathogenMetschnikowia bicuspidata, whereas strain spec-
ificity of the bacterial pathogen can result in other host spe-
cies (e.g., D. lumhotzi or Ceriodaphnia dubia) only being
infected by the fungal pathogen (Duffy et al. 2010). Thus,
in this context the bacterium is a specialist pathogen of the
focal host species, and the fungus is a generalist pathogen
of the focal and alternative host species. Other examples
of environmentally transmitted pathogens include whirl-
ing disease in fish (Hedrick et al. 1998; Bartholomew and
Reno 2002) and trematode parasites of snails (Johnson
et al. 2012).
We model the epidemiological dynamics of two hosts

species and two environmentally transmitted pathogens
using an SI-type model; see the model diagram in figure 1.
We refer to the host species as the “focal” host and the “al-
ternative” host; they have subscripts F and A, respectively.
We assume that pathogen 1 is a specialist that can infect
only the focal host and that pathogen 2 is a generalist that
can infect both host species (here, the pathogen’s number
denotes how many host species it can infect). The model
describes the changes in the total density of each host spe-
cies (NF, NA), the densities of individuals singly infected
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with the specialist (I1F) and generalist (I2F, I
2
A), and the den-

sities of focal host individuals that were coinfected with
pathogen j first and pathogen k second (I

jk
F ); the densities

of susceptible individuals in the focal and alternative host
populations are SF p NF 2 I1F 2 I2F 2 I12F 2 I21F and SA p

NA 2 I2A, respectively. Themodel also describes the changes
in specialist (P1) and generalist (P2) infectious propagule
densities. Infection occurs when susceptible individuals en-
counter infectious propagules that were shed into the envi-
ronment by infected individuals. The model assumes that
(i) only the focal host can be (co)infected by both patho-
gens, (ii) both host populations have fixed total densities,
and (iii) there is no recovery from infection. The first as-
sumption allows us to focus on how within-host priority
effects in a single host species scale up to affect population-
level dynamics, which eliminates the potential complica-
tions of priority effects in multiple host species. The second
assumption simplifies the model analysis by removing the
effects of host demography and by removing the indirect ef-
fects between pathogens that are mediated by interspecific

host competition. This can affect the signs of the indirect
effects at the between-host level (Cortez and Duffy 2020),
a point we return to in the discussion section. The third as-
sumption simplifies the model and is motivated by the
Daphnia system, where infections are typically lethal (Ebert
et al. 2000).
The model equations are

dNF

dt
p bF

z}|{

births

2 mFSF
z}|{

mortality of

susceptibles

2 (m1
FI

1
F 1m2

FI
2
F 1m12

F I
12
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F I
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F )

z}|{

,

mortality of infecteds

ð1aÞ
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Figure 1: Diagram for model (1), where pathogen 1 specializes on the focal host and the generalist pathogen 2 can infect the focal and
alternative hosts. Subscripts F and A denote the focal and alternative host species, respectively; subscripts and superscripts 1 and 2 denote
the specialist and generalist pathogens, respectively. Circles denote susceptible (SF, SA), singly infected (I1F, I

2
F, I

2
A), and coinfected (I12F , I

21
F )

individuals. Squares denote specialist (P1) and generalist (P2) infectious propagules. Solid lines denote changes in infection status, dashed
lines denote shedding of infectious propagules, and dotted lines denote birth and mortality of hosts and degradation and uptake of infectious
propagules. See table 1 for parameter definitions.
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All parameters are defined in table 1. In equations (1a)
and (1b), the host populations increase because of births
and decrease because of deaths of susceptible and in-
fected individuals; the mortality rates for the infected
classes account for death due to disease and sources other
than disease. Because we assume fixed population sizes,
the birth rate for each host species is set equal to its total
mortality rate (e.g., bA p mASA 1m2

AI
2
A for eq. [1b]). In

equations (1c) and (1d), the densities of singly infected
focal host individuals increase when susceptible individ-
uals become infected and decrease because of coinfection
and mortality. Equation (1e) is similar except that co-
infection of alternative host individuals is not possible.
In equations (1f) and (1g), the densities of coinfected fo-
cal host individuals increase when singly infected indi-
viduals are coinfected and decrease because of mortality.
In equations (1h) and (1i), the infectious propagule den-
sities increase because of shedding by singly infected and
coinfected individuals and decrease because of uptake
and degradation.

The uptake rates account for removal of infectious
propagules from the environment by all hosts. For exam-
ple, in theDaphnia system, uptake occurs when infectious
propagules are accidentally consumed by an individual
host. As another example, the infectious propagules of air-
borne pathogens are removed from the environment when
breathed in by an individual host. Because removal of an
infectious propagule is necessary for it to infect an individ-
ual host, the transmission coefficient for each host class can
be written as the product of the host uptake rate for the in-
fectious propagules and the probability of infection (i.e.,
b
j
i p u

j
ip

j
i for singly infected individuals and b

jk
i p uk

i p
jk
i

for coinfected individuals, where p
j
i and p

jk
i are the probabil-

ities of infection for susceptible and infected individuals).
We use the more condensed notation because it is simpler.
Also, for the particular Daphnia species and pathogens
motivating our model, shedding of infectious propagules
occurs only at host death. This results in the shedding rate
being equal to the product of the hostmortality rate and the
infectious propagule burst size (e.g., x1

F p B1
Fm

1
F, where B

1
F

is the number of specialist infectious propagules produced
per singly infected focal host individual). We do not in-
clude this relationship in our model parameters in order
to account for systems where infectious propagules are
continually shed by infected individuals.
Our analysis focuses on systems at equilibrium, where

equilibrium densities are denoted using asterisks (e.g., P*

1).
Throughout we assume that the equilibrium is stable, be-
cause our results are unlikely to be biologically informa-
tive when applied to an unstable equilibrium.
In model (1), the effects of coinfection and within-host

priority effects are accounted for by differences in the host
parameter values. Motivated by observations from empir-
ical studies of coinfections in mice (De Roode et al. 2005),
salmon (Barker et al. 2019), and Daphnia (Clay et al.
2019b), we assume that coinfection and within-host pri-
ority effects influence only the shedding rates andmortal-
ity rates of coinfected individuals. In addition, we focus
only on the shedding rates of the specialist infectious prop-
agules (x1

F, x
12
F , x

21
F ) because the shedding rates for the gen-

eralist infectious propagules (w2
F, w

12
F , w

21
F ) do not qualita-

tively alter our predictions; see sections S1.4 and S2.2 of
the supplemental PDF for details.
We measure the effects of coinfection and within-host

priority effects in two ways. The first metric is the “total
shedding rate” of each infected class. The total shedding
rate for an infected class is the product of its shedding
rate and its density (x1

FI
1
F, x

12
F I

12
F , x

21
F I

21
F ). These rates de-

fine the total contribution of each infected class to the
density of specialist infectious propagules. The second
metric is the “lifetime shedding size” of each infected
class. The lifetime shedding size of an infected class is
the ratio of the shedding and mortality rate for that class
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(x1
F=m

1
F, x

12
F =m

12
F , and x21

F =m
21
F ). Each lifetime shedding

size defines the average total density of infectious propa-
gules shed by an infected individual before death. A key dif-
ference between the two metrics is that total shedding rates
include exact estimates of the infected class densities,
whereas the lifetime shedding sizes only indirectly esti-
mate the densities via the mortality rates of the infected
classes (i.e., the density of an infected class is approxi-
mated by the reciprocal of its mortality rate). We consider
both metrics because we find that our predictions based
on total shedding rates are more accurate, but we expect
that it is easier to acquire estimates of lifetime shedding
sizes for most empirical systems. In addition, lifetime
shedding sizes align with how one would define whether
the specialist pathogen has an advantage when it is the first
versus second pathogen to infect a coinfected individual.
We use the shedding rates, mortality rates, and lifetime

shedding sizes of the coinfected classes to define when the
specialist has an advantage when coinfecting a focal indi-
vidual first versus second. The specialist has a “first-arriver
advantage in shedding” when coinfected individuals that
were infected by the specialist first and the generalist sec-
ond have a larger shedding rate of specialist propagules
than coinfected individuals that were infected by the spe-
cialist second and the generalist first (x12

F 1 x21
F ). The spe-

cialist has a “second-arriver advantage in shedding” when
the inequality is reversed (x12

F ! x21
F ). Similarly, the special-

ist has a “first-arriver advantage in mortality” when coin-
fected individuals that were infected by the specialist first
and the generalist second have smaller mortality rates than
coinfected individuals that were infected by the specialist
second and the generalist first (m12

F ! m21
F ). The specialist

has a “second-arriver advantage in mortality”when the in-
equality is reversed (m12

F 1 m21
F ). The specialist has a “first-

arriver advantage in lifetime shedding size” when coin-
fected individuals that were infected by the specialist first
and the generalist second have a larger lifetime shedding
size than coinfected individuals that were infected in the
opposite order,

x12
F

m12
F

1
x21
F

m21
F

: ð2Þ

The specialist has a “second-arriver advantage in lifetime
shedding size” when coinfected individuals that were in-
fected by the specialist first and the generalist second have
a smaller lifetime shedding size than coinfected individu-
als that were infected in the opposite order,

x12
F

m12
F

!
x21
F

m21
F

: ð3Þ

Note that if the specialist has a first-arriver advantage in
both shedding and mortality, then it necessarily has a

Table 1: Descriptions, units, and default values for all model variables and parameters

Quantity Description Unit Value

Si Susceptible density for host i Individual Variable

I
j
i Density of host i singly infected with pathogen j Individual Variable

I
jk
i Density of host i coinfected with pathogen j followed by pathogen k Individual Variable

Nj Total density for host i Individual 200

Pj Infectious propagule density for pathogen j Propagule Variable

bi Total birth rate for host i Individual/time Variable

mi Mortality rate due to nondisease sources for host i 1/time .1

b
j
i Transmission rate of pathogen j to susceptible individuals of host i 1/propagule/time .01

b
jk
i Transmission rate of pathogen k to host i infected with pathogen j 1/propagule/time .01

m
j
i Mortality rate for host class I

j
i 1/time .5

m
jk
i Mortality rate for host class I

jk
i 1/time .5

x
j
i Shedding rate of specialist infectious propagules for host class I

j
i Propagule/individual/time 2,000

x
jk
i Shedding rate of specialist infectious propagules for host class I

jk
i Propagule/individual/time 2,000

w
j
i Shedding rate of generalist infectious propagules for host class I

j
i Propagule/individual/time 2,000

w
jk
i Shedding rate of generalist infectious propagules for host class I

jk
i Propagule/individual/time 2,000

u
j
i Uptake rate of infectious propagule of pathogen j by host i 1/individual/time .1

x
j
i=m

j
i Lifetime shedding size for singly infected individuals: total density of specialist Propagule/individual 4,000

Infectious propagules shed by a singly infected individual host before death

x
jk
i =m

j
i Lifetime shedding size for coinfected individuals: total density of specialist Propagule/individual 4,000

Infectious propagules shed by a coinfected individual host before death

Note: The host species are indexed by i (i p F for the focal host and i p A for the alternative host), and the pathogen species are indexed by j and k

( j, k p 1 for the specialist pathogen, and j, k p 2 for the generalist pathogen). Values and ranges for parameters are roughly based on estimates for the Daph-

nia system (Clay et al. 2019a, 2019b).

How Priority Effects Alter Disease Risk 819



first-arriver advantage in lifetime shedding size. Similarly,
if the specialist has a second-arriver advantage in both
shedding and mortality, then it necessarily has a second-
arriver advantage in lifetime shedding size. When the
specialist has a first-arriver advantage in shedding and a
second-arriver advantage in mortality or vice versa, then
it can have a first- or second-arriver advantage in lifetime
shedding size depending on the specific shedding and
mortality rates of the coinfected classes.
We use the model to explore how the presence of the

generalist pathogen affects the focal host’s risk of being
infected by the specialist pathogen and how that is influ-
enced by within-host priority effects. We use infectious
propagule densities as our metric for disease risk because
the infection rates are proportional to the infectious prop-
agule densities; see the bi

FSFPi and b
ij
FI

i
FPj terms inmodel (1).

Our results focus on the relationship between the specialist
(P1) and generalist (P2) infectious propagule densities. This
allows us to assess how changes in the density of the gen-
eralist pathogen alters the density of the specialist patho-
gen, which in turn alters the focal host’s risk of infection.
In the following, we analytically compute the slope of the
relationship between the specialist and generalist infectious
propagule densities at equilibrium when coinfection is not
possible, when coinfection is possible but priority effects
are absent, andwhen coinfection is possible and priority ef-
fects are present. We then use numerical simulations to
further explore the relationships.

Mathematical Analysis of the Model

To gain insight into how within-host priority effects al-
ter the relationships between generalist and specialist in-
fectious propagule densities at equilibrium, we compute
the local sensitivity dP*

1=dP
*

2. That derivative defines both
the indirect effect of the generalist pathogen on the spe-
cialist pathogen and the slope of the relationship between
the generalist and specialist infectious propagule densities
at equilibrium. Positive values imply that the generalist
has a positive indirect effect on the specialist and there is
a positive relationship between generalist and specialist in-
fectious propagule densities. In this case, increases in the
generalist pathogen increase the focal host’s risk of infec-
tion by the specialist pathogen. Negative values mean that
the generalist has a negative indirect effect on the specialist
and there is a negative relationship between generalist and
specialist infectious propagule densities. In this case, in-
creases in the generalist pathogen decrease the focal host’s
risk of infection by the specialist pathogen.
The methods for calculating the sensitivities were de-

veloped in Bender et al. (1984) and Yodzis (1988) and have
been applied recently to epidemiological systems (Roberts
and Heesterbeek 2018; Cortez and Duffy 2020, 2021;

Cortez 2021). Details are provided in section S1 of the sup-
plemental PDF. In brief, the sensitivity is computed using
the ratio

dP*

1

dP*

2

p

∂P*

1=∂d2
∂P*

2=∂d2
, ð4Þ

where ∂P*

1=∂d2 and ∂P*

2=∂d2 define how small changes in
the degradation rate of generalist infectious propagules al-
ter the equilibrium densities of specialist and generalist in-
fectious propagules, respectively. We assume that general-
ist infectious propagule density decreases with increases in
its degradation rate (∂P*

2=∂d2 ! 0). This assumption is met
in all of our numerical simulations, and we expect it to be
true in most natural systems.

Systems without Coinfection

In the absence of coinfection, the indirect effect of the gen-
eralist on the specialist is

dP*

1

dP*

2

p 2Cx1
FI

1
F, ð5Þ

whereC is a positive value; see equation (S7) in section S1.2
of the supplemental PDF. Here, x1

FI
1
F is the total rate of

shedding by focal host individuals that are singly infected
by the specialist pathogen. The sign of equation (5) shows
that the indirect effect is negative. The reason is that in-
creased density of generalist infectious propagules results
in more focal host individuals becoming infected by the
generalist. This decreases the density of susceptible individ-
uals that can be infected by the specialists, which ultimately
results in a decrease in specialist infectious propagule den-
sity. In total, when coinfection is not possible (or very rare),
there is a negative relationship between specialist and gen-
eralist infectious propagule densities.

Systems with Coinfection and without
Within-Host Priority Effects

When coinfection is possible but within-host priority ef-
fects are absent, the indirect effect of the generalist on the
specialist is

dP*

1

dP*

2

p Cc

xc
F

b
1
FP1 1mc

F

z}|{

term 1

1
2x1

F

b
1
FP1 1m1

F

z}|{

term 2
0

B

B

@

1

C

C

A

, ð6Þ

where Cc is a positive value; see equation (S11) in sec-
tion S1.3 of the supplemental PDF. Here, xc

F and mc
F are
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the shedding and mortality rates of coinfected individuals,
which are independent of the order of infection. Term 1 in
equation (6) is positive; it represents how increased gener-
alist infectious propagule density leads to increased density
of coinfected individuals, and hence more of the shedding
of specialist infectious propagules occurs from coinfected
individuals. Term 2 is negative; it represents how increased
generalist infectious propagule density leads to decreases in
individuals singly infected by the specialist pathogen (due
to reduced densities of susceptible individuals), and hence
less of the shedding of specialist infectious propagules oc-
curs from singly infected individuals.
Equation (6) shows that the lifetime shedding sizes of

singly infected individuals and coinfected individuals largely
determine how the generalist pathogen affects the specialist
pathogen. In particular, the indirect effect of the generalist
on the specialist is negative when coinfected individuals
have a smaller lifetime shedding size than singly infected
individuals (term 1 is smaller in magnitude than term 2
when xc

F=m
c
F ! x1

F=m
1
F). This results in a negative relation-

ship between specialist and generalist infectious propa-
gules, and the generalist pathogen decreases the focal host’s
risk of infection by the specialist. The indirect effect of the
generalist on the specialist is positive when coinfected indi-
viduals have a larger lifetime shedding size than singly in-
fected individuals (term 1 is larger in magnitude than term 2
when xc

F=m
c
F 1 x1

F=m
1
F). This results in a positive relation-

ship between specialist and generalist infectious propagules,
and the generalist pathogen increases the focal host’s risk
of infection by the specialist.
The exception to the above is that if specialist infectious

propagule density is sufficiently high (P1 large), then the
shedding rates (x1

F, x
c
F) approximately determine the sign

of the indirect effect, not the lifetime shedding sizes
(x1

F=m
1
F, x

c
F=m

c
F). The reason is that the denominators of

both terms in equation (6) are similar in magnitude when
P1 is large, which means the numerators of the two terms
determine which term is larger in magnitude. Thus, if
specialist infectious propagule density is sufficiently high,
then there is a negative or positive relationship between
specialist and generalist infectious propagules when sin-
gly infected individuals have higher or lower shedding
rates, respectively, than coinfected individuals.

Systems with Both Coinfection
and Within-Host Priority Effects

When coinfection is possible and within-host priority ef-
fects are present, the equation for the indirect effect of the
generalist on the specialist (dP*

1=dP
*

2) shows that there are
12 indirect pathways through which the generalist path-
ogen indirectly affects the specialist pathogen; see sec-
tion S1.4 of the supplemental PDF for details. After alge-

braic manipulation, that equation for the indirect effect can
be written as

dP*

1

dP*

2

p 2C1x
1
FI

1
F

z}|{

pathway 1

1C12x
12
F I

12
F

z}|{

pathway 12

1C21x
21
F I

21
F

z}|{

pathway 21

, ð7Þ

where the Ci are positive values that depend on the densi-
ties of the host classes and infectious propagules; see equa-
tion (S32) in section S1.4 of the supplemental PDF for de-
tails. The three terms in equation (7) correspond to the
three consolidated pathways:

pathway 1: P2 ⊣ I1F → P1,
pathway 12: P2 → I12F → P,
pathway 21: P2 → I2F → I21F → P1,

where arrows (→) and turnstiles (⊣) denote positive and
negative direct effects, respectively. Each pathway repre-
sents the total effect of increased generalist infectious
propagule density on, respectively, the densities of singly
infected individuals, coinfected individuals that were in-
fected by the specialist first and the generalist second,
and coinfected individuals that were infected by the gen-
eralist first and the specialist second and how changes in
the densities, in turn, affect shedding of specialist infec-
tious propagules by each infection class. Pathway 1 is neg-
ative because increased generalist infectious propagule
density decreases the density of focal host individuals that
are infected by the specialist (through the reduction of sus-
ceptible host density), and hence less of the shedding of
specialist infectious propagules occurs from singly infected
individuals. Pathways 12 and 21 are positive because in-
creased generalist infectious propagule density increases
the densities of coinfected individuals, and hence more
of the shedding of specialist infectious propagules occurs
from coinfected individuals.
Equation(7) shows how the strengths of the three path-

ways are affected by the total shedding rate for each in-
fected class (x1

FI
1
F, x

12
F I

12
F , and x21

F I
21
F ). The term for path-

way 1 in equation (7) shows that the strength of pathway 1
is greater when singly infected individuals have a larger to-
tal shedding rate (x1

FI
1
F), which occurs with larger densities

of singly infected individuals (I1F) or larger shedding rates
by singly infected individuals (x1

F). This is because a larger
total shedding rate for singly infected individuals means a
greater reduction in specialist infectious propagule density
when the density of singly infected focal host individuals
decreases. The terms for pathways 12 and 21 in equation (7)
show that the strengths of pathways 12 and 21 are greater
when the respective coinfected classes have larger total shed-
ding rates (x12

F I
12
F and x21

F I
21
F ), which occurs with larger densi-

ties of coinfected individuals (I12F and I21F ) or larger shedding
rates by coinfected individuals (x12

F and x21
F ). This is because

larger total shedding rates for coinfected individuals mean
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larger increases in specialist infectious propagule density
when the densities of coinfected individuals increase.
While equation (7) is conceptually straightforward, it is

difficult to apply in practice because predicting the shape of
the relationship between specialist and generalist infectious
propagule densities requires that one can (i) accurately es-
timate the densities of all focal host infectious classes in an
empirical system and (ii) predict how the densities of those
classes change as generalist infectious propagule density in-
creases. This is likely to be difficult to do inmany empirical
systems. To address this, we use the equilibrium conditions
to rewrite equation (7) in terms of the lifetime shedding
sizes and infectious propagule densities. This yields

dP*

1

dP*

2

p2�C 1

x1
F

b
12
F P2 1m1

F

P1

z}|{

pathway 1

1 �C21

x12
F

m12
F

P1P2

b12
F P2 1m1

F

z}|{

pathway 12

1 �C 21

x21
F

m21
F

P1P2

b
21
F P1 1m2

F

z}|{

pathway 21

, ð8Þ

where the �Ci are positive values that depend on the densi-
ties of the host classes and infectious propagules; see equa-
tion (S33) in section S1.4 of the supplemental PDF for de-
tails. Equation (8) shows how the strengths of the three
pathways are affected by the lifetime shedding sizes of sin-
gly infected individuals (x1

F=m
1
F) and coinfected individu-

als (x12
F =m

12
F , x

21
F =m

21
F ) and the infectious propagules densi-

ties (P1 and P2). The strength of the negative effect of
pathway 1 is greater when singly infected individuals have
a larger lifetime shedding size (larger x1

F=m
1
F). In addition,

the strength of the pathway 1 increases with specialist in-
fectious propagule density (P1 in numerator) and decreases
with generalist infectious propagule density (P2 in denom-
inator). The strengths of the positive effects of pathways 12
and 21 are greater when coinfected individuals have larger
lifetime shedding sizes (larger x

jk
F =m

jk
F ). In addition, the

strengths of pathway 12 and 21 increase with increases in
specialist or generalist infectious propagule density, but
pathway 12 has decelerating increases with increased gen-
eralist infectious propagule density (P2=[b

12
F P2 1m1

F] fac-
tor), and pathway 21 has decelerating increases with in-
creased specialist infectious propagule density (P1=[b

21
F P11

m2
F] factor).
We combine the above to predict how increased gen-

eralist infectious propagule density affects (i) specialist
infectious propagule density and (ii) the slope of the re-
lationship between the specialist and generalist infec-

tious propagule densities. Our predictions involve both
the total shedding rates for each class and the lifetime
shedding sizes.
First, specialist infectious propagule density is greater

in the presence of the generalist pathogen only when the
total shedding rate of singly infected individuals is less
than the total shedding rate of all coinfected individuals
(pathway 1 weaker than pathways 12 and 21 combined;
x1
FI

1
F smaller than x12

F I
12
F 1 x21

F I
21
F ). At low generalist infec-

tious propagule densities, we expect this will occur when
singly infected individuals have a smaller lifetime shed-
ding size than coinfected individuals infected by the spe-
cialist first (x1

F=m
1
F ! x12

F =m
12
F ; pathway 1 weaker than

pathway 12). At high generalist infectious propagule
densities, we expect this to occur when singly infected
individuals have a smaller lifetime shedding size than
coinfected individuals infected by the specialist second
(x1

F=m
1
F ! x21

F =m
21
F ; pathway 1 weaker than pathway 21).

In comparison, specialist infectious propagule density
decreases in the presence of the generalist pathogen
when the total shedding rate of singly infected individu-
als is greater than the total shedding rate of all coinfected
individuals (pathway 1 stronger than pathways 12 and
21 combined; x1

FI
1
F greater than x

12
F I

12
F 1 x21

F I
21
F ). We expect

that this will occur when at least one class of coinfected in-
dividuals has a smaller lifetime shedding size than singly
infected individuals (x12

F =m
12
F ! x1

F=m
1
F or x21

F =m
21
F ! x1

F=
m1

F).
Second, the slope of the relationship between general-

ist and specialist infectious propagule density depends on
pairs of the indirect pathways. When generalist infectious
propagule density is sufficiently low, the negative indirect
effect from pathway 1 and the positive indirect effect from
pathway 12 determine the slope of the relationship. The
slope of the relationship is positive when singly infected in-
dividuals have a smaller total shedding rate than coinfected
individuals that were infected with the specialist pathogen
first (x1

FI
1
F ! x12

F I
12
F ). We expect this will occur when singly

infected individuals have a smaller lifetime shedding size
than coinfected individuals that were infected with the spe-
cialist pathogen first (x1

F=m
1
F ! x12

F =m
12
F ). The slope is neg-

ative when singly infected individuals have a larger total
shedding rate than coinfected individuals that were in-
fected with the specialist pathogen first (x1

FI
1
F 1 x12

F I
12
F ).

We expect this will occur when singly infected individuals
have a larger lifetime shedding size than coinfected individ-
uals that were infected with the specialist pathogen first
(x1

F=m
1
F 1 x12

F =m
12
F ).

In comparison, when generalist infectious propagule
density is sufficiently high, the slope of the relationship
between specialist and generalist infectious propagule den-
sity is primarily determined by the magnitudes of the pos-
itive indirect effects from pathways 12 and 21. The slope of

(8)
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the relationship is positive when the total shedding rate of
coinfected individuals that were infected by the specialist
first is smaller than the total shedding rate of coinfected in-
dividuals that were infected by the specialist second (x12

F I
12
F !

x21
F I

21
F ). We expect this will occur when the specialist path-

ogen has a second-arriver advantage in lifetime shedding
size (x12

F =m
12
F ! x21

F =m
21
F ). The slope of the relationship is

negative when the total shedding rate of coinfected individ-
uals that were infected by the specialist first is greater than
the total shedding rate of coinfected individuals that were
infected by the specialist second (x12

F I
12
F 1 x21

F I
21
F ). We ex-

pect this will occur when the specialist pathogen has a first-
arriver advantage in lifetime shedding size (x12

F =m
12
F 1 x21

F =
m21

F ).
We note two things about these predictions. First, we

expect the predictions based on total shedding sizes (con-
ditions inferred from eq. [7]) to be accurate throughout
parameter space, whereas the conditions based on the
lifetime shedding sizes of the infected class (conditions in-
ferred from eq. [8]) are likely to be less accurate throughout
parameter space. The reason has to do with how the two
metrics estimate infected class densities, which affect the
strengths of the three indirect pathways. Specifically, total
shedding sizes include exact estimates of the infected class
densities (e.g., I1F factor in x1

FI
1
F), whereas lifetime shedding

sizes only indirectly estimate the densities via the mortality
rates of the infected classes (e.g., 1=m1

F factor in x1
F=m

1
F).

Thus, while lifetime shedding sizes are likely to be more
practical to estimate than total shedding rates, the pre-
dictions based on lifetime shedding sizes may be less accu-
rate in some cases than those based on total shedding
sizes. These expectations are matched by our results from
numerical simulations (see “Results from Numerical
Simulations”).
Second, the values C12 and �C12 can be negative when

specialist infectious propagule density is very low and
generalist infectious propagule density is very high. This
means that pathway 12 results in a negative indirect ef-
fect of the generalist pathogen on the specialist pathogen.
The mechanism driving the change in sign is the follow-
ing. The density of coinfected individuals that were infected
by the specialist first (I12F ) is very low when specialist infec-
tious propagule density is low and generalist infectious propa-
gule density is high. Further increases in generalist infec-
tious propagule density increase the density of individuals
singly infected by the generalist (I2F), which decreases sus-
ceptible focal host density. Reduced susceptible density
results in reduced density of individuals that are singly in-
fected by the specialist (I1F), which leads to reduced density
of coinfected individuals in class I12F and reduced excretion
of specialist infectious propagules by that coinfected class.
We note that this change in sign does not qualitatively alter
our predictions because the strength of pathway 12 ismuch

weaker than pathway 21 in regions of parameter space
where pathway 12 has a negative indirect effect.

Methods for Numerical Simulations

We used numerical simulations to explore the accuracy
of our analytical predictions and illustrate different pos-
sible relationships between generalist infectious propa-
gule density (P*

2) and specialist infectious propagule den-
sity (P*

1) at equilibrium. We simulated systems defined
by (i) six scenarios where priority effects alter the shed-
ding rates of specialist infectious propagules (scenar-
ios S1–S6), (ii) six scenarios where priority effects alter the
mortality rate of focal host individuals (scenarios M1–
M6), and (iii) pairwise combinations of the shedding
scenarios and mortality scenarios; see table 2 for details.
Each shedding and mortality scenario is predicted to pro-
duce a single kind of relationship between specialist and
generalist infectious propagule densities (i.e., increasing,
decreasing, unimodal, or U shaped; see table 2). Scenar-
ios S1–S3 and M1–M3 correspond to cases where the spe-
cialist pathogen has a first-arriver advantage in shedding
and mortality, respectively, and scenarios S4–S6 and M4–
M6 correspond to cases where the specialist pathogen
has a second-arriver advantage in shedding and mortality,
respectively.
For all simulations, we varied the degradation rate of the

generalist infectious propagules from small (d2 p 100) to
very large (d2 p 800,000) values, which causes the equilib-
rium density of generalist infectious propagules to vary
from very large to very small values. Equilibrium densities
were computed by simulating the ordinary differential
equation model for 5,000 time steps, which ensured nu-
merical convergence to equilibrium. The default parameter
values for the simulations are given in table 1, and param-
eters with other values are specified in the figure legends.
All simulations were done in R (ver. 4.1); code is available
on Zenodo (Jiao and Cortez 2022).

Results from Numerical Simulations

For all of our numerical simulations, the shapes of the
simulated relationships between specialist and generalist
infectious propagule densities are accurately predicted
by the total shedding rates of the infected classes (x1

FI
1
F,

x12
F I

12
F , x

21
F I

21
F ). Specifically, decreasing and unimodal rela-

tionships arise when coinfected individuals that were in-
fected by the specialist first have larger total shedding rates
than coinfected individuals that were infected by the spe-
cialist second (x12

F I
12
F 1 x21

F I
21
F ). Increasing and U-shaped

relationships arise when the magnitudes of the total shed-
ding rates are reversed (x12

F I
12
F ! x21

F I
21
F ). As noted earlier, a
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limitation of using total shedding rates is that one needs to
accurately estimate the density of each infected class (I1F, I

12
F ,

I21F ) at each density of the specialist pathogen (P2).
We now explore when the lifetime shedding sizes ac-

curately and inaccurately predict the shapes of the rela-
tionships between specialist and generalist infectious prop-
agule densities. We focus on this metric because lifetime
shedding sizes are likely easier to estimate than total shed-
ding rates in empirical systems.We start by considering the
special cases where priority effects alter only either the
shedding rates or the mortality rates of coinfected individ-
uals. We then consider systems where priority effects alter
both the shedding rates and the mortality rates of coin-
fected individuals.
We first consider systems where within-host priority

effects affect only shedding rates (scenarios S1–S6) or only
host mortality rates (scenarios M1–M6). Table 2 summa-
rizes the shapes of the relationships between specialist
and generalist infectious propagule densities that are pre-
dicted on the basis of the lifetime shedding sizes of each
infectious class; simulation results are shown in figures 2
and 3. In nearly all simulations, the relationships between
specialist and generalist infectious propagule densities
qualitatively match the predictions based on the lifetime
shedding sizes of each infectious class. In particular, a first-
arriver advantage in shedding or mortality yields decreasing
or unimodal relationships (left columns of figs. 2, 3), and a
second-arriver advantage in shedding or mortality yields
increasing or U-shaped relationships (right columns of
figs. 2, 3). However, inaccurate predictions can arise when
priority effects alter mortality rates and one coinfected
class has a much higher mortality rate than the other coin-
fected class. Specifically, increasing relationships can arise

instead of predicted U-shaped relationships if the special-
ist has a very large second-arriver advantage in mortality
(m12

F is much larger than m21
F ; red squares and triangles in

fig. 3D). The predictions are inaccurate because the life-
time shedding sizes do not account for one coinfected
class (I12F ) being at much lower densities than the other
coinfected class (I21F ) for all generalist infectious propa-
gule densities.
Now we consider systems where within-host priority

effects alter both shedding rates and host mortality rates
(pairwise combinations of scenarios S1–S6 and M1–
M6). Simulations are shown in figures 4, 5, S1, and S2.
While there are many examples where the lifetime shed-
ding sizes of the infected classes accurately predict the qual-
itative shape of the relationship between specialist and gen-
eralist infectious propagule densities, there are also many
examples where the lifetime shedding sizes yield inaccurate
predictions. We find two different kinds of errors, with the
type of error depending on how priority effects alter the
shedding and mortality rates of coinfected individuals.
In the first kind of error, the lifetime shedding sizes ac-

curately predict the sign of the slope of the relationship
for large generalist infectious propagule densities but in-
accurately predict the sign of the slope at small generalist
infectious propagule densities. These errors typically arise
in systems where the specialist has a first-arriver advan-
tage in mortality and a first-arriver advantage in shedding
(combinations of scenarios S1–S3 and M1–M3; fig. 4) or
the specialist has a second-arriver advantage in mortality
and a second-arriver advantage in shedding (combina-
tions of scenarios S4–S6 and M4–M6; fig. S2). For exam-
ple, unimodal relationships can arise instead of predicted
decreasing relationships (curves with circles and triangles

Table 2: Scenarios of priority effects used in numerical simulations

Scenario Rates Type of priority effect Pathway strengths Predicted P1-P2 relationship
a

Shedding priority effects

S1 x1
F ≥ x12

F ≥ x21
F First-arriver advantage 1 1 12 1 21 Decreasing

S2 x12
F 1 x1

F ≥ x21
F First-arriver advantage 12 1 1 1 21 Unimodal

S3 x12
F 1 x21

F 1 x1
F First-arriver advantage 12 1 21 1 1 Unimodal

S4 x21
F ≥ x12

F ≥ x1
F Second-arriver advantage 21 1 12 1 1 Increasing

S5 x21
F ≥ x1

F 1 x12
F Second-arriver advantage 21 1 1 1 12 U shaped

S6 x1
F 1 x21

F 1 x12
F Second-arriver advantage 1 1 21 1 12 U shaped

Mortality priority effects

M1 m1
F ≤ m12

F ≤ m21
F First-arriver advantage 1 1 12 1 21 Decreasing

M2 m12
F ! m1

F ≤ m21
F First-arriver advantage 12 1 1 1 21 Unimodal

M3 m12
F ! m21

F ! m1
F First-arriver advantage 12 1 21 ! 1 Unimodal

M4 m21
F ≤ m12

F ≤ m1
F Second-arriver advantage 21 1 12 1 1 Increasing

M5 m21
F ≤ m1

F ! m12
F Second-arriver advantage 21 1 1 1 12 U shaped

M6 m1
F ! m21

F ! m12
F Second-arriver advantage 1 1 21 1 12 U shaped

a Predicted P1-P2 relationships are based on the magnitudes of the lifetime shedding sizes for the three focal host infected classes (x1
F=m

1
F, x

12
F =m

12
F , x

21
F =m

21
F ).
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in fig. 4G), and decreasing relationships can arise instead
of predicted unimodal relationships (curves with circles
and triangles in fig. 4I and all curves in fig. 4M). In fig-
ures 4 and S1, inaccurate predictions are made for small
generalist infectious propagule densities in about 30% of
the simulations; see section S2.1 of the supplemental PDF
for details.
In the second kind of error, the lifetime shedding sizes

accurately predict the sign of the slope of the relationship
for small generalist infectious propagule densities but in-
accurately predict the sign of the slope at large generalist
infectious propagule densities. In our simulations, these
errors always arise in systems where the specialist has a
first-arriver advantage in mortality and a second-arriver
advantage in shedding or vice versa (combinations of sce-

narios S1–S3 andM4–M6 or combinations of scenarios S4–
S6 andM1–M3). For example, decreasing relationships can
arise instead of predicted U-shaped relationships (curve
with squares in fig. 5G and curves with circles in fig. 5K),
increasing relationships can arise instead of predicted uni-
modal relationships (curves with triangles and squares in
fig. 5I), and U-shaped relationships can arise instead of
predicted unimodal relationships (curve with squares in
fig. 5F). In figures 5 and S2, inaccurate predictions are
made for large generalist infectious propagule densities in
about 60% of the simulations; see section S2 of the supple-
mental PDF for details.
Altogether, these numerical results suggest that the re-

lationships between specialist and generalist infectious
propagule densities can be accurately predicted by total
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Figure 2: Relationships between generalist and specialist infectious propagule densities at equilibrium when within-host priority effects only
affect the shedding rates of specialist infectious propagules. Left column, decreasing and unimodal relationships occur when the specialist has a
first-arriver advantage in shedding (x12

F 1 x21
F ); darker blue shades imply a greater first-arriver advantage. Right column, increasing and U-

shaped relationships occur when the specialist has a second-arriver advantage in shedding (x21
F 1 x12

F ); darker red shades indicate a greater
second-arriver advantage. Shedding rates are indicated in the figure (where K p 1,000); all other parameters values are given in table 1.
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shedding rates. In comparison, lifetime shedding sizes can
accurately predict the qualitative shapes of the relationships
in many cases, but the accuracy is much lower in systems
where the specialist has different advantages in shedding
and mortality (e.g., a first-arriver advantage in shedding
and a second-arriver advantage inmortality). These inaccu-
racies arise because lifetime shedding sizes do not directly
estimate the densities of the infectious classes, which results
in inaccurate predictions of the strengths of the three indi-
rect pathways.
We find one new phenomenon that can arise when

within-host priority effects alter both the shedding rates
and the mortality rates of coinfected individuals: increased
mortality of a coinfected class can cause an increase in spe-

cialist infectious propagule density. This is an example of
stage-specific overcompensation in density (de Roos et al.
2007; de Roos and Persson 2013; Jiao et al. 2016; Sorenson
and Cortez 2021), wherein increased mortality of a specific
stage of an organism (here, a coinfected class) leads to in-
creased density in a different stage (infectious propagule
density). In our simulations, we find that the overcompen-
satory response arises when the coinfected class experienc-
ing increased mortality has a lower shedding rate than the
other coinfected class. For example, specialist infectious
propagule density can increase as the mortality ratem12

F in-
creases when coinfected individuals that were infected by
the specialist first and generalist second have lower shed-
ding rates than coinfected individuals that were infected
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Figure 3: Relationships between generalist and specialist infectious propagule densities at equilibrium when within-host priority effects only
influence mortality rates. Left column, decreasing and unimodal relationships occur when the specialist pathogen has a first-arriver advantage
in mortality (m12

F ! m21
F ); darker blue shades imply a greater first-arriver advantage. Decreasing sections of the curves for P2 1 5,500 are not

shown in E. Right column, increasing and U-shaped relationships occur when the specialist pathogen has a second-arriver advantage in mor-
tality (m21

F 1 m12
F ); darker red shades indicate a greater second-arriver advantage. Mortality rates are indicated in the figure; all other parameters

values are given in table 1.
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by the specialist second and generalist first (x12
F ! x21

F ; com-
pare light blue and dark blue curves on the left sides of
fig. 5F, 5G, 5K and on the right side of fig. 5N). Similarly,
specialist infectious propagule density can increase as the
mortality rate m21

F increases when coinfected individuals
that were infected by the specialist second have lower shed-
ding rates than coinfected individuals that were infected by
the specialist first (x12

F 1 x21
F ; compare light red and dark

red curves on the left sides of fig. S2E, S2I, S2M, S2N).
The reason for the overcompensatory response is that the
coinfected class with the lower shedding rate is a bottleneck
stage for the pathogen. As a result, increasing the mortality
rate of the bottleneck stage causes more focal host individ-
uals to end up in the singly infected class or the other
coinfected class, which leads to higher total shedding rates

of infectious propagules by the focal host and higher spe-
cialist infectious propagule density.

Discussion

Disease dynamics in many multihost-multipathogen com-
munities are context dependent (Lazzaro and Little 2009;
Wolinska and King 2009), with the presence and absence
of different host and pathogen species leading to different
levels of disease (Booth 2006; Ezenwa et al. 2010; Pulkkinen
et al. 2010; Auld et al. 2014; Clay et al. 2019b). We explored
how the indirect interactions between pathogens at the
between-host level and the within-host level jointly shape
the relationships between specialist and generalist infec-
tious propagule densities. We use infectious propagule
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Figure 4: Relationships between generalist and specialist infectious propagule densities at equilibrium when the specialist has a first-arriver
advantage in both shedding and mortality. Top row, relationships when priority effects only affect shedding rates. Left column, relationships
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mortality rates with the same symbol and color in the left column. Darker blues indicate a greater first-arriver advantage. Table 1 defines
values of unspecified parameters.
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densities as proxies for the focal host’s risk of infection be-
cause the infection rates in model (1) are proportional to
the infectious propagule densities.
We found that the total shedding rates of singly in-

fected and coinfected individuals (x1
FI

1
F, x

12
F I

12
F , x

21
F I

21
F ) are

key factors determining how a generalist pathogen influ-
ences a focal host’s risk of infection by a specialist patho-
gen. This is because the total shedding rates determine the
strengths of the three pathways through which the gener-
alist pathogen indirectly affects the specialist pathogen
(eq. [7]), which in turn determines the slope of the rela-
tionship between the risk of being infected by each path-
ogen (i.e., the relationship between generalist and special-
ist infectious propagule densities). Because it may be
difficult to accurately measure infected class densities in
empirical systems, we also explored how accurately the
qualitative relationships between specialist and generalist

infectious propagules could be predicted by the lifetime
shedding sizes for each class (i.e., total density of special-
ist infectious propagules produced before death; x1

F=m
1
F,

x12
F =m

12
F , x

21
F =m

21
F ). Our analytical results (eq. [8]) and nu-

merical simulations (figs. 2–5) show that the lifetime
shedding sizes can accurately predict how the generalist
pathogen alters the focal host’s risk of infection by the
specialist in some cases, but inaccurate predictions can
arise because lifetime shedding sizes do not directly esti-
mate the densities of each infected class.
While we have focused on environmentally transmit-

ted pathogens, our results also apply to coinfecting direct
transmission pathogens (i.e., pathogens that are spread
via direct contact between susceptible and infected indi-
viduals). This is because our environmental transmission
model reduces to a density-dependent direct transmis-
sion model when there is no degradation of infectious
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Figure 5: Relationships between generalist and specialist infectious propagule densities at equilibrium when the specialist has a second-
arriver advantage in shedding and a first-arriver advantage in mortality. Panel descriptions are the same as in figure 4. In E–G, I–K, and
M–O, curve color denotes whether the specialist pathogen has a first-arriver advantage in lifetime shredding size (blue; x12

F =m
12
F 1 x21

F =m
21
F ),

a second-arriver advantage in lifetime shredding size (red; x12
F =m

12
F ! x21

F =m
21
F ), or no advantage in lifetime shredding size (black; x12

F =m
12
F p

x21
F =m

21
F ). Table 1 defines values of unspecified parameters.
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propagules (dj p 0) and reduces to a frequency-dependent
direct transmission model when there is no uptake of in-
fectious propagules (u

j
i p 0; Cortez 2021; Cortez and

Duffy 2021). In these cases, the focal host’s risk of infec-
tion by the specialist pathogen is measured by a weighted
sum of infection rates from the singly infected and coin-
fected classes. Thus, our results may help explain how in-
direct interactions between pathogens shape the context-
dependent dynamics of systems with environmentally or
directly transmitted pathogens.
Prior studies have explored how between-pathogen in-

teractions can shape disease dynamics in communities
with a single host species (Graham 2008; Clay et al. 2019a,
2019b, 2020). When comparing that prior work to this
study, a natural question is, How does the presence or ab-
sence of an alternative host species affect the focal host’s
risk of infection by a particular pathogen? Our results can
be translated to address that question (albeit limited to the
case where the pathogen does not affect host demography);
see equation (S36) and accompanying text in section S1.4
of the supplemental PDF for details. In effect, varying alter-
native host density from low to high values qualitatively
reproduces a portion of the relationship between gener-
alist (P*

2) and specialist (P
*

1) infectious propagule densities;
see figure 6 for an illustration. To determine what portion
of the relationship between generalist (P*

2) and specialist

(P*

1) infectious propagule densities is produced by the rela-
tionship between alternative host density (NA) and special-
ist infectious propagule density (P*

1), one must know two
things: (i) the generalist infectious propagule density in
the absence of the alternative host (P*

2 when NA p 0)
and (ii) how increases in alternative host density (P*

2) affect
generalist infectious propagule density at equilibrium (P*

2).
The first determines the left end point of the relationship
between specialist infectious propagule density (P*

1) and al-
ternative host density NA; compare the circle, triangle, and
square in figure 6a with the respective shapes in figure 6b–
6e. The second determines whether increased alternative
host density causes generalist infectious propagule density
to increase or decrease. Increased alternative host density
increases generalist infectious propagule density (fig. 6b–
6d) when the alternative host is a source of infectious
propagules (meaning that total shedding by infected indi-
viduals is greater than the total uptake by all individuals).
In contrast, increased alternative host density decreases
generalist infectious propagule density (fig. 6e) when the
alternative host is a sink for infectious propagules (mean-
ing that total shedding by infected individuals is less than
the total uptake by all individuals). Translating our results
shows that increased density of an alternative host for a
generalist pathogen can increase or decrease a focal host’s
risk of infection by a specialist pathogen, depending on

(a)                                (b)                                (c)                                

(d)                                (e)                                

Figure 6: Relationships between alternative host density (NA) and specialist infectious propagule density (P1) may be predicted by
relationships between generalist (P2) and specialist (P1) propagule densities. a, Relationship between generalist and specialist propagule den-
sities. Symbols denote generalist infectious propagule density in the absence of the alternative host for the other panels. b–d, Relationships
between NA and P1 when the alternative host is a source for the generalist pathogen and the generalist is more (b), less (c), or equally (d)
specialized on the alternative host. e, Relationships between NA and P1 when the alternative host is a sink for the generalist pathogen.
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within-host priority effects and whether the alternative
host is a source (fig. 6b–6d) or sink (fig. 6e).
The shape of the relationship between alternative host

density and specialist infectious propagule density also
depends on the degree of specialization of the generalist
pathogen. If the generalist pathogen is more specialized
on the alternative host, then we expect generalist infec-
tious propagule density to be lower in the absence of al-
ternative host (fig. 6b). In this case, the relationship be-
tween specialist infectious propagule density and alternative
host density will look qualitatively similar to the full rela-
tionship between alternative and specialist infectious prop-
agule densities. If the generalist pathogen ismore specialized
on the focal host, then we expect generalist infectious prop-
agule density to be high in the absence of the alternative
host (fig. 6c). In this case, the relationship between special-
ist infectious propagule density and alternative host density
will resemble only a small part of the relationship between
alternative and specialist infectious propagule densities. If
the generalist pathogen is not more specialized on either
host, thenwe expect generalist infectious propagule density
to be intermediate in the absence of alternative host (fig. 6d,
6e). In this case, the relationship between specialist infec-
tious propagule density and alternative host density will
(i) resemble one part of the relationship between alterna-
tive and specialist infectious propagule densities when
the alternative host is a source for the generalist pathogen
(fig. 6d) and (ii) resemble the complementary part of the
relationship between alternative and specialist infectious
propagule densities, but with the opposite orientation,
when the alternative host is a sink for the generalist path-
ogen (fig. 6e). Altogether, a focal host’s risk of infection
by a specialist pathogen can strongly depend on the pres-
ence of other host species that can be infected by other
shared pathogens, and those effects depend on within-host
priority effects, the degree of specialization of the generalist
pathogen, and whether the alternative host is a source or
sink for the generalist pathogen.
The above has implications for understanding the rela-

tionships between host species richness and disease. Host
species richness–disease relationships are likely to be con-
text dependent (LoGiudice et al. 2008; Randolph and
Dobson 2012; Wood et al. 2016; Rohr et al. 2019), and
theoretical studies show that the relationships depend
on the strength of interspecific host interactions, the com-
petence of each host species, and the pathogen transmis-
sion mode (Rudolf and Antonovics 2005; Roberts and
Heesterbeek 2018; Cortez 2021; Cortez and Duffy 2021).
Our results suggest that predictions about the shapes of
host species richness–disease relationships could depend
on and be altered by the presence and abundance of other
pathogen species in the community. Specifically, in our
model the alternative host is a noncompetent species for

the specialist pathogen, meaning that the alternative host
cannot spread the specialist pathogen. Empirical and theo-
retical studies (Keesing et al. 2006; Johnson et al. 2008; Hall
et al. 2009; O’Regan et al. 2015; Strauss et al. 2015; Dallas
et al. 2016) have shown that noncompetent species can re-
duce disease in a focal host because of reduced transmis-
sion. However, if the focal host species and the non-
competent species share a generalist pathogen, then the
presence or increased abundance of the noncompetent
species can increase or decrease disease in the focal host.
Thus, the presence of other pathogens in a community
can alter predictions about how gains or losses of non-
competent species affect levels of a focal disease in a focal
host.
As a specific example, the host speciesDaphnia dentifera

can be infected by the bacterial pathogen Pasteuria ramosa
and the fungal pathogen Metschnikowia bicuspidate. Be-
cause of strain specificity, the bacterial pathogen is akin
to the specialist pathogen in our model, and the fungal
pathogen is akin to the generalist pathogen (Duffy et al.
2010). Empirical estimates of shedding and mortality rates
in Clay et al. (2019b) show that (i) coinfected individuals
have lower shedding rates of the specialist than singly in-
fected individuals and the specialist has a second-arriver
advantage in shedding (x1

F 1 x21
F 1 x12

F ), (ii) coinfected in-
dividuals have roughly equal mortality rates that are much
larger than individuals singly infected with the specialist
(m1

F ! m21
F p m12

F ), and (iii) the shedding rates andmortal-
ity rates of individuals infected with the generalist patho-
gen are roughly equal (w2

F p w12
F p w21

F , m
2
F p m12

F p

m21
F ). These parameter conditions qualitatively align with

the curve in figure 6a. Consequently, if an alternative host
of the generalist is present and the alternative host is a
source for the generalist pathogen (e.g., like D. lumholtzi;
Searle et al. 2016), then increased density of the alternative
host initially decreases the focal host’s risk of infection
but eventually causes an increase (fig. 6d). Thus, we would
predict fewer specialist infections in D. dentifera when
D. lumholtzi density is low and more specialist infection
whenD. lumholtzi density is higher. In contrast, if an alter-
native host of the generalist is present and the alternative
host is a sink for the generalist pathogen (e.g., like Cerioda-
phnia dubia; Strauss et al. 2015), then increased density of
the alternative host always increases the focal host’s risk
of infection by the specialist (fig. 6e). Thus, we would pre-
dict more specialist infections in D. dentifera whenever
D. lumholtzi is present. This shows that even though the
two alternative host species cannot be infected by the spe-
cialist, their different interactions with the generalist path-
ogen result in different effects on the focal host’s risk of be-
ing infected by the specialist.
While our results suggest how the presence of other

pathogens and their alternative host species can shape
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disease risk in a focal host, some caution is advised when
applying our results because of the limitations of themodel
and our approach. One key assumption of themodel is that
the specialist pathogen can infect only one host species.
However, most host-pathogen communities are made of
many host species and many pathogen species where the
pathogens have overlapping host ranges andmost host spe-
cies can be coinfected by multiple pathogens (Cleaveland
et al. 2001; Pedersen et al. 2005; Rigaud et al. 2010). A sec-
ond key assumption is that the host population sizes are
fixed. This implicitly assumes that there are no interspe-
cific interactions between the host species, which removes
some of the indirect interactions between pathogens at the
between-host level. This assumption may be true in some
empirical systems; however, many host species with shared
pathogens can interspecifically interact, and theory for
multihost systems predicts that those interactions can have
large effects on levels of disease (Rudolf and Antonovics
2005; O’Regan et al. 2015; Cortez 2021; Cortez and Duffy
2021). Overall, while additional work is needed to more
fully understand the drivers of multihost-multipathogen
dynamics, our study provides some insight into how indi-
rect interactions between pathogens shape those dynamics.
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“On the 16th of March we found females of the Mud Minnow (Melanura limi), in clear, cold, running water. They were much distended
with large masses of orange-colored eggs. . . . On the other hand they are themselves exposed to attacks from a voracious animal, which
takes advantage of their lying buried in the mud. We refer to the odoriferous Cinosternoid (Ozotheca odorata). This turtle appears to be
able to discover the whereabouts of the mud-minnows without alarming them; and cautiously approaching from behind, they seize the
head of the fish that is scarcely extruded from the mud.” From “Mud-Loving Fishes” by Charles C. Abbott (The American Naturalist, 1870,
4:385–391).
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