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Abstract

The log-sum penalty is often adopted as a replacement for the £o pseudo-norm in compressive
sensing and low-rank optimization. The proximity operator of the £( penalty, i.e., the hard-
thresholding operator, plays an essential role in applications; similarly, we require an efficient
method for evaluating the proximity operator of the log-sum penalty. Due to the nonconvex-
ity of this function, its proximity operator is commonly computed through the iteratively
reweighted £; method, which replaces the log-sum term with its first-order approximation.
This paper reports that the proximity operator of the log-sum penalty actually has an explicit
expression. With it, we show that the iteratively reweighted ¢; solution disagrees with the
true proximity operator in certain regions. As a by-product, the iteratively reweighted ¢;
solution is precisely characterized in terms of the chosen initialization. We also give the
explicit form of the proximity operator for the composition of the log-sum penalty with the
singular value function, as seen in low-rank applications. These results should be useful in
the development of efficient and accurate algorithms for optimization problems involving
the log-sum penalty. We present applications to solving compressive sensing problems and
to mixed additive Gaussian white noise and impulse noise removal.

Keywords Proximity operator - Proximal mapping - Log-sum function - Iteratively
reweighted ¢; - Compressive sensing - Low-rank regularization

Lixin Shen and Erin E. Tripp have contributed equally to this work.

B Erin E. Tripp
erin.tripp.4 @us.af.mil

Ashley Prater-Bennette
ashley.prater-bennette @us.af.mil

Lixin Shen
Ishen03 @syr.edu

Information Directorate, Air Force Research Laboratory, Rome, NY, USA

Department of Mathematics, Syracuse University, Syracuse, NY, USA

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10915-022-02021-4&domain=pdf
http://orcid.org/0000-0002-5476-8213

67 Page2of34 Journal of Scientific Computing (2022) 93:67

1 Introduction

The log-sum penalty function is defined as

v |xi]
fx) =Y log <1+ - ) (1

i=1

where € > 0 and x = (x1,x2,...,x,) € R". This function is commonly used to bridge
the gap between the ¢y and £ norms in compressive sensing [6, 23] and as a nonconvex
surrogate function of the matrix rank function in the low-rank regularization [4, 11, 12, 15].
The parameter € controls the slope of the cusp at the origin. More specifically, as € approaches
0, the slope increases, as illustrated in Fig. 1.

Iterative methods for solving compressive sensing problems typically require solving a

subproblem of the form
> ‘X € ]R”} , Py

n
min {21)\||x —zl* + iX}:log (1 +

where A > 0 is a regularization parameter. In the language of convex analysis, the solu-
tion to (Py) is precisely the proximity operator of f with index X at z (see, e.g., [2]). Due
to the nonconvexity of the objective, this problem is difficult to solve directly; instead, an
approximate solution is typically obtained through the iteratively reweighted £; minimization
method, which sequentially linearizes f around the current iterate and solves the linearized
convex problem to obtain the next iterate [6]. It has been shown that the iteratively reweighted
£1 algorithm is an optimal majorization-minimization approach to log-sum regularized opti-
mization problems [21].

Similarly, an essential step in algorithms for low-rank optimization problems is solving

1 mAn O_(X)
min{%||X—ZII%+Zlog<l+ ’ ):XGR’"X”}, (P2)

|x; |
€

€
i=1

where o; (X) is the ith singular value of X. Here, m A n := min{m, n} and || - || r denotes
the Frobenius norm. A similar strategy in solving (Py) is applied for solving (P>). The solution

Fig. 1 The graphs of a £y (dot-dashed), £1 (dashed), and the log-sum function (solid) and b the log-sum
function with € = 1 (solid), 0.5 (dot-dashed), and 0.25 (dashed)
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to (Py) is the proximity operator of f oo with index A at Z, where o : R"*" — R™"" gives
all singular values of a matrix. The regularization term in (P) is the Log-Det heuristic used
in [15]. In fact, if m < n, then

mAn

i (X 1

) 1og<1+°( )> — log det <I+7(XXT)1/2).
€ €

i=1

If m > n, we simply replace XX " by X | X in the above equation.
Notice that the log-sum function is additively separable; that is,

f) =" glx),
i=1

where g : R — R is defined by

g(w) =log (1 + |%|> . 2)
As aresult, the solutions to (Py) and (P») can be given in terms of the proximity operator of g.
Throughout this paper, f and g always refer to the functions given in (1) and (2), respectively.

The purpose of this paper is to show that there exist closed-form solutions to (P;) and
(P3), and therefore time-consuming iterative procedures to approximate them can be avoided.
These expressions do not appear in the existing literature to the best of our knowledge and
should improve the efficiency and accuracy of algorithms in compressive sensing and low-
rank minimization where the function f is used. A recent paper [27] attempts to find the
proximity operator of f under the condition V& > €. However, the results reported in [27]
are inaccurate, as we show in Sect. 2.

We remark that since the objective functions in (P) and (P,) are nonconvex, the sequences
generated by the iterative scheme described above may not converge to a global solution of
the corresponding optimization problem. In fact, we identify under what circumstances the
iteratively reweighted algorithm for problem (P;) does not produce an optimal solution.

The rest of the paper is outlined as follows: In the next section, we give an explicit
expression of the proximity operator of g, followed by an explicit expression of the solution to
(P1). With this, we show in Sect. 4 that the iteratively reweighted £ solution to (Py) disagrees
with the true proximity operator of the log-sum penalty in certain regions. These regions are
completely determined by the chosen initial guess for the reweighted £ algorithm. In Sect. 3,
we give an explicit expression of solutions to (P2). We take a closer look at the compressive
sensing problem in Sect. 5 with numerical experiments comparing the performance of several
algorithms. In Sect. 6, we present an application of the log-sum penalty in removing mixed
additive Gaussian white noise and impulse noise in noisy images. Our conclusions are drawn
in Sect.7.

2 Solutions to Optimization Problem (P4)

We begin in Sect.2.1 by collecting some lemmas related to the proximity operator of g. In
Sect. 2.2, we give the explicit expression of the proximity operator of g then use it to derive
the proximity operator of f. The main results of this section are summarized in Propositions
1-2 and Theorem 3.
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2.1 Fundamental Properties

The proximity operator of g at z € R with index A is defined by
1
proxkg(z) 1= argmin {ﬁ(w — 1)2 +g(w):we ]R} .

The proximity operator is a possibly set-valued mapping from R — 2F, the power set of R.
Because g, as defined by (2), is continuous and coercive, the set prox; ,(z) is not empty for
any A > Oand z € R.

By definition, the elements of prox; , are solutions of an optimization problem, and in order
to characterize these solutions, we must understand the behavior of the objective function
around its critical points. Given A and z, define g ; : R — R as follows

1
G2 (0) = o (x = 2% +g(x).

Note that g, . is differentiable away from the origin with

d 1
TP =& -+ 3

dx x +esgn(x)’

where sgn(x) is the sign function. Clearly,
prox;,(z) = argmin{g; . (x) : x € R}.

A straightforward consequence of this definition is that prox; , is symmetric about the origin
and shrinks points towards the origin.

Lemma 1 (Symmetry and Shrinkage) Let 7 be nonzero. Then (i) Prox;,, (7)) = — prox; (—2),
and (ii) Prox; (z) € [0, 2) if z is positive and prox; , (z) C (z, 0] if z is negative.

Proof (i) This follows directly from the fact that g, . (x) = ¢ —;(—x) forall x € R.

(ii) First assume z > 0. One can check that g, .(x) < ga . (—x), for x > 0. Hence the
elements in prox; <@ should be nonnegative. It can be verified from (3) that g; ;(x) as
a function of x is increasing on [z, o), which implies that prox; ,(z) < [0, z]. By using
Taylor’s expansion for expanding g, ;(x) at z, one has

1 1
2% 2(z+e)?

@G:(0) = @52 (2) + (x—2)+ ( ) (x —2)? +o(lx — 2.

Z+e€

From this expression, we see that g, ;(x) < gx,;(z) when x is sufficiently close to z from
below. We conclude that prox, < (z) € [0, 2).
The above discussion, along with (i), implies that prox; , (z) C (z, 0] if z is negative. 0O

By item (i) of Lemma 1, it is sufficient to study the proximity operator prox;, (z) for all
non-negative z. Moreover, it follows immediately that for all A > 0,

prox; ,(0) = {0}. “

More generally, the proximity operator depends on the structure of the function g ., which
depends both on the parameters A and € as well as the value of z.

Lemma 2 (Convexity of Objective) (i) If\/x < €, then q,  is strictly convex on (0, 00). (ii)
If\/x > €, then q), ; is concave on (0, VA — €] and convex on [vV/X — €, o0).
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1 1

Proof This follows immediately from the fact that %q,\,z(x) el Wl s

for x € (0, 00).
O

From Lemma 2, g;_, has a unique minimizer for each z when +/A < €. In other words,
prox;, is single-valued in this case. To study prox;, when VA > €, we need the following
two lemmas. Note from the proof that Lemma 3 is independent of the monotonicity of g and
is instead an intrinsic quality of the proximity operator.

Lemma 3 (Order-preservation of prox) Let0 < u < v. Ifa € prox,,(u) and B € prox;, (v),
then) < a < B.

Proof By the definition of the proximity operator, one has g;,_, (¢) < gy, (B8) and gy »(B) <
@..v(). Then, g;_, (@) + gi.v(B) < gr.u(B) + qi (). After simplification, we have from
the previous inequality that (¢ — B)(ux — v) > 0. Hence, o < B. ]

Lemma 4 (Set-valued prox) If the set prox; , (z+) at some 7, > O contains zero and a positive
number, then prox; . (z) is a singleton for all |z| # z. In particular, prox,,(z) = {0} for all
|z| < z4 and prox;,, (z) contains only one nonzero element for all |z| > z.

Proof By Lemma I and equation (4), we only need to consider prox;, , (z) for z > 0. Since
0e proxkg(z*), then prox}\g(z) = {0} forall 0 < z < z, by Lemma 3. Let « > 0 be an
element in prox; , (z«). Then, by Lemma 3 again, all elements in prox; , (z) must greater than
or equal to « for all z > z,.

Suppose that prox; ,(z) for some z > z, has at least two nonzero elements, say 8 and y.

Then, one should have g, . (8) = g, ;(y) and %q,\,z(ﬂ) = %q“(y) = 0. The intermediate
value theorem implies that there exists another point between 8 and y, say t, at which
1

%q,\yz (t) = 0. However, %qx,z(x) = %(x —2)+ o has at most two roots on [0, c0). We

conclude that prox; , (z) is a singleton for all z > z,. This completes the proof. O

2.2 The Proximity Operators of g and f

We are now prepared to compute the proximity operators of g and f. As above, the problem
is split between two cases: VA < eand VA > ¢, i.e., the convex case and the nonconvex
case.

For the rest of this section, we consider only z > 0. With item (ii) of Lemma 1, we therefore
only need to investigate the behavior of g; ;(x) for x > 0. In this case, the derivative of g;, ,
can be rewritten as

d (x—3@—)2+r— 1 +e)]

il — . 5

dx 9.2(¥) Ax +e€) )
Moreover, for z > max{Zﬁ — €, 0}, the expression above can be factored as

d

il - (x- — , 6

dx qn.z(x) GO (x —r1(2)x —r2(z)) (6)
where

()'—1( ) ‘/1(+)2 A (7
ri(z) = 3 7—¢€ y Z+e€

and

rz(z)'zl(z—e)—I— 1(z—ke)z—k ®)
) =5 ,/4 )
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First, a few remarks on the functions r; and r» which are central to the next lemmas.
Clearly r2(z) > ri(z) forall z € [2v/A — €, 00), and rl(%) = 0, noting that

A
Z=02Vri—e) + (Ve —r/e)? > 2V —e.
€

These functions are differentiable themselves, with

Viz+e2 —4r—(z+6) -

! ) = 0
N 2/ +€)? — 4n
and
/ ViE+e?—4+(@+e)
r(z) = > 0.

2/ (z +€)? — 4

That is, r; is strictly decreasing, while r is strictly increasing.
Due to Lemmas 1 and 2, prox;, is a single-valued operator when /A < €. More precisely,
we have the following result.

Proposition 1 If VA < €, then

{0}, izl

<%
(sen(@ra(lz), izl > &, ©)

prox)\g(z) = {
where ry is given in (8).

Proof From (3), %qm (x) > Owhen (x —z)(x +€)+ X1 > 0. It can be verified directly that

this holds for every x for z € [0, %]. That is, g, ; is increasing, and therefore the minimum
must occur at 0.
The factorization (6) is defined for z € [%, 00). By the discussion above, r1(z) < 0 on this

interval, so j—xq,\,z (x) is negative for x < r»(z) and positive for x > r>(z). Thus, x = r2(z2)
is the minimizer. m]

Recall from Lemma 4 that prox;,, is single-valued except possibly at £z, for some z, € R.
As we will see in the next result, the point z, does exist and can be efficiently located when
/A > €. In this scenario, prox;, is described in the following result.

Proposition 2 If v/A > €, then for any given z € R

{0}, ifz] < za3
prox; . (z) = { {0, sgn(2)r2(z:)}, iflz] = 24 (10)
{sgn()r2(Iz])},  iflz] > z«,

Zx IS the root of the function

r(2) =gz (r2(2)) — qx.:(0) (11)
on the interval [2/A — €, 2] and r» (z) is given in (8).

€

Proof From equation (5), we may directly verify that % > 0 for z € (0, 23/ — €). This
implies that x = 0 is the unique minimizer for this range of z.
Next, we focus on the situation of z € [2«/X —e, %]. In this case, the factorization (6) holds.

Furthermore, rj (2v/A — €) = r(24/A — €) = /A — €. Because r () is strictly decreasing,
2
x = r1(z) implies that x < /A — €. By Lemma 2, ZTZ < 0 for x < +/A — €, implying that
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x = ri(z) is a local maximum. By analogous reasoning, since r»(z) is increasing and ¢ is
convex on (v/A — €, 00), x = r»(z) must be a local minimum. Therefore the elements of
prox; (z) must be 0, (z), or both.

To determine when the origin and/or r; are the minimizers of g, ., we take a closer look
at the function r(z) in (11) for24/A —€ < z < % One can check directly that

€ €2 2¢ 3
r(Zﬁ_E):_10g<ﬁ>+(ﬁ+ﬁ_§> >0

and

A 62+1 A A 0
o Ay A
"\ ¢ o o8 €? 262

whenever /A > €. Hence, the function r has at least one root z, € 2V — e, %). This
means that {0, r2(z4)} = Prox;,, (z+). By Lemma 4, z, is the only root of r on the interval
[2V/A — €, %]. We conclude that proxkg(z) = {0} when z € [24/A — €, z4) and PIrox; () =
{r2(2)} when z € (z4, £1.

Finally, we consider z € (%, 00). Note that r(z) < 0 on this interval, so by Lemma 1,
the proximity operator cannot be r1(z). By the previous discussion, we know that r(z) < 0
for z in this interval. Thus, Prox;, (z) = {sgn(zx)r(2)}. ]

From the above proof, we know that z, is the unique root of » on [Zﬁ —e, %] and depends
on parameters XA and € only. Furthermore, from r2 — e)r(%) < 0, z4« can easily be found

by the bisection method. We further remark that the z, is simply given as 24/A — € in [27],
which clearly is incorrect.

Equation (10) for Prox;, () in the case of VA > e will reduce to Equation (10) when
VA —e— O+, since z4 € (Zﬁ — €, %) should converge to A= %

Figure 2 displays the proximity operator prox, , for two choices of (2, €). Figure 2a depicts
prox; , for VA < e with (A, €) = (2,3) as in Proposition 1. Figure2b depicts prox;, for
VA > ewith (A, €) = (3, 1), corresponding to Proposition 2. In both situations, prox; ¢ () =
{0} for z in a neighborhood of the origin, thus g is a sparsity promoting function as defined
in [22].

Figure 3 illustrates the graph of prox, ,(z) for fixed A and z > 0 with respect to varying

e (horizontal axis) in three situations. The symbol “o” represents € = /A while the symbol
“x” represents € = % In the first situation, we assume that v/A < % If € € (O, \/X), we

have z < /A < 2+/A — €, therefore, prox; , (z) = 0 Proposition 2; If € € [«/X, %), we know
Vi <eandz < % hence prox)\g(z) = 0 by Proposition 1; if € € [%, 00), we get VA <e
and z > %, hence Prox;,, (z) = ra(z) from Proposition 1. As shown in Fig. 3a, the value of
prox;,, (z) continuously changes with respect to the parameter €. In the second situation, we

assume that /A = % Using the arguments in the first situation, we conclude that the value
of prox; , (z) continuously changes with respect to the parameter € as displayed in Fig. 3b.

The behavior of prox; , (z) in the last situation of VA > % is quite different from the previous
ones. If € € (0, %), prox; ,(z) will jump at, say €*, in (0, %); For all € € (¢*, 00), we will
have prox; (z) = r2(z) due to Propositions 1 and 2.
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Fig.2 The graphs (solid lines) of prox; , fora v/A < e with (1, €) = (2,3) and b /A > € with (A, €) = (3, I).
The dotted lines are the graph of the identity mapping

prox, 4(z) prox, ¢(z) prox, 4(z)

(a) (b) (c)

Fig. 3 The graphs (dotted lines) of prox;, (z) with fixed A and z > 0 with respect to varying € (horizontal
axis) in the situation of a VA < %; b VA= %; and ¢ VA > %

Both Propositions 1 and 2 show that for large enough |z|, r2(|z]) the absolute value of the
only element of prox, ,(z) has

o A2
(zl+e)  (zl+e€)?

, . 4 : 1 2 - 1
through Taylor’s expansion the term /1 — oz In Valzl+e)—A = 5(z| +

€),/1— (Izlﬂe)z' This indicates that the operator prox,, is nearly unbiased for large val-

ues [14, 22], which supports the use of g in applications to replace the o norm. We are not
aware of any existing work quantitatively explaining it in this way. Figure 2 further illustrates
this claim.

We are ready to present the solution to problem (Py).

r2(lz]) & |z]

Theorem 3 Foreachz € R", € > 0, and A < 0, and for f as defined by (1),
Prox; ;(z) = Prox; . (z1) X - -+ X prox; ,(z,), (12)
where prox,, is given by Proposition 1 or 2. Moreover, if x* € prox; ¢(z), then x; e

prox,\g(z,'), i=1,2,...,n.
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Proof The results follow immediately from the relation (1) and the definition of proximity
operator. Since prox; , has an explicit expression, so does prox; ;. O

3 Solutions to Optimization Problem (P3)

In this section, we present the solution to log-sum penalized low-rank recovery problem.

Let M,, , denote the Euclidean space of m x n real matrices, with inner product
(X,Y) =trX Y. The Frobenius norm is denoted by || - ||F. For any matrix X € M, »,
let X;; denote its (i, j)-th entry. For any vector x € R™"", let Diag(x) denote the m X n
matrix with (Diag(x));; = x; for all i, and (Diag(x));; = 0 fori # j. Forany X € M,, »,
we define o (X) := (01(X), o2 (X), ..., amA,,(X))T, where

o1(X) > 02(X) > ... = opan(X)

are the ordered singular values of X. Denote by O(X) the set of all pairs (U, V):
O(X) := {(U, V)E Mpym X My :UTU=1,VIV=1IX= UDiag(a(X))vT] )

That is, for any pair (U, V) € O(X), UDiag(o (X)) VTisa singular value decomposition of
X.

As it will be useful in the proof of Theorem 4, we explicitly describe how the order-
preserving properties of prox; , extend to prox; s in the following lemma.

Lemma5 DeﬁneR’j =xeR':x;>x>--->x, >0} Forany» > 0and e > 0, if
x € R'i, then prox; ¢(x) C R’i.

Proof This is a direct consequence of Lemma 3 and the fact that prox; ¢ applies prox,,
coordinatewise as in (12). ]

In general, it may not be possible to compute the proximity operator of a composition
of functions based on the proximity operators of the components. However, the following
theorem tells us that we may compute prox; ¢4 (Z) from prox; (o (2)). While revising this
article, we became aware of a result giving this general form for select nonconvex functions
composed with the singular value mapping [26].

Theorem 4 ForeachZ € My, p, € > 0, and > > 0, if X* € PIOX; fox (Z), then there exist a
pair (U, V) € O(Z) and a vector d € prox,\f(a(Z)) such that

X* = UDiag(d)V . (13)

Proof We show that X* in (13) indeed is a solution to problem (P,). Problem (P;) can be
equivalently reformulated as

. . 1 P d;
S, [XEM,n,,,,%%;‘;<a(X>)_d { 71X = 2l 2 g (1 - :) ” |
Note that
I1X = Z|% = (X' X) —2te(X " 2) +tr(Z" Z)

mAn mAn

=Y @ -2wXT2)+ Y 0i(2)

i=1 i=1
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mAn mAn
> Y d}—20(2)Td+ ) 0i(2)%.
i=1 i=1
The last inequality is due to von Neumann’s trace inequality (see [19]). Equality holds when
X admits the singular value decomposition X = UDiag(d) VT, where (U, V) € O(Z). Then
the optimization problem reduces to

mAn 1 d
min —(d; — 0i(2))* +1o (1+—’>) :
deerAn {; (2)\( 1 l( )) g €
The objective function is completely separable and is minimized only when d; €
prox; . (0;(Z)). This is a feasible solution because o (Z) € R’f“’ implies prox; (o (Z)) C

R’f/\" by Lemma 5. This completes the proof. O

We remark that the main ideas in the above proof are from [9]. The result in Theorem 4 can
be applied, for example in [4, 11, 12, 15], to avoid an inner loop for evaluating prox; ¢,

4 Analysis of Majorization-Minimization Algorithms for Computing
prox;g

An iterative algorithm in the fashion of classical majorization-minimization procedure was
adopted in [12] to evaluate prox; , by generating and solving a sequence of convex optimiza-
tion problems. At each iteration, the non-convex function g is approximated by means of
a majorizing convex surrogate function. More precisely, if x® is the value of the current

x| =[x ® .
@] the first-order

approximation of g(x) at x*). With it, the next iteration x**1 from given z and x® is

solution, the chosen convex surrogate function of g is g(x®y 4+

x&ED — argmin i(x _ 2)2 + g(x(k)) + M ‘xeR
2 ’ e+ x®) 7 ’
which can be written as

0, lz| < %;
x®&HD = prox (@) = A eHx (14)
e+lx®)| sgn(z)(Iz] — m), |z| > Tr®

By ignoring the terms which do not depend on x in the above optimization problem, the
resulting expression, called reweighted €, was used in [6] to approximate the £o norm.

The sequence {x®)} generated by the iterative majorization-minimization procedure (14)
converges to a critical point of the objective function ﬁ(' —2)2 4+ g(-), see, e.g., [3]. We go
one step further than the previous result and show that not only the sequence {x X} is always
convergent, but also its limit depends on the initialization x® and the relationship of z with
the parameters A and €. Lemmas 6 — 11 in the following describe the possible convergence
behavior of (14). This is then compared to the true solution in Theorems 5 and 6. In particular,
we identify the intervals where (14) will not achieve the true solution. These intervals are
explicitly determined in terms of the initial guess x© and parameters A and €.

The following two theorems summarize our main results. The proofs of these results as
well as relevant technical lemmas are given in Sect. 4.1.

Theorem 5 For /A < €, the iteratively reweighted algorithm will converge to the accurate
solution to prox, ,(z) for all z € R.
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LI

ry@ AY2cp=a 12

Initial guess x¥

» (iv)

Fig. 4 Tllustration of Theorem 6: the intervals on which the iteratively reweighted algorithm will fail. Here,

LR IR

x’,’0’, and "¢’ denote :I:%, +7,, and £(2+/A — €), respectively. The left and right red curves are the graphs
of the function r1(—z) and rq(z), respectively

In the nonconvex setting, we see that the iteratively reweighted algorithm may not converge
to the true value of prox; . In this case, the regions where the algorithm fails depend on the
root z4 (as defined by (11)) and the function r; (as defined by (7)). Note that when A > /e,
r1 is a bijection from [Zﬁ —€,00) to (—o0, o — €]. Therefore, the function r|~ ! the inverse
of ry exists and maps (—oo, VI —€]to 2V — €, 00).

Theorem 6 For /A > ¢ and an initial point x9, the following statements hold for the
iteratively reweighted algorithm.

() Ifx© > /X — e, the iteratively reweighted algorithm will not converge to prox 2.g(2) for

zin (=24, =2V + €U VA — €, 22).

ai) If Vi—e€ > x©O > ri(z,), the iteratively reweighted algorithm will not converge to
proxkg(z)forz in (—zy, —rl_l(x(o))] U [rl_l(x(o)), Z4)-

(i) Ifx© = r|(zy), the iteratively reweighted algorithm will not converge to prox; . (z) for
Zin {—2Zx, s}

(V) Ifri(z4) > x© > 0, the iteratively reweighted algorithm will not converge to prox, , (z)

rg

forzin [=r ' @), =2 U (2o 1 (6O,

The results in Theorem 6 can be visualized through Fig. 4. For each initial point x(©, the
intervals for which prox; , (z) disagrees with the reweighted ¢; solution are represented by
the solid horizontal lines. For example, the top segment of the figure corresponds to item (i)
of the theorem.

4.1 Proofs of Theorems 5 and 6
We begin with several technical lemmas describing the convergence of the iteratively

reweighted algorithm. The limit points of this algorithm can then be compared to prox;,
directly.

@ Springer



67 Page12of34 Journal of Scientific Computing (2022) 93:67

Lemma 6 Let the sequence {x®} be generated by the iterative scheme (14) for a given z > 0
and an initial guess x© > 0. Suppose that x® > 0 for all k > 1. Then the sequence {x®}
is increasing (resp. decreasing) if x> xO resp. xD < x©)- spis sequence is constant
ifx = x O

Proof Since x®) > 0 for all k > 1, one has from the iterative scheme (14) that x**1 =
- ﬁ for all k > 0. Therefore,
A(x(k) _ x(k—l)) Ak(x(l) _ x(O))

LD ) - , , .
(e + x®)(e +x*=D) T ((e + xD)(e + x(=D))

All statements immediately follow from the above equation. O

Lemma7 Let the sequence {x®} be generated by the iterative scheme (14) for a given z > 0
and an initial guess x©@ > If there exists ko > 0, such that x®0) = 0, then the sequence
{x®} converges to 0 if 7 < % andtory(2) ifz > %

Proof Without loss of generality, let us assume ko = 0, i.e, x©@ = (. We have

x(l) _ {0, le

z— % ifz >

IA
ENESIES

Obviously, if z < %, x® =0 forall k > 0, that is, {x(k)} converges to 0. If z > %, then

x> x© =0, yielding x*+D = 7 — G_F)‘W > 0 for all k > 0. So {x®} is increasing by

Lemma 6 and converges, say to a positive number x°, due to 0 < x® < z forall k > 0.
We have x(®) = 7 — So x(* must be r,(z) for z > % O

A
e+x(%)

The next identity is useful in the following discussion. For given x©® > 0 and z > 0, if
x D=z H’\W > (0, then

(15)

L0 _ { —— 5 (0 = 3@ -+ (= e+ M), ifz < 2VA - ¢

—— 5 0O =@ E? - @), ifz > 2VA —¢,

where r1(z) and rp(z) are given in (7) and (8), respectively.

Lemma 8 Let the sequence {x©} be generated by the iterative scheme (14) for a given z > %
and an initial guess x© > 0. Then, x® > 0 for all k > 0 and the sequence {x®} converges
10 r2(2).

Proof Forz > % and x@ > 0, we know x = 7 — > (. As a consequence, it also

implies x®® > 0 for all k > 0. To show the convergence of the sequence {x ¥}, we compare
the values of x© and x(! from (15) in order to infer the monotonicity of the sequence based
on Lemma 6. To this end, our discussion is conducted for two cases: (i) z > % orz = % and
VA > €;and (i) z = % and v/A < €. The following facts are useful: r1(z) < 0 < rp(z) for
all z > %, and

(Mo emeitVise (A _ [0 ifVise
! e) |o, if/A > ¢ 2 €] %—e,if«/x>e.

Case (1): z > % orz = % and v/A > €. Hence, r2(z) > 0 and rp(z) is the only positive

solution of x = 7 — $
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o If x@ € (0, 72(z2)), one has x( > x© from (15). We can conclude that x*tD > x®
for all k > 0 and the sequence {x®} converges, say to x(*, which is a positive number
satisfying x(® = z — €+¢<m> .Sox®) = p,(2).

o If x© = ry(2) > 0, then x*+D = p,(z) for all k > 0. Hence, the limit of the sequence
{x®} is ra(z).

o If x© € (r2(2), 00), then xV < x© from (15). We conclude x*+D < x® for all
k > 0 and the sequence {x*} converges, say to x(* > 0, satisfying x(* = 7 —

e+x(00) "
Hence, x* must be r;(z).

Case (ii): z = % and VA < e. If /A < €, then r2(z) = 0, so xV < x© from (15). Then
x®+D < x® for all k > 0 and the sequence {x*)} converges, say to x(° > 0, satisfying

x(®) =7 — GH)C‘W Hence, x(® must be r2(z) = 0.
From the discussion above, we know that the sequence {x (k)} converges to r(z). ]

It can be concluded from Lemmas 7 and 8 that the sequence {x®)} always converges to
ra(z) for z > % regardless of the initial guess x(?). The next lemma shows that the sequence
{x®} always converges to 0 for all z € (0, 2v/A — €) if 24/A — € > 0, independent of the
initial guess x(@.

Lemma9 Suppose 2+/A—e > 0. Let the sequence {x®)} be generated by the iterative scheme
(14) for a given z € (0, 2% — €) and an initial guess x© > 0. Then the sequence {x®}
converges to 0.

Proof Notice that 2+/A — € < % for all positive A and €. If there exists kp > O such that
x%0) = 0, by Lemma 7, the sequence {x®} converges to 0.

Now, assume that all elements x® are positive. By (15), we have D < xO for all
z € (0, 2+/A—e¢) and an initial guess x© > 0. By Lemma 7, the sequence {x ¥} is decreasing

and convergent. Suppose that limg_, oo x®) = x(° > 0. Then, x(* = 7 — pawa o] due to
all x® > 0, but it is impossible for z € (0, 27/ — €). We conclude that the sequence {x (k)}
converges to 0. O

The next two lemmas deal with the convergence of the sequence {x®} for z € [2v/A —
A
€, ;)

Lemma 10 Suppose parameters A and € satisfying conditions 2</A —e > 0 and v/X < €. Let

the sequence {x©} be generated by the iterative scheme (14) for a given z € [24/A — €, %

and an initial guess x© > 0. Then the sequence {x®} converges to 0.

Proof If there exists ko > 0 such that x®o) = (), by Lemma 7, the sequence {x(k)} converges
to 0.

Now, assume that all elements x® are positive. Since r1(z) < 0 and r2(z) < 0 for
z € [Zﬁ — €, %), we know from (15) that x < x© if x@ ¢ (0, 00). Then, the sequence
{x®)} is decreasing by Lemma 6, and therefore convergent. Suppose that limg_, oo % =

x(®) > 0. One has x(® = 7 — Wi‘w Therefore, x(° should be 7 (z) or r2(z). However,

it is impossible due to both r(z) and r»(z) are negative for z € 24/ — €, % . O
Lemma 11 Suppose v/A > €. Let the sequence {x®} be generated by the iterative scheme

(14) for a given z € [2/A —e, %) and an initial guess x© > 0. Then the following statements
hold
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) Ifx(o) € (0,71(2)), then the sequence {x®} converges to 0; If x© = r|(2), then the
sequence {x®} converges to r(z).
ai) If x© e (r1(z), 00), then the sequence {x(/‘)} converges to r(2).

Proof First, we show that
A
E—e <r1(2) (16)

holds for all z € [2v/A — €, A). Actually, by the definition of 71 (z) in (7) and through some

€

manipulations, inequality (16) is equivalent to v/(z + €)2 —4A < (z + €) — 22—)‘ Since the
expression (z + €) — 27)\ is positive for z € [2v/A — €, %), squaring the previous inequality
followed by some simplifications yields z < % which is obviously true.

O I x@ <2 ¢ then x" = 0 from (14). By Lemma 7, the sequence {x®} converges
to 0. If x@ >

there exists kg > 0 such that x%0)) = 0, by Lemma 7, the sequence {x¥)} converges to 0.
Now, assume that all elements x®) are positive. Then the sequence {x®)} is decreasing and
convergent by Lemma 6. Suppose that limg_, oo x*) = x(° > 0. Then, x° must be strictly
less than r1(z) and x( = 7 — which, however, contradict to each other. Hence, the

—¢,then0 < xM < x©@ from (15). Using a similar argument above, if

2>

sequence {x®} converges to 0.

If x©@ = r(2), sox©@ > % — € which implies that x(V = x@ _In this case, {(x®} is a
constant sequence and its limit is 71 (z).

(i) If x© € (r1(z), 00), we have x@ > % — € by (16). From (15), we have x> O
if x©@ e (r1(2), r2(2)]. So the sequence {x®1} is increasing and must converge to r2(z).

From (15), we have x() < x© if x©@ ¢ (r,(z), 00). Further, we can show that x() >
r2(2). Indeed, from x — rp(z) = 7 — — r»(z) and the definition of r,(z), we have
after some simplification

D) 2(x 0 — ry(2))

— = 0
2 z+e)+(z+e)? -4 -

holds for z € [2v/A — e, %) and x@ > ry(z). Hence, the sequence {(x®1} is decreasing

and limg_ 0o x® = x(®) > ry(z). We further have x(® = 7 — ﬁ which implies

x(®) = py(z). O

A
e+x©

x(

Proof of Theorem 5 The result follows directly from Proposition 1 and Lemmas 7-10. O

Proof of Theorem 6 By Proposition 1, Lemmas 7, and 9, the iteratively reweighted algorithm
provides the accurate solution to prox; ¢(2) when |z| > % or |z| < 2+/A — €. The rest of the

proof will focus on the situation for z € [2vA — €), %] due to Lemma 1.

(i) We know that VA —e = ri(2v/A—€) > ri(z) forall z € VA —e, %]. From Lemmas 8
and 11, the limit of the sequence generated by the algorithm s 5 (z) forz € [2¢/A—¢), %].
Hence, the limit does not match to the true solution prox; ¢ (z) when z € (—z4, —2A+
elURVA — €, 24).

(i1) Notice that r(z) is strictly decreasing on 2V —¢), %]. FromvA —¢ > x@ > r(z,),
we have 24/A — € < rl_l(x(o)) <z x© < ri(2) forall z € 24X — e, rl_l(x(o))); and
x© >y (2) forall z € (ry ! (x Oy, %]. Accordingly, by Lemma 11, the limit x(®) of the
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sequence generated by the algorithm is

0, ifze2Va—er ' (x®));
20 =220y = 7 (2O a7
r2(2), ifz € (r; ' (x @), 21.

Hence, the limit does not match to the true solution Prox; (z)whenz € (=zy4, —r| 1()c(o))]
Ul @), 2.,

(iii) Itis directly from Lemma 11 and the fact of 0 < r{(zx) < r2(24)-

(iv) Using similar arguments in item (i), from ri(zy) > x©@ > 0, we have z, <
rfl(x(o)) < %; x©@ < ri(z) for all z € 2V — e,rfl(x(o))); and x©@ > r1(z) for
allz € (rl_1 (x©), %]. Accordingly, by Lemma 11, for r(z4) > x©@ = 0 the limit x©°
of the sequence generated by the algorithm is given in (17). Hence, the limit does not
match to the true solution proxAg(z) when z € [—rl_l(x(o)), Z4) U (24, rl_l(x(o))]. This
statement is also true for x©© = 0 by Lemma 6.

5 An Application to Compressive Sensing

This section is devoted to showing the optimization algorithms and their numerical perfor-
mance of the log-sum penalization for compressive sensing. Compressive sensing provides
a method to reconstruct a sparse signal x € R” from linear measurements

b = Ax + noise, (18)

where A is a given m x n measurement with m < n and b € R™ is the measurement
vector acquired. It was shown in [5] that under the sparsity assumption, the signal can be
exactly reconstructed from the given measurements and the chance of its being wrong is
infinitesimally small.

The basic principle in compressive sensing is that a sparse or compressible signal can be
reconstructed from a small number of measurements, measured through appropriate linear
combinations of signal values, via an optimization approach. The optimization model for
reconstruction of a sparse signal from model (18) is

1 1
min{f||Ax—b||2+—S(x):xe]R"}, (19)

2 %
where S is a sparsity promoting function, such as, the £, norm (0 < p < 1) [5, 7, 8] and

the difference of the £ and £, norm [29]. In this section, we particularly choose S being the
log-sum function f given in (1), problem (19) becomes

1 1
min{f||Ax—b||2+—f(x):xe]R"}. (20)
2 2z
The solutions to problem (20) always exist since the objective function of the problem is
coercive.

In the next subsection, we will present four different methods for problem (20) based on
the structures of its objective function.
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5.1 Algorithms

The first method for solving problem (20), described in Algorithm 1, is based on the forward-
backward splitting approach in [1].

Algorithm 1 The forward-backward splitting algorithm for problem (20).

Input: Letx® ¢ R" and 0 < L <
fork=0,1,... do

_1
IATAlE"

1
kD ¢ prox i_. (x(k) - ZAT(Ax(k) - b))

nL

end for
Output: x(*°)

Notice that the objective function of problem (20) is nonnegative and coercive. Then
the sequence {x®} in the algorithm is bounded and converges to some critical point of
problem (20) ( [1, Theorem 5.1]), that is, towards a point x(° that satisfies

(ATAX®); +

fori such thatxl.(oo) # 0. Moreover, the sequence {x®} has a finite length, i.e. Z,fi 1 flx*+D —

x® |15 < co. Inthe algorithm, the proximity operator prox 1y is available from Proposition 1
n

if ;TIL <e2or Proposition 2 if ;%L > €2,

By exploring properties of the log-sum function f, we are able to rewrite the objective
function %||Ax — b2 + i f(x) of problem (20) as the sum of two or three terms with
special properties. The rest three algorithms are developed based on new formulations of the
objective function. The second method is for

1 1
min { ~[|Ax — b2 — Z2x1P+ —f0) + Sx)2 i x e R @1
2 2 m 2
[ —
P(x) 0x)

where the positive parameter p will be determined in the following lemma.

Lemma 12 Let the functions P and Q be given in (21). Then,

(i) Q is convex when p > ﬁ

(ii) The gradient of P is L-smooth with L = max{||A||% = p, p}.

By Lemma 12, when p > ﬁ, the objective function of (21) is the composition of a
differentiable function P and a convex function Q. Hence, the iPiano (Inertial Proximal
Algorithm for Nonconvex Optimization) algorithm developed in [20] can be adopted for
solving (21). The whole procedure is given in Algorithm 2.

For the sequence {x®} from Algorithm 2, it was shown that there exists a converging
subsequence, and any limit point of {x®} is a critical point of problem (21).
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Algorithm 2 The algorithm iPiano for problem (21)

Input: Given p > M%; choose L = max{HAll2 —p,p},Bel0,]),a< w;choosex(o) =xM e R,

fork=1,2,... do
D = prox, o (% — (AT (Ax® — b) — px®)) 4 px® — xE=1y)

end for
Output: x(*)

By a simple manipulation, we know that

1
prox, o (-) = prox i <1 T ) (22)

Since p > ﬁ, we know that

o 2
—— <€
n(l+ap)
Hence, prox, o in (22) is available from Proposition 1.
The third method is for
)1 1
min { = [[Ax —b|2 + — £(¥) + D> = 2P x e R L (23)
2 m 2 2
—_—
0(x) P(x)

The objective function of problem (23) is the sum of % | Ax — b||? the smooth convex function
with a Lipschitz continuous gradient, and the difference of two convex functions Q(x) =
& f(x) + &llx]I* and P(x) = %]lx]|*. For such a kind of objective function, the proximal
difference-of-convex algorithm with extrapolation approach proposed in [25] can be adopted
for solving problem (23). It is described as follows.

Algorithm 3 The proximal difference-of-convex algorithm with extrapolation for prob-

lem (23)

Input: Given p > %; choose @ = 1/]|A||%, {8} C [0, 1) with sup; B < 1;setx(=D = x@ ¢ R",
fork=1,2,... do

y B = x4 g (B — xk=1)y
FkFD = proxaQ(y(k) —a(AT(Ay® —p) — px®y)

end for
Output: x(*)

Let {x®} be a sequence generated by Algorithm 3 for solving problem (23). Then, this
sequence is bounded and any accumulation point of {x®} is a stationary point of %||Ax —

b|> + if(x), see [25, Theorem 4.1].
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The fourth method, also based on the proximal difference-of-convex algorithm with extrap-
olation approach, was proposed in [25]. To this end, we rewrite problem (20) as follows

. 1 1 1 1
min { ~[|Ax — b|I* + — x|l — (7”)5”1 - *f(X)> tx eR" P, (24)
2 JE e "w
—
0(x) P(x)

In (24), the function P is differentiable and convex. Problem (24) is solved as described in
Algorithm 4. Similar to the conclusion made for Algorithm 3, the sequence {x®} is bounded
and any of its accumulation point is a stationary point of % lAx — b))%+ % f(x). We remark
that prox,  in Algorithm 4 is the well-known soft-thresholding operator with threshold 7

e "

Algorithm 4 The proximal difference-of-convex algorithm with extrapolation for prob-

lem (24)

Input: Given p > ﬁ; choose o = l/||AH2, {Bx} C [0, 1) with sup; B < 1; set x(0D = xO ¢ rr,
fork=1,2,... do

YO Z 0 4 g ®) )

1 < &)
(k+1) _ ® AT ay® _py - — ~
X proXy g (y a(A’ (Ay ) e 0] +€)

end for
Output: x(°°)

5.2 Numerical Simulations

We now demonstrate the performance of the four algorithms developed in the previous
subsection for compressive sampling reconstruction in terms of efficacy and accuracy. At the
end of this section, we also provide an accelerated proximal point algorithm to improve the
performance of Algorithm 1.

Through this section, all random m x n matrices A and length-n, s-sparse vectors x are
generated based on the following assumption: entries of A and x on their support are i.i.d.
Gaussian random variables with zero mean and unit variances. The locations of the nonzero
entries (i.e., the support) of x are randomly permuted. We then generate the observation vector
b by (18). We obtain the reconstruction x> from b by using the above four algorithms.

Three metrics, the number of iterations, the CPU time consumed, and the value of objective
function, are used to evaluate the efficiency of the algorithms. The smaller the values of these
metrics are the better the performed algorithm will be. Another three metrics, the relative £,
error, the number of missing nonzero coefficients, and the number of misidentified nonzero

coefficients, are used to evaluate the quality of the reconstruction. More precisely, the relative

. (00) _ .. .
£, error is W, the number of missing nonzero coefficients refers to the number of

nonzero coefficients that an algorithm “misses,” i.e., determines to be zero; the number
of misidentified nonzero coefficients refers to the number of nonzero coefficients that are
“misidentified,” i.e., coefficients that are determined to be nonzero when they should be zero.
The last two metrics measure how well each algorithm finds the signal support, meaning the
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locations of the nonzero coefficients. The smaller the values of these metrics are the better the
reconstructed signals will be. The efficiency and accuracy of all test algorithms are measured
by the average of values of these six metrics over 30 trials.

In our numerical experiments below, three configurations for the n dimension of the signal,
m the number of measurements, and s the sparsity of the vector x, are considered, namely
(m, n,s) = (360i, 1280i, 40i) for i = 1, 2, 3. Each test algorithm is terminated when

k+1 k
”)C( ) _x( )”2 10—5. (25)
max{[lx® 1|2, 1}
The maximum number of iteration is set to be MAX = 10000.

We first look at the performance of all algorithms in noise-free case, i.e., b = Ax in (18).
For € = 0.1 in (1) and various values of the regularization parameter p, Table 1 reports the
efficiency of the test algorithms in terms of the metrics of the number of iterations, the CPU
time consumed, and the value of objective function while Table 2 reports the accuracy of the
test algorithms in terms of the metrics of the relative £; error, the number of missing nonzero
coefficients, and the number of misidentified nonzero coefficients. Similarly, the results for
€ = 0.5 with various values of the regularization parameter u are reported in Tables 3 and
4. From these tables, we clearly see that Algorithms 3 and 4 are comparable and are better
than Algorithms 1 and 2 in terms of all metrics.

Using publicly available code for the iteratively reweighted £; (RW£) algorithm, Table 5
reports the performance of RW/¢; under the same settings in the above noise-free case. Note,
however, that the RW¢{; algorithm is designed for the constrained problem, which results in
slightly higher accuracy in the noise free case. Algorithm 4 with the log-sum penalty achieves
comparable accuracy but is more efficient.

Next, for the noisy case, we set the observation b in (18) as b = Ax + 0.01&, where
& € R™ is a random vector with i.i.d. standard Gaussian entries. In our simulation, we set
€ = 0.5 and p being 1000 and 2000. Similarly as we did in the noise-free case, the numerical
results are reported in Tables 6 and 7 for various metrics. Again, we have the same conclusion
that Algorithms 3 and 4 are comparable and are better than Algorithms 1 and 2 in terms of
all metrics.

To improve the performance of Algorithm 1, we adapt an accelerated proximal gradient
method in [17] for solving problem (20). The resulting procedure is described in Algorithm 5.
Under the same settings in the above for noise-free and noise cases, the numerical results
from Algorithm 5 are reported in Tables 1 and 4. We conclude that Algorithm 5 performs
better than Algorithm 1.

We plot in Fig. 5 the true signal and the estimated signals obtained by Algorithms 1-5 for
solving (18) with € = 0.5 and x = 2000 on a random instance (m, n, s) = (720, 2560, 80).
The true signal x is represented by circles while the estimated signals obtained by Algo-
rithms 1-4 are marked by pluses. To generate the results in Fig. 5, the numbers of iterations
used by Algorithms 1-5 are respectively 20000 (the maximum allowed number of iterations),
4464, 501, 501, and 8295 while the CPU times consumed are respectively 11.47, 3.16, 0.36,
0.30, and 18.60s. The relative £, errors of the recovered signals from Algorithms 1-5 are
0.6255, 0.0325, 0.0320, 0.0320, and 0.0321, respectively; the numbers of missing nonzero
coefficients of the recovered signals from Algorithms 1-5 are 10, 1, 1, 1, and 1, respectively;
and the number of misidentified nonzero coefficients of the recovered signals from Algo-
rithms 1-5 are 1164, 546, 524, 519, and 564, respectively. Correspondingly, the values of the
objective function at the recovered signals are 0.0897, 0.0377, 0.0377, 0.0377, and 0,0377.
We conclude that the estimated signals obtained by Algorithms 2—5 are close to the true
signal, but not the one by Algorithm 1. We conclude that Algorithm 5 performs better than
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Algorithm 5 The accelerated proximal gradient method for problem (20).

Input: Letz(D = x(D = xO e R 1} = 1,75 = 0, ax < 1/ A|1%, @y < 1/]|Al|?, and F(x) is the objective
function of problem (20).
fork=1,2,... do

th— tr_1—1
RONNON kt L —x<k>)+%(x<k) _ (k=)
k

k

,(K) Tay®
proxay . (¥ —ayA' (Ay™ —Db)
(00 e )

L+

m

kD ¢ proXex ¢ (x(k) — axAT(Ax(k) — h))
m
JHE+T+1
le+1 = 3

Ly _ 29D iR EEED) < FEED),
v(k+1), otherwise.

end for
Output: x(°°)

Algorithm 1. Although Algorithm 5 is still slower than both Algorithm 3 and Algorithm 4,
they are comparable in terms of other metrics.

5.3 Comparing Nonconvex Penalties for Sparse Recovery

In this subsection, we provide simulations to compare the log-sum penalty with two popular
nonconvex penalties: the minimax concave penalty (MCP) [30] and the £; — ¢> penalty [13]
for sparse recovery.

The optimization model with the MCP penalty for reconstruction of a sparse signal from
model (18) is

1 1
min {QIIAX —bl* + ;(IIXIIl —enve (|| - D) 1 x € R”} : (26)

where p is a regularization parameter and env, (|| - || 1) is the Moreau envelope of the £ norm
with index «. A detailed discussion on the MCP penalty can be found in [22, 30]. Since
the env, (|| - ||1) is differentiable and its gradient equals to %(I — ProXq ., ), we can adopt
the proximal difference-of-convex algorithm with extrapolation approach in [25] for solving
problem (26). The resulting algorithm is referred to as MCP-DCA for simplicity.

The optimization model with £; — £, penalty for reconstruction of a sparse signal from
model (18) is

1 1
mm{ille—bllerﬁ(lIXIll—IIXIlz):xeR”}, €2))

where p is a regularization parameter. Various efficient algorithms for the optimization prob-
lem (27) have been developed in [18]. The accelerated forward-backward splitting (AFBS) is
chosen here. We refer to this algorithm applied to problem (27) as (€1 —£2)-AFBS for clarity.
For the optimization problem (20) regularized by the log-sum penalty, we use Algorithm 4
to solve the problem.

In our numerical experiments, we set the observation b in (18) as b = Ax 4 0.03&, where
& € R™ is a random vector with i.i.d. standard Gaussian entries. In our simulations, we set
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Fig. 5 The true solution and the solution obtained by solving (18) with € = 0.5 and © = 2000 through
Algorithms 1-5

€ = 0.5 for the log-sum function and p being 10, 100, and 1000 for both problems (20),
(26), and (27). For the MCP, we set T = 0.5 in our simulation. For the AFBS algorithm,
the initial estimate is an ¢ optimization problem as suggested in [18]. These algorithms are
terminated when either inequality (25) is satisfied or the number of iteration meets 10000.
Table 8 reports the numerical results, averaged over 50 realizations, from Algorithm 4,
MCP-DCA and (£1 — €2)-AFBS under various scenarios. Associated with each algorithm,
there are five columns representing the number of iterations, the CPU time consumed, the
relative ¢, error, the number of missing nonzero coefficients, and the number of misiden-
tified nonzero coefficients, respectively. The rows of Table 8 are separated into three
blocks by horizontal lines, corresponding the configurations (m, n, s) being (360, 1280, 40),
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(720, 2560, 80), and (1440, 5120, 160), respectively. Each such block consists of three rows
which show numerical results corresponding to the regularization parameter p being 10,
100, and 1000. From this table, we can conclude that overall the optimization model (20)
with Algorithm 4 can efficiently produce recovery results that are comparable to MCP and
AFBS with £1 — £5 penalty in terms of the metrics of the CPU time consumed, the relative £,
error, the number of missing nonzero coefficients, and the number of misidentified nonzero
coefficients.

6 An Application to Low-Rank Regularization for Image Denoising

In this section, we present an application of the log-sum penalty in removing mixed additive
Gaussian white noise and impulse noise in noisy images. Mathematically, a noisy image in
the presence of additive Gaussian white noise and impulse noise can be formulated as

Y = Nimp(x + 2), (28)

where x is the true image in R"0*"0_ y is the observed image, z is the additive Gaussian white
noise, Niyp : R"0*™M0 — R"0X™M0 represents impulse noise which assigns some pixels of
x +zinits dynamic range [0, 255]. Those pixels are called the outliers in y and the probability
of outliers is called the noise level of impulse noise in y. Assume that the original image x
in model (28) is indexed by Q@ = {1,2,...,n0} x {1,2, ..., mp} and the outlier candidate
set Z is

Z={0,J) € Q:yij #xij +zij}.

The level of impulse noise refers to the ratio of the cardinalities of Z and 2. Recently,
approaches based on low-rank regularization have been proposed, for example, in [16, 28].
In particular, since the log-sum penalty was adopted in [28] to promote low-rankness of a patch
formed from similar patches, we will demonstrate the usefulness of the results developed in
this paper.

Letus first briefly review the NLR-TP (nonlocal low-rank regularized two-phase) approach
developed in [28]. The NLR-TP has two basic phases: (i) detecting locations of outlier
candidates and (ii) solving an optimization problem with a content-driven fidelity term and
a nonlocal low-rank regularization term. Phase-I can be achieved by many existing impulse
noise removals, such as the adaptive median filter and the adaptive center-weighted median
filter. Phase-II is to approximate the ideal image x from the outlier-free data on 2 \ Z. To
this end, the counterpart of model (28) in patch format will be formed. For an image x of
size ny X my, a square patch of size /n x +/n centered at position (i, j) is denoted by xy,
where £ = (j — 1)ng + i. Due to non-local self-similarity of natural images, we are able to
find patches {ka}an_ll by a block-matching algorithm [10] that are similar to x;. With these
patches, we form an n x m matrix Xy, called the £th patch matrix of the image x, as follows:

X o= [xe xey -+ xg,_,]

where x; and xy, are the vectorization of themselves. It is reasonable to assume that X, is
low-rank.

Now, let X € R" ™ be a patch matrix of the image x. We form accordingly the matrices
Y and Z from the corresponding locations of y and z in model (28), respectively. Then,

Y = Jvimp(X + Z), (29)
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Nimp + R — R"™™ represents impulse noise which assigns some pixels of X + Z in
its dynamic range [0, 255]. Here, we did not distinguish the operator N, used in between
(28) and (29). Moreover, we also use €2 and Z to represent the index set of X and the outlier
candidate set, respectively. With these preparations, the optimization problem in the second
phase of the NLR-TP is

1
min {J(X) = e X -Y)|, + ;f(a(X)) ‘X e R"X’”} : (30)

where the positive parameter 1 balances the importance between the content-dependent
fidelity term [¢,(D ® (X —Y))|, and the low-rank regularization term f (o' (X)). Here,

nt?

y(t) = R with the parameter n determining the shape of ¢;, and ¢, (D © (X —Y)) is
viewed as an n X m matrix whose (i, j)th entry is ¢, (D;; (X;; — Y;;)). Since the fidelity term
has the Lipschitz continuous gradient with Lipschitz constant 2 and the regularization term
is concave, it was proposed in [28] to approximate the fidelity term by a quadrature form and
the regularization term by its first-order expansion, therefore, leading a double-loop iterative
scheme for solving problem (30).

We now propose a new approach for solving problem (30) based on the discussion in the
previous sections. By viewing the fidelity term ||¢,7(D OX-Y)) || , and the regularization
term f(o (X)) in (30) as the fidelity term % |Ax — b||2 and regularization f(x) in (20)
respectively, an algorithm, which mimics Algorithm 1, can be developed for problem (30)
as described in

Algorithm 6 The forward-backward splitting algorithm for problem (30).

Input: Let X € R"™ and 0 < L < 2.
fork=0,1,... do

1
(k+1) k) _ / (k) _
X € prox ulL foo <X 2 D ©¢,(D O (X Y))) ,

end for
Output: X(°

Now, we demonstrate the performance of Algorithm 6 for mixed noise removal. Two test
images of “Barbara” and “House” are shown in Fig.6al and bl, respectively. The images
Fig.6a2, b2 are corrupted images from Fig. 6al, bl by the salt-and-pepper noise used with
noise level 50 and the Gaussian with standard variation 10, respectively. We use the parameters
€ = 1072 and u = 10~*. The denoised images by the NLR-TP are displayed in Fig. 6a3,
b3 while the denoised images by Algorithm 6 are displayed in Fig. 6a4, b4. The quantitative
qualities of the denoised images can be measured by three metrics, namely, the peak signal-
to-noise ratio (PSNR), the structural similarity (SSIM) [24] and the feature similarity (FSIM)
[31]. The PSNR mainly measures the intensity similarity between an reconstructed image and
its reference image while the other two mainly measure the perceptual image quality of an
reconstructed image. Normally, the higher PSNR, SSIM, and FSIM scores are, the better the
quality of the reconstructed images is. The values of PSNR, SSIM, and FSIM for the image
in Fig.6a3 are 31.92, 0.9563, and 0,9705 while those values for the image in Fig.6a4 are
32.83,0.9629, and 0.9742. The values of PSNR, SSIM, and FSIM for the image in Fig. 6b3
are 36.58, 0.9430, and 0.9704 while those values for the image in Fig. 6b4 are 37.31, 0.9410,
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(b4)

(ad)

Fig. 6 Salt-and-Pepper noise with noise level 50 plus Gaussian noise with ¢ = 10. The images from top to
bottom are the original images, noisy images, the denoised images by NLR-TP, and the denoised images by
proposed algorithm for the images of “Barbara” (left column) and “House” (right column)
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and 0.9677. Clearly, one can observe the improvement provided by Algorithm 6. We plan to
do more comprehensive study on optimization problem (30) for image processing

7 Conclusions

We presented the explicit expressions of the proximity operators of the log-sum penalty and
its composition with the singular value function. In the existing literature, these proxim-
ity operators were computed through iteratively reweighted £; methods that are inefficient
and may sometimes give inaccurate results, as analyzed in Theorem 6 and demonstrated in
Fig.4. By applying the results from this paper, one can avoid using iterative approaches to
compute the proximity operator of the log-sum penalty, and can prevent inaccurate solu-
tions from sub-optimal initial values. Moreover, we have characterized the behavior of the
proximity operator for the log-sum penalty, and further justified its use as a nonconvex sur-
rogate in £¢ and £; norm minimization problems. Several algorithms are provided for the
log-sum regularized compressed sensing problem (20) and their performance is compared.
We demonstrated numerically the log-sum regularized compressed sensing problem (20), the
MCP regularized compressed sensing problem (26) and the €| — ¢> regularized compressed
sensing problem (27). In addition, we provided an application of the log-sum function to
low-rank regularization for image denoising.
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