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Reinforcement Learning Control
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Abstract— We aim at creating a transfer reinforcement learn-
ing framework that allows the design of learning controllers
to leverage prior knowledge extracted from previously learned
tasks and previous data to improve the learning performance of
new tasks. Toward this goal, we formalize knowledge transfer
by expressing knowledge in the value function in our problem
construct, which is referred to as reinforcement learning with
knowledge shaping (RL-KS). Unlike most transfer learning
studies that are empirical in nature, our results include not
only simulation verifications but also an analysis of algorithm
convergence and solution optimality. Also different from the
well-established potential-based reward shaping methods which
are built on proofs of policy invariance, our RL-KS approach
allows us to advance toward a new theoretical result on positive
knowledge transfer. Furthermore, our contributions include two
principled ways that cover a range of realization schemes to
represent prior knowledge in RL-KS. We provide extensive and
systematic evaluations of the proposed RL-KS method. The
evaluation environments not only include classical RL benchmark
problems but also include a challenging task of real-time control
of a robotic lower limb with a human user in the loop.

Index Terms— Reinforcement learning (RL), reward shaping,
transfer learning, value function.

I. INTRODUCTION

TRANSFER learning in the context of reinforcement learn-
ing is less studied than that in supervised or unsuper-

vised learning [1], [2], [3], [4]. In this study, we investigate
knowledge transfer in RL by virtual task. We consider a task
to be described by the components of an RL problem, i.e.,
the state space, the action space, the system dynamics or the
environment, and the rewards or costs. A successful knowledge
transfer is expected to improve learning performance if knowl-
edge from source tasks can be efficiently utilized in learning
a new target task.

Prior knowledge can have a multitude of representations.
A simple and intuitive idea is to directly reuse experience
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samples to reduce the number of samples needed to learn
a new task [5]. Reusing previously learned value function
[6], [7] and policy [8], [9] are among the most popular
methods for knowledge representations in the context of a
transfer. Cheng et al. [7] present a heuristic-guided RL (HuRL)
that induces a much shorter-horizon subproblem that provably
solves the original task. Nonetheless, the effectiveness of
HuRL depends on the available heuristic and a bad heuristic
will hinder learning. The method of successor features [8], [9]
is promising as it can decouple environment dynamics from
rewards, and further triggers policy transfer from a set of “base
tasks” to a target task. However, these methods only work
with certain forms of Markov decision processes (MDPs), and
heuristics are still required to properly choose the “base tasks.”
Policy distillation [10], [11] transfers knowledge between tasks
by summarizing multiple learned policies into a single one.
As such, preparing multiple learned policies may take a long
time and thus slow down the entire learning process.

Reward shaping is one of the more popular approaches for
knowledge transfer. The original potential-based shaping and
subsequent extensions of the idea [12], [13], [14], [15], [16]
have been developed and mathematically shown to guarantee
policy invariance under the shaped reward. This approach
represents a large class of transfer methods that modulates
the reward function. Later it was proven that potential-based
shaping and Q-value initialization are equivalent [17]. In [18],
a method that focuses on searching for policies that maximize
the total reshaped reward over a finite planning horizon is
proposed. Yet, it relies on a near-optimal cost-to-go oracle
which is hard to obtain.

While different ideas for transfer in RL have been proposed
and examined, almost all these results are empirical in nature
with a handful of exceptions. An important theoretical result
showed that the choice of knowledge representation, either by
a reward or an initialization of the values, can significantly
influence the learning performance in either direction, posi-
tively and negatively [19]. As such, how to choose a potential
function is important to avoid an adverse transfer effect. These
important issues have not been addressed from two important
aspects. First is how to represent prior knowledge from source
tasks and second, how to ensure a positive transfer.

This study addresses these important questions centered
on a new, value function-based transfer scheme where prior
knowledge can be represented in many ways centered around
two principled ideas of either by a regression model via
supervised learning, or directly in the form of a state-action
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value function. Such knowledge representation frameworks
offer great flexibility. For example, learning from demon-
stration and imitation learning or specifically inverse RL
both can be embedded into our proposed framework. The
former can be a consequence of direct interaction with the
source task with accessible reward signals, and the later can
be a means of recovering the reward function from expert
demonstrations in the source task. In this work, we also make
a step forward by defining a new similarity measure between
the source task and the target task. We show that the proposed
reinforcement learning with knowledge shaping (RL-KS) will
result in a positive transfer if both tasks are sufficiently similar.
In summary, a key advantage of the proposed RL-KS includes
the following. It allows the synthesis of an RL controller to
leverage accumulated knowledge from previous experience of
similar tasks in a variety of flexible ways. As such, it not
only addresses the data shortage problem in some critical
applications but also improves data and time efficiency in
learning new tasks.

The main contributions of this article are summarized below.
1) We have not only formalized a value function-based

transfer learning for RL control design framework, but
also provided multiple and flexible ways to represent
prior knowledge. Additionally, our approach ensures
positive knowledge transfer. Strong results of this nature
are not available in the current literature.

2) We have provided a theoretical analysis of RL-KS with
performance guarantees such as convergence of learn-
ing, solution optimality, and positive transfer of prior
knowledge.

3) We have performed extensive and systematic evaluation
studies to demonstrate the effectiveness of RL-KS.

II. BACKGROUND AND RELATED WORK

This study concerns how to represent prior knowledge and
use it to augment reward/cost or value functions, and more
importantly, how to ensure prior knowledge positively impacts
on learning new tasks. As such, our RL-KS may be viewed as
a reward-shaping technique. As previously proved that reward
shaping is equivalent to value function initialization [17], our
approach may also be considered as a technique of using prior
knowledge to properly initialize the value function [20].

Reward shaping leverages prior knowledge from source
tasks to shape the reward function in a target task aiming
for improved learning. Potential-based reward shaping is a
classical approach where the potential function R f is used
to provide auxiliary rewards to the target task reward R′

based on prior knowledge from the source task reward R,
i.e., R′ = R + R f . As will be shown, we introduce a new
value-shaping framework and because of this, we will be
able to provide performance guarantees and also, constructive
approaches with the flexibility to represent prior knowledge.

In the original reward shaping formulation, the goal is
to preserve the optimal policy with and without the auxil-
iary award, or in short, to achieve policy invariance. The
potential-based shaping function can be a function of the
state, or a state-action function for on-policy learning [13].

Another extension of the potential-based shaping [15] was to
generalize the potential function so that the extra state-action
value function can vary over time. This class of approaches
has been shown to preserve policy, but it does not address the
important question of if an auxiliary award will positively or
negatively impact learning.

Another concern is that the main focus of the above
approaches was on the shaping function F(x, u) as an
extra term in the reward function. Few efforts have directly
addressed the important design question of how prior knowl-
edge can be built into the shaping function, and furthermore,
what learning tasks can benefit from such shaping, and how
to ensure a positive knowledge transfer.

The problem of RL design for real-time control applications
has been discussed in the field of adaptive dynamic program-
ming (ADP). General results regarding convergence proper-
ties of value iteration under the Q-value formulation have
been developed, first for exact value function approximation
[21], [22] and later for considering value function approxi-
mation errors [23], [24]. Our work considers transfer learning
within an RL context, and thus, addresses a broader class of
application problems.

Consider a nonlinear discrete-time system

xk+1 = F(xk, uk), k = 0, 1, 2, . . . (1)

where k is the time index of system dynamics, xk ∈ Rn is
the state and uk ∈ Rm is the action. The mathematical system
dynamic model F(xk, uk) is unknown.

We need the following definition and assumption to develop
our results.

Definition 1 (Stabilizable System): A nonlinear dynamical
system is said to be stabilizable on a compact set � ∈ Rn ,
if for all initial states x0 ∈ �, there exists a control sequence
u0, u1, . . . , uk ∈ Rm, k = 0, 1, . . . , such that the state xk → 0
as k →∞.

Assumption 1: System (1) is controllable and stabilizable,
and the function F(xk, uk) is Lipschitz continuous for ∀xk, uk .
The system state xk = 0 is an equilibrium state of system
(1) under the control uk = 0, i.e., F(0, 0) = 0. The feedback
control sequence uk is determined from control policy π which
is the actor neural network, and in the most general case
is bounded by actuator saturation. Let u0 = π(x0) = 0 for
xk = 0. The stage cost function R(xk, uk) is finite, continuous
in xk and uk , and positive definite with R(0, 0) = 0.

We consider the following infinite horizon discounted (0 <

γ < 1) value or cost-to-go function for a control law uk =

π(xk):

Jπ (xk, uk) = R(xk, uk)+

∞∑
j=1

γ j R
(
xk+ j , π

(
xk+ j

))
. (2)

III. ACTOR-CRITIC REINFORCEMENT
LEARNING FOR CONTROL

According to Bellman’s optimality principle, the optimal
cost-to-go J ∗(xk, uk) satisfies the action dependent discrete-
time (DT) Hamilton Jacobi Bellman (HJB) equation

J ∗(xk, uk) = R(xk, uk)+ γ min
uk+1

J ∗(xk+1, uk+1) (3)
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and the optimal control law π∗ can be expressed as

π∗(xk) = arg min
uk

J ∗(xk, uk). (4)

By substituting (4) into (3), the DT-HJB equation becomes

J ∗(xk, uk) = R(xk, uk)+ γ J ∗
(
xk+1, π

∗(xk+1)
)

(5)

where J ∗(xk, uk) is the value function corresponding to the
optimal control policy π∗(xk). This equation reduces to the
Riccati equation in an LQR setting, which can be efficiently
solved. In the general nonlinear case, the HJB cannot be
solved exactly. In the following, we consider solving the value
function J ∗(xk, uk) of the HJB equation (5) by actor-critic
algorithms.

Actor-critic methods solve the DT-HJB by learning to
approximate both policy and value functions where actor
refers to the learned policy and critic refers to the learned
value. An actor-critic algorithm starts with an initial value,
e.g., J0(x, u) = 0 and an initial arbitrary policy ξ0. Then for
i = 0, 1, 2, . . . it iterates between

ξi (xk) = arg min
uk

Ji (xk, uk) (6)

and

Ji+1(xk, uk) = R(xk, uk)+ γ Ji (xk+1, ξi (xk+1)). (7)

The actor-critic scheme, therefore, is an incremental opti-
mization procedure that iterates between a sequence of action
policies πi by greedy updates. Note that i is the actor-
critic iteration steps, whereas k is the time index of system
dynamics. Combining (6) and (7), we have

Ji+1(xk, uk) = R(xk, uk)+ γ min
uk+1

Ji (xk+1, uk+1). (8)

Note that, the actor-critic algorithm does not require an
initially stabilizing gain. The sequence Ji (xk, uk) is not a
sequence of Lyapunov functions for the corresponding policies
ξi (xk) which are, in turn, not necessarily stabilizing.

IV. KNOWLEDGE SHAPING IN REINFORCEMENT
LEARNING FOR CONTROL

Given a source task TS and a target task TT , our proposed
RL-KS algorithm aims to improve the learning of an optimal
policy π∗ for TT using knowledge obtained from TS , where
TS ̸= TT . Later, we will address how transferable knowledge
can be formulated as a knowledge representation function Q′.
Here we first discuss how prior knowledge represented as Q′

is integrated into an actor-critic RL solution.

A. RL With Knowledge Shaping

We begin by defining the following external bounded cost
signal R f (xk, uk) that is of the form as in potential-based
reward shaping

R f (xk, uk) = Q′(xk, uk)− γ Q′(xk+1, uk+1) (9)

where Q′ is a representation of prior knowledge which will
be discussed in Section V.

Let

R′(xk, uk) = R(xk, uk)+ R f (xk, uk) (10)

then the knowledge-shaped value function Qπ (xk, uk) for
policy π is given as

Qπ (xk, uk) = R′(xk, uk)+

∞∑
j=1

γ j R′
(
xk+ j , π

(
xk+ j

))
. (11)

From (11) we have

Qπ (xk+1, π(xk+1))

= R′(xk+1, π(xk+1))+

∞∑
j=1

γ j R′
(
xk+1+ j , π

(
xk+1+ j

))
. (12)

Given (11) and (12) we have the following HJB equation for
Qπ (xk, uk) given a policy π :

Qπ (xk, uk) = R′(xk, uk)+ γ Qπ (xk+1, π(xk+1)). (13)

We formulate a new knowledge shaping RL iterative pro-
cedure, similar to (6) and (7), starting from Q0(xk, uk) =

J0(xk, uk) and π0 = ξ0. For i = 0, 1, 2, . . . , RL-KS iterates
between

πi (xk) = arg min
uk

Qi (xk, uk) (14)

and

Qi+1(xk, uk) = R′(xk, uk)+ γ Qi (xk+1, πi (xk+1)). (15)

Combining (14) and (15), we have

Qi+1(xk, uk) = R′(xk, uk)+ γ min
uk+1

Qi (xk+1, uk+1). (16)

Note that the procedure depicted in (6)–(8) is a special case
of that in (14)–(16) when there is no knowledge transfer, i.e.,
R f = 0.

B. Obtaining Knowledge Shaping Function From Source
Tasks

To represent prior knowledge Q′i for RL-KS in iteration i ,
we introduce two principled approaches below. In both cases,
the mathematical models (1) for both Ts and Tt are unknown
to the RL agent. We begin by introducing a sequence of
knowledge weighting factors {αi } that satisfy 0 < αi < 1, and
αi → 0 as i → ∞. Intuitively, such weighting factors allow
learning to immediately benefit from prior knowledge and then
attend to the target task with the transferred knowledge.

1) Directly Learned Value From Source Tasks: From the
previous section, we can directly transcribe previously learned
value functions in a new task.

1) If the value function (Q-table) is available, then a direct
transfer is applied

Q′i (xk, uk) = αi Qs(xk, uk) (17)

where Qs is the Q-table for the source task.
2) If the value function (Q-table) is unknown, then it can

be estimated from expectations over training trajectories.
For example, one can perform a Monte-Carlo simulation
as follows: first, generate trajectories using a random
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exploratory policy or a pretrained policy. Let this policy
be µ, then for each state and action pair (xk, uk) in
the Q-table, we use an N -step accumulated stage cost
from the source task Rs to represent knowledge from
the source task, that is,

Q′i (xk, uk)=αi

Rs(xk, uk)+

N−1∑
j=1

γ j Rs
(
x j+1, µ

(
x j+1

)).

(18)

We can also use Q-learning with learning rate a to
update the Q-table for the source task. For iteration
j = 0, 1, . . . , jmax

Q′( j+1)(xk, uk) = Q′( j)(xk, uk)

+ a
[

Rs(xk, uk)

+ γ min
uk+1

Q′( j)(xk+1, uk+1)

− Q′( j)(xk, uk)

]
. (19)

Then

Q′i (xk, uk) = αi Q′( jmax)
(xk, uk). (20)

Additional approaches can also be used such as inverse
RL, imitation learning, and other means. Once the Q-value
from the source task is obtained, it can be applied as prior
knowledge for transfer to target task. As such, this class of
representation approaches actually include several different
implementation procedures.

2) Indirectly Learned Value From Source Tasks: The indi-
rect method formulates transferable knowledge based on a
batch of samples of (xk, uk, xk+1) from the source task, based
on which we extract system dynamics in the form of Fs(xk, uk)

by supervised learning. For deterministic MDPs, Fs predicts
the next state x̂k+1 given samples of (xk, uk, xk+1)

x̂k+1 = Fs(xk, uk). (21)

For stochastic MDPs, Fs predicts the transition probability.
The system model Fs is learned using general function approx-
imation models to minimize the following loss function:

L Fs =
(
x̂k+1 − xk+1

)2
. (22)

Recently, several works reported that relaxing the Markov
assumption and using a recurrent model can effectively retain
necessary past information to prevent aliasing. This has also
been empirically shown by A3C + LSTM [25]. Additional
advantage of using dynamic model Fs is to allow offline
off-policy training, which can be achieved by using samples
generated from an exploratory policy (usually uniform random
action selection). As such, we can bootstrap data collected
from previous tasks, and having a batch of data from an
exploratory policy generally leads to more stable learning,
compared to on-policy training.

After a regression model Fs is obtained, we can now
formulate a Q′(xk, uk) value function based on N -step return
by using Fs(xk, uk): with an initialization of (x j , u j ), we can

Algorithm 1 RL-KS
Input: Samples {(xk, uk, xk+1)}, which include those from
source task Ts .
Output: Optimal policy for target task Tt .
Initialization: Set iteration index i = 0, . . . , imax , initial
knowledge weighting factor 0 < α0 < 1, number of steps
N .
Hyperparameter: Knowledge weighting factor αi decreases
from α0 to 0, e.g. αi = αi

0.
1: if Ts is a finite MDP then
2: Obtain Q′i from (17)-(20).
3: else
4: Learn prior knowledge Fs in (21) using samples

(xk, uk, xk+1) from Ts .
5: Get transfer knowledge Q′i from (23).
6: Get R′ from (9) and (10).
7: end if
8: while i < imax do
9: Obtain policy πi from (14).

10: Collect sample (xk, uk, xk+1) from task Tt .
11: Update Q-value function Qi+1 from (15).
12: i ← i + 1, k ← k + 1.
13: end while
14: return Optimal policy for target task Tt .

generate a sequence of N state and action pairs (x j , u j ),

(x j+1, πi (x j+1)), . . . , (x j+N−1, πi (x j+N−1)) using (21) and
policy πi from (14). We then define prior knowledge
Q′i (xk, uk) as

Q′i
(
x j , u j

)
= αi

Rs
(
x j , u j

)
+

N−1∑
j=1

γ j Rs
(
x j+1, πi

(
x j+1

)).

(23)

We now summarize the RL-KS algorithm in Algorithm 1.

V. ANALYTICAL PERFORMANCE GUARANTEE

Here we provide performance guarantees for the proposed
RL-KS.

A. Properties of the Proposed Algorithm Without
Approximation Error

The actor-critic update in (16) will generate a sequence of
iterative Q-value functions {Qi (xk, uk)}. In this section, the
convergence of the RL-KS algorithm will be proved by show-
ing that the sequence {Qi (xk, uk)} converges to the optimal
value function J ∗(xk, uk) without considering approximation
error.

Lemma 1: Let {πi } be the control laws as in (14). Define Qi

as in (15). Let {µi } be a sequence of control laws associated
with Λi below

Λi+1(xk, uk) = R′(xk, uk)+ γΛi (xk+1, µi (xk+1)). (24)

If Q0(·) = Λ0(·) = 0, then Qi+1(xk, uk) ≤ Λi+1(xk, uk),∀i .
Proof: It can be derived by noticing that Qi+1 is the

result of minimizing the right-hand side of (15) with respect
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to the control input uk+1, while Λi+1 is a result of an arbitrary
control input.

Lemma 2: Let the sequence {Qi } be defined as in (15).
If the system is controllable on � and Q′(0, 0) = 0, then
there is an upper bound Y such that 0 ≤ Qi (xk, uk) ≤ Y , for
i = 1, 2, . . .

Proof: Let η(xk) be a continuous mapping from xk , and
the resulting controls are upper bounded by saturation, and let
Z0(·) = 0, and Z i is updated by

Z i+1(xk, uk) = R′(xk, uk)+ γ Z i (xk+1, η(xk+1)) (25)
Z1(xk, uk) = R′(xk, uk). (26)

Let Z i (xk, η) = Z i (xk, η(xk)) be a shorthand notation. Notic-
ing the difference

Z i+1(xk, uk)− Z i (xk, uk)

= γ
[
Z i (xk+1, η)− Z i−1(xk+1, η)

]
= γ 2(Z i−1(xk+2, η)− Z i−2(xk+2, η))

...

= γ i (Z1(xk+i , η)− Z0(xk+i , η))

= γ i Z1(xk+i , η) (27)

we can obtain

Z i+1(xk, uk)

= γ i Z1(xk+i , η)+ Z i (xk, uk)

= γ i Z1(xk+i , η)+ γ i−1 Z1(xk+i−1, )+ Z i−1(xk, uk)

= γ i Z1(xk+i , η)+ γ i−1 Z1(xk+i−1, η)

+ γ i−2 Z1(xk+i−2, η)+ Z i−2(xk, uk)

= γ i Z1(xk+i , η)+ γ i−1 Z1(xk+i−1, η)

+ γ i−2 Z1(xk+i−2, η)+ · · · + γ Z1(xk+1, η)+ Z1(xk, η)

=

i∑
j=0

γ j Z1
(
xk+ j , η

)
. (28)

According to (26) and (28)

Z i+1(xk, uk) =

i∑
j=0

γ j R′
(
xk+ j , uk+ j

)
≤

∞∑
j=0

γ j R′
(
xk+ j , uk+ j

)
. (29)

Since R′(xk+ j , uk+ j ) is bounded, there exists a finite Y such
that

∞∑
j=0

γ j R′
(
xk+ j , uk+ j

)
≤ Y ∀i. (30)

By using Lemma 1, we get

Qi+1(xk, uk) ≤ Z i+1(xk, uk) ≤ Y ∀i (31)

so the proof is completed.
Based on Lemmas 1 and 2, we now present the convergence

proof of the Q-value function sequence.
Theorem 1: Define the sequence {Qi } as in (15) with

Q0 = 0, and the control law sequence {πi } as in (14). Let

the source task knowledge Q′(xk, uk) ≥ 0. Then, we can
conclude that {Qi } is a nondecreasing sequence satisfying
Qi ≤ Qi+1,∀i .

Proof: Define a new sequence {Φi } as

Φi+1(xk, uk) = R′(xk, uk)+ γΦi (xk+1, πi+1(xk+1)) (32)

where Φ0 = Q0 = 0. Now we show that Φi (xk, uk) ≤

Qi+1(xk, uk). Note that we use the shorthand notation in the
following proof, e.g. Φi (xk+1, πi+1) = Φi (xk+1, πi+1(xk+1)).

First, we prove that it holds for i = 0. Since

Q1(xk, uk) = R′(xk, uk) (33)
Q1(xk, uk)−Φ0(xk, uk) = R′(xk, uk) ≥ 0 (34)

we have

Φ0(xk, uk) ≤ Q1(xk, uk). (35)

Second, we assume that it holds for i −1, i.e., Φi−1(xk, uk) ≤

Qi (xk, uk),∀xk . Then, for i , from (15) and (32), we get

Qi+1(xk, uk)−Φi (xk, uk)

= γ
[
Qi (xk+1, πi )−Φi−1(xk+1, πi )

]
≥ 0 (36)

that is,

Φi (xk, uk) ≤ Qi+1(xk, uk). (37)

Thus, the above equation is true for any i by mathematical
induction.

Furthermore, according to Lemma 1, we know that
Qi (xk, uk) ≤ Λi (xk, uk). Combining with (37), we have

Qi (xk, uk) ≤ Φi (xk, uk) ≤ Qi+1(xk, uk) (38)

which completes the proof.
According to Lemma 2 and Theorem 1, we can obtain that
{Qi } is a monotonically nondecreasing sequence with an upper
bound, and therefore, its limit exists. Here, we define the limit
as limi→∞ Qi (xk, uk) = Q∞(xk, uk) and present the following
theorem.

Theorem 2: Let the cost function sequence {Qi } be defined
as in (15). Then, its limit satisfies

Q∞(xk, uk) = R′(xk, uk)+ γ min
uk+1

Q∞(xk+1, uk+1). (39)

Proof: For any uk+1 and i , according to (15), we can
derive

Qi (xk, uk) ≤ R′(xk, uk)+ γ Qi−1(xk+1, uk+1). (40)

Combining with

Qi−1(xk+1, uk+1) ≤ Q∞(xk+1, uk+1) (41)

which is obtained from (38), we have

Qi (xk, uk) ≤ R′(xk, uk)+ γ Q∞(xk+1, uk+1). (42)

Let i →∞, we have

Q∞(xk, uk) ≤ R′(xk, uk)+ γ Q∞(xk+1, uk+1). (43)

Note that in the above equation, uk+1 is chosen arbitrarily,
thus, it implies that

Q∞(xk, uk) ≤ R′(xk, uk)+ γ min
uk+1

Q∞(xk+1, uk+1). (44)
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On the other hand, since the cost function sequence satisfies

Qi+1(xk, uk) = R′(xk, uk)+ γ min
uk+1

Qi (xk+1, uk+1) (45)

applying inequality (41), and letting i →∞, we have

Q∞(xk, uk) ≥ R′(xk, uk)+ γ min
uk+1

Q∞(xk+1, uk+1). (46)

Based on (44) and (46), we can conclude that (39) is true.
Theorem 3: Let Q∞(xk, uk) = limi→∞ Qi (xk, uk) and

π∞(xk) = limi→∞ πi (xk), then the Q-value sequence
Qi (xk, uk) and the policy πi (xk) converge to the optimal
value J ∗ and optimal policy π∗ as defined in (3) and (4),
respectively,

Q∞(xk, uk) = J ∗(xk, uk) (47)
π∞(xk) = π∗(xk). (48)

Proof: We need Theorem 2 to show this result. Notice
that from the relationship between (14) and (15), we have

Q∞(xk, uk) = R′(xk, uk)+ γ min
uk+1

Q∞(xk+1, uk+1)

= R′(xk, uk)+ γ Q∞(xk+1, π∞(xk+1)) (49)

and

π∞(xk) = arg min
uk

Q∞(xk, uk). (50)

As i →∞, the knowledge weighting factor α→ 0. Therefore,
R′(xk, uk)→ R(xk, uk). Thus (49) becomes

Q∞(xk, uk) = R(xk, uk)+ γ Q∞(xk+1, π∞(xk+1)). (51)

Comparing (3) and (4) with (50) and (51), we conclude that
(47) and (48) are true.

B. Properties of the Proposed Algorithm With Approximation
Errors

Considering approximation errors in (14) and (15), starting
from Q̂0(xk, uk) = 0 with an initial π̂0, for i = 0, 1, 2, . . . ,

we have

π̂ i (xk) = arg min
uk

Q̂i (xk, uk)+ ρi (xk) (52)

Q̂i+1(xk, uk) = R′(xk, uk)+ γ Q̂i (xk+1, πi (xk+1))

+ ϱi (xk, uk) (53)

where ρi (xk) and ϱi (xk, uk) are finite approximation error
functions of the iterative control and Q-value function, respec-
tively. For convenience of analysis, for ∀i = 0, 1, . . . , we
assume that ρi (xk) = 0 and ϱi (xk, uk) = 0 for xk = 0 and
uk = 0.

Considering approximation errors, we generally have
π̂ i (xk) ̸= πi (xk), Q̂i+1(xk, uk) ̸= Qi (xk, uk), i = 0, 1, . . . ,

and the convergence property in Theorems 1–3 for accurate
case becomes invalid. Hence, in this section, new convergence
criteria will be established considering approximation errors
in each iteration, which makes the iterative Q-value function
converge to a finite neighborhood of the optimal one.

Define the target Q-value function as

0′i (xk) = min
uk

{
R′(xk, uk)+ γ

[
Q̂i−1(xk+1, uk+1)

+ Q′i−1(xk+1, uk+1)
]}

(54)

and

0i (xk) = min
uk

{
R′(xk, uk)+ γ Q̂i−1(xk+1, uk+1)

}
(55)

where Q̂0(xk, uk) = 00(xk, uk) = 0.

For i = 0, 1, 2, . . . , there exist finite constants υ ≥ 1 and
τ ≥ 1 that makes

Q̂i (xk, uk) ≤ υ0′i (xk, uk) ≤ υτ0i (xk, uk) (56)

hold uniformly. Let σ = υτ , it becomes

Q̂i (xk, uk) ≤ σ0i (xk, uk). (57)

Hence, we can give the following theorem.
Theorem 4: Let xk ∈ Rn be an arbitrary state and Assump-

tion 1 hold. For i = 0, 1, . . . , let 0i (xk) be expressed as (55)
and Q̂i (xk, uk) be expressed as (53). Let 0 < λ < ∞ and
1 ≤ δ <∞ be constants that make

J ∗(xk+1, uk+1) ≤ λR′(xk, uk) (58)

hold uniformly. If there exists 1 ≤ σ < ∞ that makes (56)
hold uniformly, then we have

Q̂i (xk, uk) ≤ σ

1+
i∑

j=1

λ jσ j−1(σ − 1)

(λ+ 1) j

J ∗(xk, uk) (59)

where i = 0, 1, . . .

Proof: The theorem can be proved by mathematical
induction. First, let i = 0. Then, (59) becomes

Q̂0(xk, uk) ≤ σ J ∗(xk, uk). (60)

This can be obtained as Q̂0(xk, uk) ≡ 0 ≤ J ∗(xk, uk) ≤

σ J ∗(xk, uk). Therefore, the conclusion holds for i = 0.
Next, let i = 1. According to (55), we have

01(xk, uk)

= min
uk

{
R′(xk, uk)+ γ Q̂0(xk+1, uk+1)

}
≤ min

uk

{
R′(xk, uk)+ γ σ J ∗(xk+1, uk+1)

}
≤ min

uk

{(
1+ λ

σ − 1
λ+ 1

)
R′(xk, uk)

+ γ

(
σ −

σ − 1
λ+ 1

)
J ∗(xk+1, uk+1)

}
=

(
1+ λ

σ − 1
λ+ 1

)
min

uk

{
R′(xk, uk)+ γ J ∗(xk+1, uk+1)

}
=

(
1+ λ

σ − 1
λ+ 1

)
J ∗(xk, uk). (61)

Note that in the derivation above, γ J ∗(xk+1, uk+1) ≤

J ∗(xk+1, uk+1) ≤ λR′(xk, uk) holds according to (58), we have

Q̂1(xk, uk) ≤ σ

(
1+ λ

σ − 1
λ+ 1

)
J ∗(xk, uk) (62)

which shows that (59) holds for i = 1.
Assume that (59) holds for i = l − 1, where l =

1, 2, . . . Then, for i = l, let c =
∑l−1

j=1((λ
j−1σ j−1
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(σ − 1))/((λ + 1) j )), d = ((λl−1σ l−1(σ − 1))/((λ + 1)l)),
we have

0l(xk, uk)

= min
uk

{
R′(xk, uk)+ γ Q̂l−1(xk+1, uk+1)

}
≤ min

uk

{
R′(xk, uk)+ γ σ(1+ λc)J ∗(xk+1, uk+1)

}
≤ min

uk

{
R′(xk, uk)+ γ σ(1+ λc)J ∗(xk+1, uk+1)

}
≤ min

uk

{
(1+ λc + λd)R′(xk, uk)

+ γ [σ(1+ λc)− c − d]J ∗(xk+1, uk+1)
}

=

1+ λ

l−1∑
j=1

λ j−1σ j−1(σ − 1)

(λ+ 1) j + λ
λl−1σ l−1(σ − 1)

(λ+ 1)l


×min

uk

{
R′(xk, uk)+ γ J ∗(xk+1, uk+1)

}
=

1+
l∑

j=1

λ jσ j−1(σ − 1)

(λ+ 1) j

J ∗(xk, uk). (63)

Then, according to (56), we can obtain (59), which proves
the conclusion for i = 0, 1, . . .

Theorem 5: Let xk ∈ Rn be an arbitrary state and Assump-
tion 1 hold. Suppose Theorem 4 holds for ∀xk ∈ Rn . If for
0 < λ <∞ the inequality

1 ≤ σ ≤
λ+ 1

λ
(64)

holds, then as i →∞, approximated value function Q̂i (xk, uk)

in (53) is uniformly convergent to a bounded neighborhood of
the optimal value function J ∗(xk, uk), that is,

lim
i→∞

Q̂i (xk, uk) ≤ σ

(
1+

λ(σ − 1)

1− λ(σ − 1)

)
J ∗(xk, uk). (65)

Proof: According to (63) in Theorem 4, we can see that
for j = 1, 2, . . . the sequence {((λ jσ j−1(σ − 1))/((λ+ 1) j ))}

is a geometric series. Then, (63) can be written as

0i (xk, uk) =

1+

λ(σ−1)

(λ+1)

(
1−

(
λσ
λ+1

)i
)

1− λσ
λ+1

J ∗(xk, uk). (66)

As i →∞, if 1 ≤ σ ≤ ((λ+ 1)/λ), then (66) becomes

lim
i→∞

0i (xk, uk) = 0∞(xk, uk)

≤

(
1+

λ(σ − 1)

1− λ(σ − 1)

)
J ∗(xk, uk). (67)

According to (56), let i →∞, we have

Q̂∞(xk, uk) ≤ σ0∞(xk, uk). (68)

From (67) and (68), we can obtain (65).

C. Positive Knowledge Transfer

We consider a knowledge transfer by first defining a task
similarity measure between Ts and Tt .

Definition 2: Consider the iterative cost-to-go Ji+1(xk, uk)

in (6) and (7), and the cost-to-go with knowledge transfer
Qi+1(xk, uk) in (14) and (15), respectively. A source task
Ts and a target task Tt are similar if DTs ,Tt (xk, uk) =

Ji+1(xk, uk)− Qi+1(xk, uk) < τ for all i = 0, 1, . . . , where τ

is a positive threshold value.
Definition 3: The N -step return for the iterative cost-to-

go Ji+1(xk, uk) in (6) and (7) is defined as J N
i (xk, uk) =∑N−1

j=1 γ j R(xk+ j , ξi (xk+ j )), and the N -step return for the cost-
to-go with knowledge transfer Qi+1(xk, uk) in (14) and (15)
is defined as QN

i (xk, uk) =
∑N−1

j=1 γ j R′(xk+ j , πi (xk+ j )).

We would like to show how learning performance can
be improved with knowledge transfer by a transfer measure.
Let C(Ts, Tt ) ∈ R below denote the benefit of transferring
learned knowledge in source task Ts to the target task Tt . Then
C(Ts, Tt ) > 0 indicates positive transfer, while C(Ts, Tt ) < 0
indicates negative transfer. We denote such transfer benefit by
using a jump-start measure

C(Ts, Tt ) = J N
i (xk, uk)− QN

i (xk, uk). (69)

Our result for the benefit of a transfer is given below.
Theorem 6: Let there exist τ > 0, and assume that the

source task Ts and the target task Tt are sufficiently similar
accordingly to Definition 2. Let R f (xk, uk) ≥ τ , where R f

is as in (9). Then the benefit of transfer C(Ts, Tt ) > 0 as
N →∞.

Proof: Equations (7) and (15) can be written as

Ji+1(xk, uk)

= R(xk, uk)+ J N
i (xk, uk)+

∞∑
j=N

γ j R
(
xk+ j , ξi

(
xk+ j

))
(70)

and

Qi+1(xk, uk) = R′(xk, uk)+ QN
i (xk, uk)

+

∞∑
j=N

γ j R′
(
xk+ j , πi

(
xk+ j

))
. (71)

As N → ∞,
∑
∞

j=N γ j R(x j+1, ξi (x j+1)) → 0 and∑
∞

j=N γ j R′(x j+1, πi (x j+1)) → 0 hold. Then (70) and (71)
become

Ji+1(xk, uk) = R(xk, uk)+ J N
i (xk, uk) (72)

and

Qi+1(xk, uk) = R′(xk, uk)+ QN
i (xk, uk). (73)

Next, we are going to prove J N
i (xk, uk) > QN

i (xk, uk) holds
for the following situations.

1) If Qi+1(xk, uk) ≤ Ji+1(xk, uk), then we can get
J N

i (xk, uk) > QN
i (xk, uk) from (72) and (73) because

R′(xk, uk) = R(xk, uk)+ R f (xk, uk) > R(xk, uk).
2) If Qi+1(xk, uk) > Ji+1(xk, uk), according to Definition

2 we have Qi+1(xk, uk)−Ji+1(xk, uk) < τ ≤ R f (xk, uk).
Then from (72) and (73)

J N
i (xk, uk)− QN

i (xk, uk)

=
[
Ji+1(xk, uk)− R(xk, uk)

]
−

[
Qi+1(xk, uk)− R′(xk, uk)

]
= Ji+1(xk, uk)− Qi+1(xk, uk)+ R f (xk, uk)

> 0. (74)
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Hence, both cases result in a positive transfer for
i = 0, 1, . . .

Theorem 6 is formulated and proved relying on the task
similarity measure within a similarity threshold τ , namely that
smaller τ means more similarity between the tasks, and that
prior knowledge gained from the source task will benefit the
learning of the target task. In other words, the transfer is a
positive transfer. However, currently how to properly select τ

remains an open question and heuristics are still needed. It is a
trade-off between making transfers between a wider range of
tasks and ensuring positive transfer. In Section VII, we provide
a few examples to illustrate this task similarity measure and
positive learning transfer.

VI. IMPLEMENTATION OF RL-KS

Here we provide implementation procedures of the proposed
RL-KS algorithm and different knowledge representations
including Q-Table and actor-critic.

A. Using Q-Table

For simple cases such as finite state MDPs and the state
and action spaces are small enough, the value functions can
be represented as tables. In this tabular case, exact solutions
can often be found by updating the values in the Q-table. The
proposed algorithm first obtain knowledge shaping function
Q′ from the source task as in (17)–(20), then follows (10) and
(16) for updating the Q-values.

B. Actor-Critic Neural Networks

For the case of large or continuous state and control space
problems, the proposed RL-KS method is implemented using
an actor-critic structure. Here we provide the implementation
details used in our experiments.

1) Critic Network: The critic network consists of three
layers of neurons, namely the input layer, the hidden layer
and the output layer. It takes the state xk and the action uk

as inputs. We chose sigmoid as the activation function in our
implementation. The prediction error ec,k ∈ R of the critic
network can be written as

e(i+1)
c,k = R′(xk, uk)+ γ Q̂i

(
xk+1, π

(i)(xk+1)
)
− Q̂i+1(xk, uk)

(75)

where Q̂i is the approximated value function.
To correct the prediction error, the weight update objective

is to minimize the squared prediction error Ec,k , denoted as

E (i+1)
c,k =

1
2

(
e(i+1)

c,k

)2
. (76)

2) Action Network: The action network also has three layers
of neurons with the output layer neuron having a hyperbolic
tangent activation function. The input to the action network
is xk and the out is uk . Under our problem formulation,
the objective of adapting the action network is to minimize
the following performance error based on the approximated
Q-value:

E (i+1)
a,k =

1
2

Q̂2
i+1(xk, uk). (77)

Fig. 1. Windy gridworld problem. The black arrows indicate wind directions,
and the red arrows indicate an optimal path. (a) Original gridworld and an
optimal path. (b) Changed wind condition. (c) Changed grid size and goal
location.

VII. EXPERIMENTAL RESULTS

In this section, we evaluate RL-KS performance based
on three experiments, including a finite state MDP problem
“windy gridworld,” and two continuous control problems
namely the cart-pole balancing problem and the real-time
control of a robotic knee with a human user in the loop.
In several evaluations, we compare RL-KS with two baselines:
1) a naive actor-critic and 2) a pretrained actor-critic. The
former is based on [26] and trained from scratch for new tasks,
while the latter is obtained by training the naive actor-critic
for the source task. All hyperparameters are given below in
respective tasks.

A. Windy Gridworld

Fig. 1(a) shows a rectangular “windy gridworld” represen-
tation of a simple finite MDP, which is adopted from [27]
and [28]. In this problem, the agent’s actions are affected
by the wind directions. The left panel of Fig. 1 shows an
optimal policy (path) for the original gridworld setup. Four
actions are possible at each cell: north, south, east, and west,
which deterministically cause the agent to move one cell in the
indicated direction. If the agent takes an action that would take
it off the grid, its location will remain unchanged. Notice that
the “windy” states are indicated by arrows, where the agent
experiences an extra “push” action that makes it move one
step toward the indicated wind direction. For example, if the
agent is in a windy state with the north wind (pointing upward)
and executes an action to the right, then the agent will end up
moving right one cell but also another upward move. As a
result, the agent moves diagonally upward to the right.

Each episode includes a maximum of 30 time steps. At the
beginning of each episode, the agent starts from the “S”
state and moves according to some policy until it reaches a
maximum of 30 steps or until it reaches the “G” state. The
reward is −0.1 everywhere except the goal state which is 10.
Therefore the goal is to maximize the reward.

We test the idea of RL-KS for two cases: 1) wind condition
change shown in the center panel of Fig. 1, and 2) grid size
and goal state change shown in the right panel of Fig. 1. In the
first case, the nine windy cells ranging from (2, 3) to (4, 5)
each has a probability of 0.2 to become a wind-less cell and a
probability of 0.2 to change wind direction (here (a, b) means
ath row and bth column, counting from the top-right corner).
In the second case, the size of the map is extended from a
5 × 6 to a size of 7× 8. Meanwhile, the goal state is randomly
chosen from cells (5, 5), (5, 6), (6, 5), and (6, 6).
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Fig. 2. Comparison of average episode reward of ten episodes. (a) Changed
wind, (b) Changed size and goal. The shaded areas indicate the resulted
performance experienced in the ten simulation episodes.

Fig. 3. Illustrations of (a) cart-pole problem, (b) OpenSim human-prosthesis
problem.

We solve this windy gridworld problem using RL-KS and
the naive actor-critic. Both algorithms here use a tabular form
to store the Q-values, and an ϵ-greedy exploration strategy
with ϵ = 0.1. The learning rate a is 0.1 and the discount
rate γ = 0.9. For RL-KS, we use N = 20 and we evaluate
α0 = 0.5 and 0.8 during experiments.

We set up our experiments as follows. For each of the
“changed wind” and “changed goal and size” experiments,
we first randomly generate ten source tasks and ten target
tasks, respectively. We set the task similarity threshold τ = 10.
From the ten source and target tasks, we chose the pair that is
the most similar. For the source task, we obtain Q′ following
(17)–(20). Then, the Q-table of the target task is updated
following an RL-KS update as in (16).

Fig. 2 summarizes performance of RL-KS under two dif-
ferent knowledge weighting factors, and a benchmark case
using naive actor-critic (which is dHDP). Performances are
respectively shown based on average episode reward (the total
reward an agent has collected in each of ten episodes) for
changed wind or changed size and goal. In both scenarios,
RL-KS has outperformed the baseline. We also notice that the
larger the α0 is the more beneficial to the target task from
transferring knowledge.

B. Inverted Pendulum Cart-Pole Balancing Problem

We use the same cart-pole system [Fig. 3(a)] as in [26],
except that the control force that pushes or pulls the cart is
continuous rather than binary. We test RL-KS performance for
changing the pole length from source task to target tasks.

This cart-pole model has four state variables: pole angle,
pole angular velocity, cart distance, and cart velocity. We have
adopted the settings from [26] where a run consists of a

Fig. 4. Average number of samples required for the cart-pole problem. The
source task is with half pole length l = 0.5 m, and the target tasks are with
l = 0.3, 0.4, 0.5, 0.6, and 0.7 m, respectively.

Fig. 5. Example trajectories of states and control during training where the
states are initialized with zero values except the initial pole angle is 5◦.

maximum of 1000 consecutive trials. It is considered success-
ful if the last trial (trial number less than 1000) of the run has
lasted 6000 time steps. Otherwise, if the controller is unable to
learn to balance the cart-pole within 1000 trials (i.e., none of
the 1000 trials has lasted over 6000 time steps), then the run
is considered unsuccessful. In our simulations, we have used
0.02 s for each time step, and a trial is a complete process
from start to fall. A pole is considered fallen when the pole
is outside the range of [−12◦, 12◦] and/or the cart is beyond
the range of [−2.4, 2.4] m in reference to the central position
on the track.

The default value of the half-pole length l is 0.5 m. We first
obtain the system dynamics Fs with default length using linear
regression xk+1 = Fs(xk, uk). The action variable uk ∈ R is
the force applied on the cart. 200 samples of (xk, uk, xk+1)

are obtained by performing Monte-Carlo sampling on the
cart-pole model, and the regression model Fs is built using
these samples. Then the transferred knowledge Q′ is computed
based on (23).

The critic network and actor network for the cart-pole
problem are implemented using feed-forward neural networks
with 5-6-1 neurons and a 4-6-1 neurons, respectively. During
training, both network weights are randomly initialized subject
to a uniform distribution between −0.1 and 0.1. The discount
factor γ in (15) is 0.9 and the maximum iteration number
imax is 5000. Finally, we let the similarity threshold τ = 25,
N = 100, and two α0 choices (0.5 and 0.8) are evaluated.
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With the regression model we obtain the prior knowledge Q′

for transfer. We apply RL-KS to solve target tasks with differ-
ent half-pole lengths. Specifically, the target tasks considered
are l = 0.3, 0.4, 0.5, 0.6, 0.7 m. Note that to solve the source
task of length 0.5 m, the RL-KS agent still needs learning to
obtain the optimal value function Q∗ as Q′ represents partial
knowledge. We have performed ten runs for each target task
with the cart initially at center position and the pole initially
placed at uniformly randomized angles between [−5.7◦, 5.7◦].
We record the average number of total samples (xk, uk, xk+1)

required to successfully complete each of the target tasks.
Fig. 4 summarizes the average results from ten runs with
randomly initialized network weights and initial pole positions
for each algorithm setting. In the figure, naive actor-critic
is based on [26] with identical network settings and other
parameters (e.g. γ ). The pretrained actor-critic is obtained
by training the naive actor-critic in a run at l = 0.5 m with
200 samples which is comparable to RL-KS. Fig. 4 shows that
RL-KS requires fewest samples to reach respective optimal
solutions, except the case that the pretrained actor-critic works
better when l = 0.5 m as the source and target tasks are
identical. Fig. 5 is an example during training where the states
are initialized with zero values except the initial pole angle
is 5◦. It is a result corresponding to the target task of l = 0.6 m.

C. Robotic Prosthesis Control With Human in the Loop

Robotic prosthesis mimics biological joints to generate
torques to enable the robotic knee motion for an amputee
user. The device needs to be adjusted by its knee joint
impedance values based on mechanical sensor measurements
in the prosthesis. The intrinsic controllers built into the devices
provide generic, low-level automatic control of joint torques.
As human users differ from weight to size and physical
conditions, and as users have different life-style needs, extrin-
sic control is needed to customize the device by providing
impedance parameter settings for individual users. These new
powered devices signify the future of rehabilitation. But auto-
matically fitting the device to a human user remains a major
challenge to unleash the full potential of the robotic device.
Few automatic tuning technologies are currently available.
The only functioning solution relies on multiple sessions of
manually tuning a small subset of a large number of impedance
parameters one at a time, unable to account for the interacting
effects of the parameters during each tuning session. This
highly heuristic approach is time-consuming, costly, and not
scalable to reaching the full potential of this powerful robotic
device.

Reinforcement learning, especially transfer reinforcement
learning is expected to provide the optimal impedance param-
eter tuning adaptively to meet individual user’s needs. With
the knowledge obtained from impedance control tuning of
multiple users over multiple sessions, it is expected the
improve tuning performance by transferring such knowledge
to similar prosthesis users. In the following, we provide simu-
lation evaluations to validate the transfer learning framework,
RL-KS, in this important application problem. Specifically, We
consider transferring knowledge of impedance control from

Fig. 6. Average number of samples required for the robotic prosthesis control
problem simulated in OpenSim [29]. The source task is with a normalized
body weight of 0.1 kg, and the target tasks are with normalized body weights
of 0.08, 0.09, 0.10, 0.11, and 0.12 kg, respectively.

one subject at a given body weight to several other subjects
at different body weights.

We use OpenSim [29], a widely used human locomo-
tion simulation platform, to simulate level-ground walking
of a human-prosthesis system. Fig. 3(b) shows the OpenSim
lower limb walking model. In this model, five rigid-body
segments linked by one-degree-of-freedom pin joints are used
to represent the human body. The right knee is treated as
a prosthetic knee and controlled by a finite-state impedance
controller (FS-IC) modeled after a biological joint, while the
other joints follow prescribed motions. The FS-IC divides a
gait cycle into four phases, in each of the four phases the
torque at the prosthetic knee is determined by the following
impedance control law, T = K (θ − θe) + Bω, where K , B
and θe are the impedance parameters: K is stiffness, B is
damping coefficient and θe is equilibrium position. The goal
of automatically customizing a robotic knee for a user is to
tune these impedance parameters optimally and adaptively to
meet individual user’s needs. Further comprehensive details
can be found from [30], [31], [32], [33], and [34].

Our RL-KS-based tuning approach proceeds as follows.
We first collect 50 samples of (xk, uk, xk+1) from the OpenSim
simulation model. As the source task, we set the subject’s
body weight at OpenSim normalized scale of 0.1 kg. The
regression model Fs is determined by supervised learning:
xk+1 = Fs(xk, uk). Then prior knowledge Q′ is computed
based on Fs from Q′(xk, uk) = Q(Fs(xk, uk)) = Q(xk+1) =

x2
k+1. After each gait cycle k, the differences (errors) between

the measured knee angle profile and the target knee profile
at the feature points, xk ∈ R2, are computed and treated as
the states of an RL controller. The adjustments to the three
impedance parameters are the action denoted by uk ∈ R3.
We use a quadratic error to denote stage cost based on the state
error and the control. The state, control, and cost objective are
set up the same way as in [30].

The critic network and actor network for the OpenSim
experiment are implemented using feed-forward neural net-
works with 5-8-1 neurons and 2-8-3 neurons, respectively.
During training, both network weights are randomly initialized
subject to a uniform distribution between −0.1 and 0.1. The
discount factor γ in (15) is 0.95 and the maximum iteration
number imax is 200. We set τ = 6, N = 20 and have evaluated
two conditions of α0 at 0.5 and 0.8.

We are now ready to transfer prior knowledge from the
source task of a subject with an OpenSim normalized body
weight of 0.1 kg to target tasks with different normalized
body weights respectively at: 0.08, 0.09, 0.10, 0.11, and

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: University of North Carolina at Chapel Hill. Downloaded on August 23,2023 at 13:06:50 UTC from IEEE Xplore.  Restrictions apply. 



GAO et al.: REINFORCEMENT LEARNING CONTROL WITH KNOWLEDGE SHAPING 11

Fig. 7. Example trajectories of states during training in all four phases where
the initial impedance parameters are 10% higher than the prescribed values.
It is a result corresponding to the target task of normalized body weight at
0.08 kg.

0.12 kg. We perform ten runs for each target task with initial
impedance parameters by adding uniform random noise with
a 20% variance of the prescribed impedance parameters [32].
We record the average number of total samples (xk, uk, xk+1)

required to successfully complete each of the target tasks.
Fig. 6 summarizes the average results from ten runs with
randomly initialized network weights and initial impedance
parameters for each algorithm setting. In the figure, naive
actor-critic is based on [26] with identical network settings and
other parameters (e.g. γ ) compared to RL-KS. The pretrained
actor-critic is obtained by training the naive actor-critic in
a run with a body weight of 0.10 kg using 50 samples
which is comparable to RL-KS. Fig. 6 shows that RL-KS
has improved learning performance over both the naive and
pretrained actor-critics with less number of training samples,
except for the case when the body weight is 0.10 kg, which
means the source task and the target task are identical. Fig. 7
is an example during training where the initial impedance
parameters are 10% higher than the prescribed values. It is a
result corresponding to the target task of body weight 0.08 kg.
In Fig. 7, RL-KS has successfully reduced the errors in all four
gait phases.

VIII. CONCLUSION

We have provided a set of new and comprehensive results
on knowledge transfer within an actor-critic reinforcement
learning construct. Our RL-KS has not only formalized a value
function-based transfer learning for RL control framework
but also provided multiple and flexible ways to represent
prior knowledge. Additionally, our approach ensures positive
knowledge transfer. Our analysis and experimental evaluation
demonstrate the effectiveness of the proposed RL-KS. Strong
results of this nature are not available in the current literature.
Note that, our analysis is built on the introduction of a “task
similarity” measured against a threshold factor τ . This notion
has allowed us to develop a new positive transfer result.
While Theorem 6 has provided a specification of τ , how to
constructively and properly select τ , and how to maximize
transfer efficiency remain to be investigated in the future.

We speculate that this hyperparameter may be task dependent
and thus be dictated by specific applications. Our RL-KS,
however, has provided an important bridge to potentially
addressing those synthesis questions.
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