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Abstract

We consider three equilibrium concepts proposed in the literature for time-inconsistent stop-
ping problems, including mild equilibria (introduced in [19]), weak equilibria (introduced in [7])
and strong equilibria (introduced in [2]). The discount function is assumed to be log sub-additive
and the underlying process is one-dimensional diffusion. We first provide necessary and sufficient
conditions for the characterization of weak equilibria. The smooth-fit condition is obtained as
a by-product. Next, based on the characterization of weak equilibria, we show that an optimal
mild equilibrium is also weak. Then we provide conditions under which a weak equilibrium is
strong. We further show that an optimal mild equilibrium is also strong under a certain condi-
tion. Finally, we provide several examples including one showing a weak equilibrium may not
be strong, and another one showing a strong equilibrium may not be optimal mild.
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1 Introduction

On a filtered probability space (2, F, (F)t>0,P) consider the optimal stopping problem,
sup E[0(7) f(Xr)], (1.1)
TeT

where §(+) is a discount function, X = (X}); is a time-homogeneous one-dimensional strong Markov
process, and f(-) is a payoff function. It is well known that when 4(:) is not exponential, the
problem can be time-inconsistent in the sense that an optimal stopping rule obtained today may
no longer be optimal from a future’s perspective.

One way to deal with this time-inconsistency is to consider the precommitted strategy, i.e.,
to derive a policy that is optimal with respect to the initial preference and stick to it over the
whole planning horizon even if the preference changes later; see e.g., [1, 28]. Another approach
to address the time-inconsistency is to look for a sub-game perfect Nash equilibrium; given the
future selves follow the equilibrium strategy, the current self has no incentive to deviate from it.
For equilibrium strategies we refer to the works [4, 13, 14, 16, 12, 18, 15, 25, 32, 33] among others
for time-inconsistent control, and [8, 9, 10, 17, 19, 27, 31, 5, 11] and the references therein for
time-inconsistent stopping.

How to properly define the notion of an equilibrium is quite subtle in continuous time. There
are mainly two streams of research for equilibrium strategies of time-inconsistent stopping problems
in continuous time. In the first stream of research, the following notion of equilibrium is considered.

Definition 1.1. A closed set S C X is said to be a mild equilibrium, if

{f(ac) < J(z,S), Vz¢sS, (1.2)
f(z) > J(z,S), Vzels, 1.3

where
J(z,8) :=E"[6(ps) f(X,g)] with pg:=inf{t >0:X; €S} and E*[| =E[|Xo=2]. (1.4)

This kind of equilibrium is first proposed and studied in stopping problems in the context
of non-exponential discounting in [19]. It is called mild equilibrium in [2] to distinguish from
other equilibrium concepts. Mild equilibria are further considered in [20] and [22] where the time
inconsistency is caused by probability distortion and model uncertainty respectively.

Note that f(x) is the value for immediate stopping, and J(z,S) = E*[§(ps)f(X,)] is the value
for continuing as pg is the first time to enter S after time 0. As a result, the economic meaning of
mild equilibria appears to be clear: in (1.2) when x ¢ S, it is better to continue and get the value
J rather than to stop and get the value f. In other words, there is no incentive to deviate from the
action of “continuing”. The same reasoning seems to also apply to the other case € S in (1.3), i.e.,
no incentive for changing the action from “stopping” to “continuing”. However, this is not really
captured in (1.3) after a second thought: In the one dimensional diffusion (and continuous-time
Markov chain) setting, under some very non-restrictive condition we have pg = 0 a.s., and thus
(1.3) holds trivially. ' That is, there is no actual deviation from stopping to continuing captured
in (1.3).

Because of this issue, mild equilibria are indeed too “mild”: the whole state space is always a
mild equilibrium; in most of the examples provided in [19, 24, 22], there is a continuum of mild
equilibria. As there are often too many mild equilibria in various models, it is natural to consider
the problem of equilibrium selection.

In multi-dimensional setting, if * € S° then pg = 0, P*-a.s.; if x € S then the identity ps = 0 requires some
regularity of 95, and consequently, the verification of (1.3) on the boundary may not be trivial.



Definition 1.2. A mild equilibrium S is said to be optimal, if for any other mild equilibrium R,

E*[0(ps)f (Xps)l 2 B¥[0(pR) f(Xpp)l, YV eX.

Note that the optimality of a mild equilibrium is defined in the sense of pointwise dominance,
which is a very strong condition. The existence of optimal equilibria is first established in [23]
in discrete time models. The existence result is further extended to diffusion models for one-
dimensional case in [24] and multi-dimensional case in [21]. In particular, for the one-dimensional
diffusion case, [24] shows that under some general assumptions an optimal mild equilibrium exists
and is given by the intersection of all mild equilibria (also see Lemma 4.1 below). [24] also provides
an example indicating that in general there may exist multiple optimal mild equilibria.

In the second stream of the research for equilibrium strategies for time-inconsistent stopping in
continuous time, the following notion of equilibrium is introduced:

Definition 1.3. A closed set S C X is said to be a weak equilibrium, if

flz) < J(z,S), Vxé¢ls, (1.5)
timint! @ " EOOSIED oy g (1.6)
e\0 €

where
ps :=1inf{t > e: X; € S}.

The weak equilibrium concept for time inconsistent stopping is proposed in [7], and further
studied in [8, 27, 31]. Obviously, as (1.3) trivially holds for one-dimensional process, a weak
equilibrium is also mild. Compared to mild equilibria, the condition (1.3) is replaced by (1.6) for
weak equilibria using a first order condition. This is analog to the first order condition criterion
in time-inconsistent control. As pg > ¢ > 0, the condition (1.6) does capture the deviation from
stopping to continuing, and is much stronger than (1.3). However, there is still a drawback for (1.6):
when the limit is equal to zero, it is possible that for all € > 0 we have f(z) < E®[6(p5)f(X,z)], and
thus there is an incentive to deviate (see [3, Remark 3.5] and [25, 2, 16] for more details). Roughly
speaking, this is similar to a critical point not necessarily being a local maximum in calculus.

Recently, [2] investigated the relation between the equilibrium concepts in these two streams of
research we described above, and proposed an additional notion of equilibria:

Definition 1.4. A closed set S C X is said to be a strong equilibrium, if

flx) < J(z,S), V¢S,
Je(z) >0, s.t. Ve’ < e(z), flz) — Ex[é(p‘g)f(ng)] >0, Vzedb. (1.7)
Note that in the definition of strong equilibrium, the first order condition (1.6) is replaced by a
local maximum condition (1.7). This remedies the issue of weak equilibria mentioned in the above,
and captures the economic meaning of “equilibrium” more accurately. Such kind of equilibria is
also studied in [25, 16] for time inconsistent control. Obviously, a strong equilibrium must be weak.
In [2] under continuous-time Markov chain models with non-exponential discounting, a complete
relation between mild, optimal mild, weak and strong equilibria is obtained:

optimal mild G strong & weak G mild. (1.8)

In this paper we aim to establish the result (1.8) for one-dimensional diffusion models under non-
exponential discounting. Compared to [2], the analysis in this paper is much more delicate. The



proof in [2] crucially relies on the discrete state space of the Markov chain setting, and many critical
ideas and steps therein cannot be applied in our diffusion framework, where novel approaches are
needed for the characterizations of weak and strong equilibria. Here we list the main contributions
of our paper as follows.

e We provide a complete characterization (necessary and sufficient conditions) of weak equi-
libria. As a by-product, we show that any weak equilibrium must satisfy the smooth-fit
condition when the pay-off function f is smooth. This gives a much sharper result in a much
more general setting as compared to the smooth-fit result obtained in [31]. (See Remark
3.1 for more details.) Moreover, in our paper f need not to be smooth, and our result also
indicates that the smooth-fit condition is a special case of the “local convexity” property of
weak equilibria. See Remark 3.2. Undoubtedly such results related to smooth-fit condition
has no correspondence in the Markov chain framework in [2].

e We show an optimal mild equilibrium is also a weak equilibrium. This proves that the set
of weak equilibria is not empty. In terms of the mathematical method, in [2] the technique
for the proof of such result relies on the fact that removing a point from a stopping region
changes the stopping time, which is no longer applicable in the diffusion context. A different
approach is developed to overcome this difficulty.

e We provide a sufficient condition under which a weak equilibrium is also strong. The condition
is easy to verify as suggested by our examples. We also show that one may remove some
“inessential” part of an optimal mild equilibrium, and the remaining part is still optimal mild
(and thus weak), and in fact strong under an additional assumption. In particular, this result
implies that the smallest mild equilibrium essentially has no “inessential” parts and thus is
strong. See Theorem 5.2 and Remark 5.1.

The rest of the paper is organized as follows. Section 2 introduces the notation and main
assumptions, as well as some auxiliary results that will be used frequently throughout the paper.
In Section 3, we provide a complete characterization of a weak equilibrium. In Section 4, we show
that an optimal mild equilibrium is a weak equilibrium. Next, in Section 5 we provide a sufficient
condition for a weak equilibrium to be strong. We also demonstrate how to construct a strong
equilibrium from an optimal mild equilibrium by removing “inessential” parts. In particular, we
show that the smallest mild equilibrium is strong under a mild assumption. Finally, three examples
are provided in Section 6. The first example shows that a weak equilibrium may not be strong,
while the second example shows that a strong equilibrium may not be optimal mild. The final
example is about finding equilibria for the stopping problem of an American put option, which
is used to demonstrate the usefulness of the results in Section 5. Figure 1 summarizes relations
between the results in this paper.

2 Setup and Some Auxiliary Results

Let (2, F, (Ft)t>0, P) be a filtered probability space which supports a standard Brownian motion
W = (Wi)i>0. Let X = (X¢)i>0 be a one-dimensional diffusion process with the dynamics

dX; = M(Xt)dt + J(Xt)th, (21)

and take values in an interval X C R. Let P* be the probability measure given Xy = x and denote
E*[.] = E[-|Xo = z]. Let L} be the local time of X at point z up to time ¢. Denote by 7T the set of
stopping times.
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Figure 1: Relations between results in Sections 3, 4 and 5 of this paper. A — B means that
statement A is used in the proof of statement B.

Let B be the family of all Borel subsets within X. For any A € B, denote A°:= X\ A and
0A := A\ A°, where A° is the interior of A and A is the closure of A under the Euclidean topology
within X. Denote B(z,r) := (x —r,z+r)NX. For A € B, we define the first hitting and exit times

pa:=inf{t >0: X; € A} and 74:=inf{t >0:X; ¢ A} = pge. (2.2)
Given a stopping region A € B, we define the value function V(¢,z, A) : [0,00) x X — R as
Vit 2, A) = BB (t + pa) f(Xp, )] (23)

Recall function J defined in (1.4), we have J(z, A) = V(0,z, A).

Denote N := {1,2,...} and Z := {0,£1,+2,...}. Given E € B and k € NU {0}, denote by
CY%([0,00) x E) the family of functions v(¢,z) that are continuously differentiable with respect
to (w.r.t.) ¢t and k-times continuously differentiable w.r.t. = when restricted to [0,00) x E, and
C*(E) the family of functions v(x) that are k-times continuously differentiable when restricted to
E. ? For a function v(t, ) : [0,00) X E — R, v, v (vesp. v;) denote the first and second order
derivatives w.r.t = (resp. the first order derivative w.r.t. t) if the derivatives exist. Moreover,
denote by v, (t,x—) (resp. v;(t,z+)) the left (resp. right) derivative of v w.r.t. z at point (¢, z).
Similar notation applies to v, (t,x—), vy (¢, 2+). For convenience, we denote v;(0,z) as the right
derivative w.r.t. t at time ¢t = 0. We further define the parabolic operator

1
Lou(t,x) :=v(t,x) + p(z)ve(t, z) + 502(x)vm(t,x) for a function v € CH2([0, 00) x E).
Let us also use the following notation involving left or right derivatives w.r.t. x:
1
Lo(t,xt) :=ve(t,x) + p(x)vg(t, zx) + 502(90)7)“(75, zt), Vt>0.

We now introduce the main assumptions in this paper. The first assumption concerns p and o.

2Continuous differentiability is extended to the boundary in a natural way if the boundary is included in E. For
example, given [a,b] C X, we say g € C*([0,00) X [a,b]), if g = g1 on [0,00) X [a,b] for some g1 € C**(]0, 00) x X).



Assumption 2.1. (i) p,0 : X — R are Lipschitz continuous. (i) o?(x) > 0 for all x € X.

Remark 2.1. Assumption 2.1(i) guarantees that (2.1) has a unique strong solution given Xy =
x € X. Assumption 2.1(i)(ii) together imply that for any x € X and t > 0,

p* <0I£31<1t Xs < :1:) =P* <0H<1§ii{t Xs > x) =1, and thus pg,) =0, P*-a.s.. (2.4)

A quick proof for (2.4) is relegated in Appendiz A.

Notice that a (time-homogeneous Markovian) stopping policy can be characterized by a stopping
region S C X. For S € B, (2.4) implies that pg = pg P¥-a.s. for any = € X. Also, f(z) = J(z,5)
for all x € S, and a boundary point x of S corresponds to the action “immediate stopping”, not
matter x belongs to S or not. Therefore, it suffices to work on stopping regions that are closed.

Definition 2.1. S € B is called an admissible stopping policy, if S is closed (w.r.t the Fuclidean
topology within X) and for any x € 05, one the following two cases holds:

(a) x € 9(S°), i.e., Ih > 0 such that either (x —h,z) C S° and (x,x+h) C S¢, or (x —h,z) C S¢
and (x,x + h) C S°;

(b) = is an isolated point, i.e., B(x,h) \ {z} C S¢ for some h > 0.
Remark 2.2. Except cases (a) & (b), the rest situation for a boundary point x € 0S is the following:

(c) There exist two sequences (T )nen C S and (Yn)neny C S€ such that both (xp)nen and (Yn)nen
approach to x from the left, or both approach to x from the right.>

Stopping regions containing boundary case (c) lack economic meaning, since it is not practical for an
agent to follow a stopping policy classified as case (c). Mathematically, the regularity of V(t,z,S)
may also be missing when S contains boundary case (c), e.g., Vi(t,0+,S) may not exist for S being
the cantor set on [0,1]; this would cause serious issue to establish our main results later as they
crucially rely on the regularity of V(t,z,5) (e.g., the characterization of weak equilibria).

Focusing on admissible stopping policies is also well aligned with the literature, and a stopping
policy containing boundary case (c¢) is rarely studied in applications. For instance, all the case
studies in [5, 31, 7, 11, 20] only focus on threshold-type equilibria. The results in [10] mainly
focuses on two threshold stopping regions. The mild equilibria in all the examples of [19] have
boundaries of cases only (a) and (b). All mild equilibria provided in [24, Sections 6.1 and 6.2] are
all admissible, so are the mild equilibria in the case study of [22, Section 4.

Let us also point out that all the interesting equilibria (i.e., optimal mild, weak, strong equilibria)
provided in all the examples in this paper are admissible. Specifically, in the case study in Section
6.3, which can be thought of as a continuation of [24, Sections 6.3], all the weak, strong and optimal
mild equilibria are admissible, and any mild equilibria is either admissible or has an admissible
alternative (see Remark 6.1).

To sum up, focusing on cases (a) and (b) is economically meaningful, mathematically necessary,
well-aligned with the literature, and general enough for applications.

Let 6(-) : [0,00) — [0,1] be a discount function that is non-increasing, continuously differen-
tiable, and §(0) = 1, §(¢) < 1 for t > 0. We assume § satisfies the following condition.

3Indeed, let = € dS. Suppose x does not satisfy case (c). Then there exists h > 0 such that either (z — h,z) C
or (x — h,xz) C S° so is the interval (z,z + h). If (x — h,z) C S° and (z,z + h) C S, then z satisfies case (b);
otherwise x satisfies case (a).



Assumption 2.2. ¢ is log sub-additive:
O(t+s)>0d(t)o(s), Vs, t>0. (2.5)

Remark 2.3. Condition (2.5) can be interpreted as the so-called decreasing impatience in finance
and economics. Many non-exponential discount functions, including hyperbolic, generalized hyper-
bolic and pseudo-exponential discounting, satisfy (2.5). See the discussion below [19, Assumption
3.12] for a more detailed explanation.

Recall that §’(0) denotes the right derivative of §(¢) at t = 0. The following lemma is a quick
result for § and the proof is relegated in the Appendix A.

Lemma 2.1. Let Assumption 2.2 hold. Then
§'(t) > ()8’ (0), and 1—45(¢) <|5'(0)|t, Vt>O0.

Let the payoff function f(z) : X — R be non-negative and continuous. We further assume f
satisfies the following assumptions.

Assumption 2.3. (i) For any x € X

tli}m () f(Xy) =0, P*—a.s., (2.6)
and there exists ¢ > 0 such that
E* |sup (8() f( X)) ¢ < oc. (2.7)
t>0

(i3) f(z) belongs to C? piecewisely. That is, there exists an either finite or countable set (0,)ner C X,
with I C Z and 0, < 0,11 for allm € I, such that f € C2([0n,0n1]) for anyn € I. We also assume
that inf,cr(0p+1 — 6) > 0 and denote

G:=X\{b,:nel} (2.8)

Remark 2.4. The assumption (2.7) will be used for Lemma 3.3, which is an essential lemma for
all the main results in the paper. Moreover, (2.7) implies that

E* [sup 5(t)f(Xt)} < oo, VreX. (2.9)

t>0

This together with (2.6) guarantees the well-posedness of V (t,x, S) for any stopping policy S.* (2.9)
and (2.6) will also be used for applying the dominated convergence theorem in some localization
arquments in the proofs later. Furthermore, (2.9) and (2.6) also ensure the existence of an optimal
mild equilibrium as demonstrated in [2/, Theorem 4.12] (also see Lemma 4.1 in this paper).

Let us make an assumption on V (¢, z, S).
Assumption 2.4. For any admissible stopping policy S and a,b € X with a < b and (a,b) C S¢,
V(t,x,S) defined in (2.3) (with A= S) belongs to C1?([0, 00) x [a,b]), and

lim sup

1
—|Vu(t,x£,S) — Vi(0,2+,5) =0, VzeX (2.10)
NRYZ

4(2.6) is used for the well-posedness of V(t,z,S), because otherwise §(t)f(X¢) is not well defined on ps = oo
(unless we do some extension, e.g. by considering the upper limit limsup,_, . 6(¢) f(X4).



Remark 2.5. [t turns out Assumption 2./ is quite general. A sufficient condition for Assumption
2.4 is that §(t) is a weighted discount function as shown in the lemma below. One may also directly
verify this assumption given the probability density functions of exit time

p(z,t) = P° ( Teeay € dt, Xr ) = c> and q(z,t) == P* (nqd) € dt, Xp ) = d) (2.11)

being regular enough. For example, if X is a Brownian motion on X = R, §(t) = %th, and
f(x) =0V x, then we can verify Assumption 2.J holds by using (2.11) for the Brownian motion.
Providing a more general sufficient condition for Assumption 2./ is out of the scope of this paper.

Lemma 2.2. Let Assumption 2.1 hold and f be bounded on X. Suppose §(t) is a weighted discount
function of the following form

5(t) = /0 T ertdp (), (2.12)

where F(r) : [0,00) — [0,1] is a cumulative distribution function satisfying [~ rdF(r) < co and

%{%\[/ —e ™) dF(r) = 0. (2.13)

Then Assumption 2./ holds.
The proof of Lemma 2.2 is included in Appendix A.

Remark 2.6. In [11] weighted discount functions are studied in detail. [31] investigates weak
equilibria and the smooth-fit condition for time-inconsistent stopping in a weighted discounting
setting. Many discount functions, including exponential, hyperbolic, generalized hyperbolic and
pseudo-exponential discounting, satisfy (2.12) and (2.13). For example, a generalized hyperbolic
discount function can be written as

I s P Py e
(t) = — :/ et gy :/ e " dF(r), with (r) . - ¢ ,
(1+48t)7 Jo ﬁsr(%) 0 dr BPL(3)

where 3,7 > 0 are constants and T'(-) is the gamma function (see [31, Section 2.1]). A direct
calculation shows that

o —rt o —rt T%ileig 1
r(1—e ™) dF(r) = rl—e)————dr=y—y——=—=<7y(y+ Bt vt>0,
0 0 BAT() (1+86)7"

which implies (2.13).

The next lemma summarizes several preliminary properties of V (¢, z,.S) which will be used to
establish the main results in later sections.

Lemma 2.3. Let Assumptions 2.1, 2.2, 2.3(ii), 2./ hold and S be an admissible stopping policy.
Then

(a) V(t,x,8S) belongs to CH2([0,00) x S¢), and V(t,z,5) = 5(t)f(x) for any (t,z) € [0,00) X S.
Moreover,
LV (t,z,S) =0, V(tz)e€[0,00)x S (2.14)



(b) LV (t,z+x,95) exists for all (t,z) € [0,00) xX. For any h > 0 and xo € X such that B(zo,h) C
X, we have that
sup |LV (t, 2+, S)| < oco.
(t,x)€[0,00) x B(zo,h)
The proof of Lemma 2.3 is provided in Appendix A. Throughout this paper, we will keep using
the following local time integral formula provided in [29].

Lemma 2.4. Let a,z9,b € R with a < xzy < b. Suppose g(t,y) : [0,00) x R — R such that
g € CH2((0,00) x (a,z0]), g € CH?((0,00) x [w0,b)). Then for Xo =z € (a,b), we have that

t 1 t
g(t, X1) =g(0,x) —i—/o Q(ﬁg(s,Xs—) + Lg(s, Xs+))ds —i—/o 92(8, Xs)o(Xs) - 1ix, 420} AW

1

t
g [t~ galoan )AL 0 <1< 70,

3 Characterization for Weak Equilibria

In this section, we provide the characterization for weak equilibria. Such characterization is critical
to study of the relations between mild, weak and strong equilibria. Below is the main result of this
section.

Theorem 3.1. Let Assumptions 2.1-2./ hold. Suppose S is an admissible stopping policy. Then
S is a weak equilibrium if and only if the followings are satisfied.

V(0,2,8) > f(z) Vx ¢S, (3.1)
Ve(0,2—,8) > V,(0,24,5) Vz e S; 2)
LV(0,2—,S)V LV (0,z+,5) <0 VreX (3.3)

The proof of Theorem 3.1 will be presented in the next subsection. A consequence of Theorem
3.1 is the following smooth-fit condition of V' at the boundary 95 when f is smooth.

Corollary 3.1 (Smooth-fit condition for weak equilibria when f is smooth). Let Assumptions 2.1-
2.4 hold, and let S be an admissible stopping policy. Suppose S is a weak equilibrium. Then for
any x € 0S, if f'(x) exists, then V;(0,2—,S) = V;(0,2+,5).

Proof. Take an arbitrary x € 9S. Take x € 9S. By Theorem 3.1, it suffices to prove that
Ve (0,2—,5) < V,(0,2+,S) for both boundary cases (a) and (b).

Recall G defined in (2.8). For boundary case (a), without loss of generality, we assume (z,z +
h) Cc (S°N@G) and (x — h,z) C S¢ for some h > 0. Since V(0,z,S5) > f(x) on S by (1.5) and
V(0,z,8) = f(z) on S by Lemma 2.3 (a), we have that for € > 0 small enough,

V(0,2 —¢,5)—V(0,z,85) > f(a:—a)—f(x).

9 9

By the differentiability of V on [0, 00) x S¢ (due to Lemma 2.3(a)) and existence of f’(z), the above
inequalities implies that

Ve(0,2—,9) < fl(z—) = f'(z+) = V4(0, 2+, S),

where the last equality follows from V' (0,z,S) = f(z) on (x,z + h) C (S°NG).



For boundary case (b), we can choose a constant h > 0 such that (B(z,h) \ {z}) C (5°NG).
Then V(0,y,S5) > f(y) for all y € B(z,h) \ {z}, which implies that

Vx(0,$—, S) S f/(l'—) = f,(x+) S VI(Oa I’—i—, S)
by an argument similar to that for boundary case (a). O

Remark 3.1. In [31], it is shown that with the underlying process being a geometric Brownian
motion, the smooth-fit condition together with some inequalities provides a weak equilibrium; in
addition, the real options example in [31] indicates that when smooth-fit condition fails, there is no
weak equilibrium. This, however, does not indicate whether any weak equilibrium must satisfy the
smooth-fit condition. Here we are able to provide a much sharper result in a much more general
setting: given f is smooth, any weak equilibrium must satisfy the smooth-fit condition, and may
be constructed by the smooth-fit condition together with some other related inequalities. Let us
also mention that smooth-fit result is also established in a very recent paper [5] for mized weak
equilibrium under a general setting.

Remark 3.2. In our paper, the payoff function f is only required to be piecewisely smooth. The
inequality in (3.2) and Corollary 3.1 show that the smooth-fit condition is a specially case of the
“local convexity” property for a weak equilibrium S: the left derivative w.r.t. x of the value function
V(0,z,S) must be bigger than or equal to its right derivative for any x € S. In particular, if the
payoff function is smooth at a point x € S, such convexity property is reduced to the smooth-fit
condition.

Remark 3.3. Suppose the discount function is exponential in the current one-dimensional diffu-
sion context. Then (3.1) and (3.3) together yield the variational inequalities. As is well known
in classical optimal stopping theory, (under suitable assumptions) the optimal stopping value and
strategy can be characterized by variational inequalities. Therefore, when the discount function is
exponential, Theorem 3.1 indicates that any weak equilibrium is an optimal stopping region in the
classical sense, so are strong and optimal mild equilibrium (as we will show later that an optimal
mild equilibrium is also weak). On the other hand, a mild equilibrium is not necessarily a classi-
cal optimal stopping region, e.g., the whole state space X is a mild equilibrium but may not be an
optimal stopping region in general.

3.1 Proof of Theorem 3.1

To characterize a weak equilibrium, one shall consider the two conditions (1.5) and (1.6) in Defini-
tion 1.3. (1.5) is the same as (3.1) and thus we will focus on condition (1.6). By V defined in (2.3),
(1.6) can be rewritten as

lim sup (B"[3(05) 7 (X5)] — f () = lim sup1<E$[V(5,X€, S -V(0.2,5)) <0, e85 (34)
eNo0 € N0 €

Since X, and thus V' (g, X, S) are not uniformly bounded, we will apply some localization argument
and restrict X within a bounded ball B(x,h). Moreover, as z — V(t,-,S) is only piecewisely
smooth, we will choose h > 0 small enough, such that V, is only (possibly) discontinuous at the
center of the ball B(x,h), in order to apply Lemma 2.4 to V in (3.4). By doing so, we will end up
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with

E*[V (e, Xc, S) = V(0,2,8)] =E*[V (e A TB(a,n), Xe ) —V(0,z,9)] (3.5)

ATB(x,h)

EATB(x,h) 1
=" |:/ §(£V(S,Xs—,5) +£V(S’XS+’S))dS:|
0

1 a/\TB(I,h)
LR [2/0 (Vi(s, 24, S) — Vx(s,a:—,S))dLi} (36)
where the approximation in (3.5) will be made rigorous in Lemma 3.3, which is built on Lemma
3.1, and (3.6) is due to Lemma 2.4. Then the condition (3.4) boils down to comparing the two
integral terms on the right-hand-side (RHS) of (3.6). This requires estimates for the expected local
time E*[LZ, ., (M)] (see Lemma 3.4, which is built upon Lemmas 3.1 and 3.2) and the growth of
Vz(t,z£,S) wr.t. ¢ (see Lemma 3.5). This is the overall idea on how we obtain Theorem 3.1.
Throughout this section, we shall also take advantage of the following standard estimate for
moments of diffusions (see e.g., [26, Problem 3.15 on page 306]): Given a process Z; satisfying
dZy = B(Zy)dt + 0(Zy)dWy with 3,0 being Lipschitz and Zy =z € X, forall 0 <e <1land m > 1
it holds that,

E® [ sup \Zﬁm} < oo Vte(0,00), (3.7)
0<s<t
E” [|Z. — 2[*™] < K(1+ |2[*™)e™, (3.8)

where K is a constant independent of e.

We first provide two Lemmas dealing with the probability of X exiting a ball, and the first
order moment related to X over a small time horizon €. They will be used for proofs in both the
current and later sections.

Lemma 3.1. Let Assumption 2.1 hold. For any fized a > 0 we have that
P*(Tp(z,n) <€) = 0(e"), fore >0 small enough. (3.9)

Proof. Fix a > 0. We invoke the “change of space” method in [30, Section 5.2]. Consider the
process

l
Y = o(Xy), Yy := ¢(z) with ¢(y) := /Oy exp (/0 i’gg; dz) dl. (3.10)

Thanks to Assumption 2.1, ¢ is well-defined, strictly increasing, and has first and second derivatives.
A direct calculation shows that dY; = o(X;)¢'(X¢)dW;, and the exit time to B(z,h) of X is
equivalent to the exit time of Y; to the interval [¢p(x — h), ¢(x + h)]. Set h := (¢p(x + h) — ¢(z)) A
(p(x) —p(x —h)) >0 and a:=a+ 1. Let 0 < e < 1. We have that

P*(Tp(an) < €) < P < sup [Y; — Yo| > ﬁ) = P < sup [Y; — Yo[** > ﬁ2a> : (3.11)

0<t<e 0<t<e

Notice that Y is a martigale (within the interval B(¢(z),h)), we can then apply the Doob’s sub-
martingale inequality to the RHS of (3.11) to conclude that

_ BV, - Y0P _ K(1L+ ¢ (x))e”
- iL2a - iL2a

PpYo ( sup |Y; — Yp|% > ﬁ%) , (3.12)

0<t<e

where the last inequality follows from (3.8), and K is a positive constant independent of . Then
(3.9) follows from (3.11), (3.12) and the fact that a > a. O
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Lemma 3.2. Let Assumption 2.1(i) hold. For € > 0 small enough we have that
E*[|X.]] = O(e), with X; == + p(z)t + o(z)W; and X; == X; — X;. (3.13)

Proof. Throughout the proof, C' will serve as a generic constant may change from line to line but
is independent of . Let 0 < ¢ < 1. First, we have

|t - u(az))dt] 8| [ (o(x) = o(w)aw.

By applying (3.8) on X; with m = 1, we have E*[| X, — z|?] < Ce. This together with the Lipschitz
continuity of p implies

E*| X.| <E® (3.14)

E® /OE(M(Xt) — M(m))dt‘ < E* [/ ;(1 + | u(Xy) — (x)\Q)dt] 15
<gets /CENX_:CH 0(e).
Similarly, we can estimate the second term in (3.14) as follows
x ‘ x : 2 12
E /0 (0(X,) — o(2))dW;| < (E [ /O (o(X)) — a(x))l ZtD -
< </0 CE*[1X, - xmdt) — 0e)
Then by plugging (3.15) and (3.16) into (3.14), we have E*[|X.|] = O(¢). O

The next lemma concerns the approximation in (3.5).

Lemma 3.3. Let Assumptions 2.1 and 2.3(i) hold. Let S € B,x € X and h > 0. Then for e >0
small enough,

E*[V (e, X, 8)] = E*[V (e A Tp(zp)» XeAtpom: S)] + o(e). (3.17)
Proof. Let h > 0 and = € X. Recall the constant { in (2.7). We have that

0 <E*[V (e, Xc,5) - 1{a>ns<z m}
s Tie
[ {e>TB(a, h)}:| )

(E"’U [VHC (e, Xs,S (
" (E [1{E>TB<M>}DHCC

< (& [sup(otorx) ]) o

>0

<O(1) - (P (1p(um <€))7,

where the first inequality follows from f > 0, the second inequality follows from Hoélder’s inequality,
the third inequality follows from Jensen’s inequality, and the last inequality follows from (2.7).
Applying Lemma 3.1 with a = % to (3.18), we have

E® [V(s,XE, S) - 1{€>TBW)}} = o(e). (3.19)

Similarly, we can show that

Ex |:V(€ A TB(w,h)7 XE/\TB<z!h)7 S) : 1{€>TB(z,h)}i| = O(E).

This together with (3.19) implies (3.17). O
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Recall that L} is the local time of X at position z up to time ¢. We have the following result.
Lemma 3.4. Let Assumption 2.1 hold. Then for any x € X and h > 0,

E* [La/\ns ] \/5
. (z,h)
— . . 2
h{? V/i = |a($)‘ (3 0)

Proof. Let h > 0 and = € X. Thanks to Assumption 2.1(i) and (3.7) (with m = # > 1), it holds
for any p,t > 0 that

E* [sup |X5]p} <1+E” [sup |Xsp+2} < 0.
0<s<t 0<s<t

This enables us to apply an argument similar to the proof of Lemma 3.3 and get that
E*[|X. — z|] + o(¢) = E* [|X€ATB(M) - x@ : (3.21)

Applying Lemma 2.4 on [0,e A TB(Lh)] with ¢(t,y) := |y — x| and then taking expectation, and
using (3.21), we have that

8A7—B(m,h)

E*[|X. — z|] + o(e) = E* [ /0 sgn(X, — x)u(Xs)ds] +E° [L?;MB . h)} (3.22)

By Assumption 2.1(i), the first term on the RHS of (3.22) can be estimated as follows,

ENTB(x,h)
E® [/ sgn(Xs — a:),u(Xs)ds} < sup |u(y)le = O(e). (3.23)
0 y€B(z,h)
As for the left-hand-side (LHS) of (3.22), by Lemma 3.2 we have that
E°(|X. - z]] = E*[|X. — a[] + O(¢) = E*[|u(x)e + o (z)We[] + O(e)

= |o(@)|[E[[WL[] + O(e) = |o(2)[E[[W1[]ve + O(e |\/7\f+ O(e).  (3.24)
Then (3.20) follows from plugging (3.23) and (3.24) into (3.22). O

Lemma 3.5. Let Assumptions 2.1, 2.2, 2.4 hold. Let S € B and x € 05, and suppose (x—h,x) C S°
(resp. (x,x + h) C S¢) for some h > 0. Then

Ve(t,z—,8) < §(t)Ve(0,2—,8) (resp. Vi(t,z+,5) > 0(t)Vx (0, 2+, 5)). (3.25)

Proof. Notice that Assumption 2.4 gives the existence of V,(t,y—,S) for y €
Vi(t,y+,95) for y € [z, + h)) when (z — h,x) C S¢ (resp. when (z,x + h)
y € X,t > 0, by the non-negativity of f and (2.5),

V(t,y,S) =B [0(t + ps) f(Xps)] = 6@O)E[6(ps) f(Xps)] = 6(£)V(0,y,5).

Suppose (z — h,x) C S Then by the fact that V(¢,z,S5) = §(t) f(x) (due to Lemma 2.3 (a)) and
the above inequality, we have that

(x — h,z| (resp.
C S¢). For any

1
Ve(t,x—,S) =lim — (V(t,x,S) = V(t,z —¢,5))

eNo €
1
<lim = - ~ - _.9).
<lim = (3(1)(F(@) = V(0.2 — £.8))) = d(t)Vs(0.2-.5)
Similar argument is applied for the result of V,(t,z+,S) when (z,x + h) C S°. dJ
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Lemmas 3.4 and 3.5 together indicate that, as long as V,.(0, 2+, 5) — V,(0,2—,S) # 0, the local
time integral is the dominating term on the RHS of (3.6). Thus, to make the LHS of (3.6) non-
positive in the limit, V, (0, z+,S) — V;(0,z—,.5) shall be non-positive. Based on this and recalling
(3.4), we now prove the necessary conditions for a weak equilibrium in the following proposition.
The sufficiency part follows next.

Proposition 3.1. Let Assumptions 2.1-2.4 hold. Suppose S is an admissible stopping policy. If S
18 a weak equilibrium, then

V2(0,24,5) < V,(0,2—,S) Va € 5, (3.26)
LV (0,2+,S)V LV (0,2—,5) <0 VzeX. '
Proof. We verify the first inequality in (3.26) by contradiction. Take = € S and suppose
a:=Vy(0,2+,S5) — Vx(0,z—,5) > 0. (3.27)

Recall G defined in (2.8). Choose h > 0 such that (z—h, z)U(z, x+h) is contained in (GNS°)US®. By
Lemma 2.3(a) and Assumption 2.3(ii), V € C12([0,00) x (x —h, z]) and V € C12([0, 00) x [z, 2+ h)).
Then we can apply Lemma 2.4 to get

EATB(z,h) |

V(e ATB(ehys Xenrpiom»S) — V(0,2,5) :/0 §(£V(5,Xs—, S)+ LV (s, Xs+,5))ds

ENTB(z,h)
+ / Va8, Xo, §)0(Xs) - Lix, 2y dWs  (3.28)
0

1 EATB(ac,h)
+ 2/ (Va(s,z+,8) — Vy(s,z—,S))dLE.
0
Let € € (0,1), notice that the diffusion integrand above is bounded on [0,1] x B(x,h). Taking
expectation on both sides of (3.28) and then applying Lemma 3.3, we have that

SATB(z,h) 1

B[V (e, X., ) — V(0,x,5)] =E* [/ S (LV (5, X,=,8) + LV (5, Xt S))ds]
0

R (3.29)

1 ENTB(x,h)

+E* [2/ (Va(s, 2+, 9) — Vx(s,m—,S))dLi] +o(e).
0

By Lemma 3.5 and (3.27),
Ve(t,z+,8) — Vi(t,x—,S) > 6(t)(Ve(0,2+,S) — Vo (0,2—,S)) = ad(t), Vt>0.

By the above inequality and the continuity of §, we can take T" > 0 such that

I 2

Ve(s,z+,8S) — Vy(s,z—,S5) > =, Vse[0,T].

w N

Then for € € [0,T A 1], the second term on the RHS of (3.29) can be estimated as follows

1

E/\TB(Z,h) a
E® {/ (Va(s,z+,8) — Va(s,z—,8))dL | > ZEx[Lx (3.30)
0

2 TB(z,h)/\E}'
By Lemma 2.3(b), we have

sup LV (t,y—,S) + LV (L, y+,5)| < oo,
(t,y)€[0,1]x B(x,h)

14



and thus the first term on the RHS of (3.29) is of order O(e). Plugging this and (3.30) into (3.29)
and then applying Lemma 3.4, we have

1 1
lim inf ~E°[V (¢, X., 8) — V(0,2,9)] > O(1) + %hm\%lf “E°[L: ] = oo,
€

e\O € TB(w,h) \E
which contradicts S being a weak equilibrium. Hence, V,(0,2+,5) — V,(0,2—, S) < 0.
Next, we verify the second inequality in (3.26). Take x € X and we consider three cases.
Case (i) x € S¢. Lemma 2.3(a) shows that LV (0,z,S) = 0.
Case (ii) z € GNS°. Choose h > 0 such that B(x,h) C GNS°. Notice that V (t,y,S) = () f(y)
for y € S°. Then by Assumptions 2.1(i) and 2.3(ii), we have V (¢, y, S) € C1%([0,00) x B(x,h)) and
(t,y) — LV (t,y,S) is continuous on [0,00) x B(x, h). Thus,

1 EATB(z,h)
lim ~ LV (s, Xs,S)ds = LV(0,z,5), P* — as..
e—0 ¢ 0

By Lemma 2.3(b), sup(, LV (t,y,S)| < co. Then we can apply the dominated con-

€[0,00)x B(x,h)
vergence theorem to derive

e—0 ¢

1 5/\TB(z,h)
lim LB [ / LV (s, X, S)ds} — LV(0,,5). (3.31)
0

Notice that (3.29) is valid and the local time integral term in (3.29) vanishes in this case. Then
(3.29) and (3.31) together lead to
1 1 EATB(QS’;L)

lim —E* [V (e, X¢, S) — V(0,2,5)] = lim —E* [/ LV (s, Xs,S)ds| = LV(0,z,S).

e\o0 € e\o0 € 0
Since S is a weak equilibrium, we have £V (0, z,S) < 0.

Case (ili) z € S\ (GNS°). As S is admissible, we can pick h > 0 such that (z — h,z) is

contained in either G N S° or S¢. By the results in Cases (i) and (ii), as well as the continuity of
x+— LV (0,2—,5) on (x — h, x|, we have that

LV(0,2—,85) = li{r(l)EV(O, (x —e)—,S) <0.
3

Similarly, £V (0,24, S) < 0. O

Proof of Theorem 3.1. The necessity is implied by Proposition 3.1. Let us prove the sufficiency.

Take z € S. Since S is admissible, by Lemma 2.3 and Assumption 2.3(ii), no matter x € S°

or x € S, we can choose h > 0 such that V(t,z,5) € C*?([0,00) x (z — h,z]) and V(¢,2,5) €

CY2([0,00) x [z, z+h)). By a similar argument as that for (3.29) (with Lemmas 2.4 and 3.3 applied),
we have that

1 1 ENTB(a,h) |

E(Em[V(s,Xg,S)] - V(0,z,9)) :gEm [/0 i(EV(s,XS—,S) + LV (s, X5+, S))ds]

1 1 EATB(x,h)
+ -E° [/ (Va(s,z+,5) — Vx(ij—,S))dLg] +0(1)
0

€ 2
(3.32)
By (3.3) and the (left/right) continuity of (s,y) — LV (s,y+,5) at (0,z), for P-a.s. w € €,

timsup 2 (£V (5, X, ()~ 8) + LV (s, Xo(w)+,5)) <0
s\0
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which leads to

E/\TB(z,h)
lim sup — / L LV (s, X ()=, ) + LV (5, Xo(w)+, 5))ds < 0, (3.33)
o €0 2
By Lemma 2.3 (b),
sup |ILV (t,y—,S) + LV (t,y+,5)] < oc.

(t,y)€[0,1]x B(z,h)
This enables us to apply Fatou’s lemma for (3.33) and get
1 5/\7—B(m,h) 1
lim sup —E* [/ —(LV (s, Xs—,8) + LV (s, X+, S))ds} <0. (3.34)
AV 0 2
By (2.10),
Vi(t,z+,8) — Vy(t,z—,8) < Vi(0,2+,8) — Vi(0,2—, S) 4+ o(/1).
This together with (3.2) implies that

1 1 EATB(z,h)
~E* { / (Ve(s,z+,8) — Vi (s, x—, S))dLZ:}
0

€ 2
1 1 5/\TB(z,h)
<2 [ [ 0h0.04,8) — Val0.0-8) + ol VBN
= 12/ (3.35)
< 1 Ve)-E* |L?
— % : O( 8) ’ [ 5ATB(x,h)]
1
= o - 0(v3) - O(vE) = o(1),
where the last line follows from Lemma 3.4. Then by (3.32), (3.34) and (3.35) we have that
1
limsup —(E*[V (g, X¢, S)] — V(0,z,5)) <0.
eNo0 €
O

4 Optimal Mild Equilibria are Weak Equilibria

In this section, we show that an optimal mild equilibrium is a weak equilibrium.

To begin with, let us point out that optimal mild equilibria exist for one-dimensional diffusions.
Such existence result is provided in [24, Theorem 4.12], and we summarize it in the current context
as follows.

Lemma 4.1. Let Assumptions 2.1, 2.2, (2.6) and (2.9) hold. Then
S*:=NgeeS (4.1)
18 an optimal mild equilibrium, where £ is the set containing all mild equilibria.

Remark 4.1. Notice that (2.4) is assumed in [24, Theorem 4.12] for S* being an optimal mild
equilibrium, which is guaranteed by Assumption 2.1 as stated in Remark 2.1. Also, (2.9) can be
deduced from Assumption 2.3(i) as stated in Remark 2./.

Below is the main result of this section.
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Theorem 4.1. Let Assumptions 2.1-2.4 hold and S be an admissible stopping policy. If S is an
optimal mild equilibrium, then it is also a weak equilibrium.

By Lemma 4.1 and Theorem 4.1 we have the following.
Corollary 4.1. Let Assumptions 2.1-2.4 hold. Suppose S* is admissible. Then S* is also weak.

Remark 4.2. The above corollary also provides the existence of weak equilibria (ignoring admis-
sibility) as a by-product. Moreover, since any weak equilibrium is also mild, we can see that S* is
optimal among all mild and weak equilibria.

4.1 Proof of Theorem 4.1

To show an optimal mild equilibrium S is a weak equilibrium, by Theorem 3.1 it suffices to verify
(3.2) and (3.3) for S. (3.2) will be proved in Proposition 4.1 by contradiction. In particular, if we
assume V(0,z0+,5) — V;(0,29—,.S) > 0, then a mild equilibrium better than S can be construct
by “digging a small hole B(xg, h)” out of S. The proof of (3.3) is also carried out via contradiction
by finding a better mild equilibrium.

Such construction of a better mild equilibrium requires the comparison between the expectation
of a local time integral before the exit time 7p(, ) and the expectation of 7, ;) for small i, which
is stated in the following lemma.

Lemma 4.2. Suppose Assumptions 2.1 and 2.2 hold. For xg € X, we have that

B0 fy "0 $(8)dLT") - mg 0*(2o)
— uniformly for r € (—1,1). 4.2
Exo—i_rh[TB(xo,h)] 1+ |T" ( ) ( )
Proof. We first prove
B g 0m] i 1 .
A=) o2 (z0) uniformly for r € (—1,1) (4.3)

by using an argument similar to that for [8, Lemma A.5]. Pick a constant a and consider the
function g(t,2) := a(z — 2¢)? — t. We have that

Lg(t,z) = =14 ac?(2) + p(2)2a(z — xo).

By Assumption 2.1(ii), 0%(zg) > 0. For any constant a > %, by the continuity of p(z) and
o(x), we can find h > 0, which only depends on a, such that Lg(t,z) > 0 for any z € B(xg, h).
Applying Ito’s formula to g(t, X), we have that

TB(zo,h)
aE? (XTB(mo,h) B x0)2:| _Ey[TB(wo,h)] _a(y_$0)2 =EY |:/() ‘Cg(tht)dt > 07 Vy € B(:C()? h)

For y € B(xo, h), rewrite y = x¢ + rh for some r € (—1,1). Then the above inequality leads to

B (10 1] <GB [(Xey = w0)?] —a(rh)? = ah® —ar®h? = a(1—1%)h%, Vi € (<1,1).
) (4.4)
Similarly, for any constant 0 < a < %, we can find h which only depends on a, such that

Lg(t,z) <0 on B(xg,h), and
B M7 i) = (1 =)%Y e (<1,1). (4.5)
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By (4.4) and (4.5), for any H € (0,h A h] we have that

E:vo+rH[ 1

o%(xo)

5%(zg) T € for any € > 0 and then take H 0 for the above inequality.
By the arbitrariness of ¢, (4.3) follows.

Next, we prove (4.2). Consider the function g(¢,z) := §(t)|z — xg|. For h > 0 and y € B(xo, h),
applying Lemma 2.4 to g(¢, X;) we have that

TB(IQ,H)]

“=Ta-mm

IN

<a, forallre(-1,1), ae <0 ) and a >

" o?(x0)

Let&z%—samda: 1

TB(zO’h) 1
B0 a00) X — 200 = Iy = a0l =B | [ Sqcate, i)+ cate X
0 (4.6)
TB(zq,h) 1
+ EY [/ 5(1 - (—1))5(t)def°} .
0
By Lemma 2.1, [6’(¢)] <16’(0)]6(t) < [¢6'(0)]. This implies that
1
’2(59@2—) + Lg(t, Z+))' <|0'(t)] - |z = ol + 0(&)(2)| < 18"(0)] - [z — wo| + |pu(2)]- (4.7)
By (4.6) and (4.7), we have that
TB(xo,h) ,
hEY [0(7B(o,n))] — |y — wo| — E /0 (10°(O)[[X¢ — ol + |p(X¢)[)dt
TB(zg,h)
< EY [/ 5(t)de°} (4.8)
0

TB(zq,h)
< KEY[6(r (0] — |y — 0| + EY [ [ 15 1 o + \M(Xt)l)dt] .

Notice that | Xy — x| < h for t < Tp(gen) and SUP,cp(a,1) [#(2)| < K for some constant K > 0 that
depends on xg. Then for h < 1, by rewriting y = x¢ + rh in (4.8) we have that

RE™ Y S (Tp(mg,m))] = hlr| = (18" (0)] + K) - E7F " 1 ]

TB(xqg,h)
< Eonrrh |:/ 0 (5(t)dL;tE0:|
0

< RE™ ™M [§(rp ey )] — Blr| + (A6 (0)] + K) - E"+ [ ], ¥r € (<1,1).
Then
W2 (BT S (Tpmem)] — 7)) (167(0)[h% + Kh) - BT g 0]

E20+72 7550 1] B0+ h 7000 1]

< (hE:vo+rh [/OTB(zo,m 5@)de0] )/(Eonrrh[TB(mo’h)]) (4.9)

W2 (B8 (T )] — 7)) (167(0)|R? + Kh) - B [rg ) 1]
< +
E:co—i—rh[

, Vre(—1,1).
TB(z0,h)] E[7B(z0,h)] (

By the second inequality in Lemma 2.1, it holds uniformly in r € (—1,1) that

X T X T xT T h 0
[ 5(TRwo,m)] — 1 = E*F L = 6(7p(00.n))] < 16"(0)] - E* T 15050 1] 00,
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This together with (4.3) implies that

h2<EIO+Th[5(TB(xO h))] - ‘7"’) hN\O 0’2(%) 02(96‘0)
: — (1 - = iformly f -1,1). (4.1
]EIO+Th[TB($0,h)] 1—,2 ( 7]) T+ ] uniformly for r € (—1,1). (4.10)
Notice that limp\ o(|6"(0)|h* + Kh) = 0. This together with (4.9) and (4.10) implies (4.2). O

Now we are ready to deal with (3.2) in the following proposition. The verification for (3.3)
follows next.

Proposition 4.1. Let Assumptions 2.1-2./ hold and S be an admissible stopping policy. If S is
an optimal mild equilibrium, then

Ve(0,2—,5) > V,(0,2+,5) VzeS.

Proof. Notice that Assumption 2.3(ii) and Lemma 2.3 guarantees the existence of V (¢, z+, S) and
LV (t,x+,S) for any (¢, z) € [0,00) x X. We prove the desired result by contradiction. Take zy € S
and suppose

a = Vy(0,z0+,5) — Vz(0,29—,5) > 0. (4.11)

Recall G defined in (2.8). To reach to a contradiction, we will construct a new mild equilibrium,
which is strictly better than S, for each of the three cases: (i) z¢p € 0S for boundary case (a); (ii)
xo € 08 for boundary case (b); (iii) xg € S°.

Case (i) zg € S for boundary case (a). Without loss of generality, we assume that (g, 2o +
ho) C (S°NG) and (zg — ho,xo) C S for some hy > 0. Denote | := sup{y < xg — ho : y € S}, and
note that [ can be —oo. We proceed the proof for this case in three steps.

Step 1. We show that there exists h € (0, hg) such that,

EY |V (TB(xg,h), X

TB(zo,h),S) —fly) >0, Vyée (xg—h,zo+h). (4.12)
Notice from Lemma 3.5 and (4.11) that

Va(t, xo+,S) — Va(t,xzo—, S) > 0(t)(Vx(0, 20+, S) — V(0,20—,S)) = ad(t), Vt>0. (4.13)
Fix h € (0, ho) and pick an arbitrary « € B(zo, h). For all n € N, write
Tn i= TB(wo,h) N T (4.14)

for short. We apply Lemma 2.4 to V (¢, X;,S) on [0,7,] and take expectation; the diffusion term
vanishes under expectation due to Lemma 2.3 and continuity of o. Then combining with (4.13),
we have that,

E* [V (1, X+, 5)] — V(0,z,5)

> E° UOT %(ﬁV(t,Xt—, S) + LV (t, X4+, g))dt] T UOT 5(t)dL§°] . (4.15)

By Lemma 2.3(b), we have

1
(t,y)€[0,00)x B(x0,ho)
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This together with (4.15) implies that
E*[V (10, X5,,5)] = V(0,2,5) > —ME*[1,,] + aE* {/ ’ (5(t)de°} Vn € N. (4.16)
0

For the LHS of (4.16), (2.9) readily implies that

lim E™[V (7, Xr,,5) = E™[V(7p(2,1): X

n—o00 TB(zqg,h)’

S)]. (4.17)

Indeed, set 7, := inf{t > 7,,X; € S} for all n € N, and n := inf{t > 7 n,X: € S}.
We have E*[V (1, X;,,5)] = E* [E® [6(nn) f(Xn, )| Fr]] = E*[0(nn) f(Xy,)] for all n € N, and
B WVATB(w0.h) Xrpiag s S = EP0M)f(Xy)]. As n — oo, ny — 1, P*-as.. Then by Assump-
tion 2.3, we can apply the dominated convergence theorem to get limy, oo E*0[0(ny)f(X5,)] =
E*o[6(n) f(X,)], ie., (4.17) holds. (Note that (2.6) is used on {n = oo}.)

Applying the monotone convergence theorem to the RHS of (4.16) and combining with (4.17),

we have that
T T T TB(w0:h) o
E [V(TB(Io,h)7XB($0,h)7 S)] - V(O,SE, S) > —ME [TB(xo,h)] + alE |:/0 5(t)st :| . (418)

By the arbitrariness of x € B(xg, h),

Em0+Th[V(TB(mo,h)vXB(xo,h)v S)] - V(O7 zo + Thv S)

> — ME® ™ rg 0 1] + aBZ0 T [ /0 oo 5(7:)de0] . Vre(-1,1). (14.19)
By Lemma 4.2 and |o(z9)| > 0, we can choose the above h small enough such that
oo+ { /0 e 5(t)de°] > (]\j - 1) E*+ g0 ml, V€ (<1,1).
Consequently, (4.19) leads to
Em”h[V(TB(m,h),XTB(W),S)] — V(0,20 + 71, S) > aE™ " g, 1] >0, Vre (—1,1),

which gives (4.12).
Step 2. In the rest part of Case (i), we take h such that (4.12) holds and write Sy, := S\ B(zo, h)
for short. In this step, we prove by contradiction that

T, Sn) = YV (TB(agn)s Xrpgug s s VY € [20, 20 + P). (4.20)
Suppose
[ M _ y
@ ye[zg,leoJrh] (J(y’ Sp) —E [V(TB(IOW)’XTB(xo,th)]) <0. (4.21)

As zg 4+ h € S°, by Lemma 2.3(a),
J(ﬂﬁo +h, Sh) = f(JUo + h) = Ero+h[V(TB(1‘o,h)aXTB(xOJL)vS)}'

By the continuity of functions y — J(y,Sx) and y + EY[V(7(ze.n), X S)] on [zg, zo + hl,

) TB(zO,h) )
there exists z* € [z, xg + h) such that the infimum in (4.21) is attained at z*, i.e.,

J(Z*7 Sh) o Ez* [V(TB(;ro,h)a Xr

B(zg,h)?

S)| = a. (4.22)
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Define

=inf{t > 7p(zen : Xt € S} and A:={X xzo —h, X, = x9, v < 00}.

TB(zq,h) =

Notice that pg, = v, P¥ -a.s. on both sets {X
We have that

J(Z*7 Sh) - Ez* [V(TB(zo,h)7 XTB(xO,h)’S)] = EZ* {114 : (5(:05h)f(Xpsh) - 5(V)f<Xl/>):|
> B [mw) (B [0(ps, = 1)/ (Xps,) | Fol = F(X)]

Then = ¥0+h}and {Xrp =z — N, Xy <o}

=E* [140(v ( (zo, Sp) — wo))

> |E? [140(v (J xo,Sp) — E* O[V(TB(mo,h)7XTB(z0,h)’S)])
> E* [140(v)] - @

> «,

where the second (in)equality follows from (2.5) and f > 0, the third (in)equality follows from the
strong Markov property of X and the fact that X, = zp on A, the fourth (in)equality follows from
(4.12) with y = ¢, the fifth (in)equality follows from the definition of « in (4.21), and the last
(in)equality follows from the fact that v > 7, ) > 0 and §(t) < 1 for t > 0. This contradicts
(4.22). Therefore, (4.20) holds.

Step 8. Now we prove that Sp, is a mild equilibrium and is strictly better than S. By (4.12)
and (4.20) and noticing that (zg,zo + h) C S°, we have

J(ya Sh) > f( ) (y7 S)? Vy € [$07x0 + h) (423)
Then for any y € (I, x), we have that
J(yh) = J(59) = BY [1(x, sy psoc) (8(05.)F (Xps,) = 8(ps) S (x0) ) |
> B [1(x, ,=a0,ps<0c) 0(03) (B [8(p5, = p5)f (Xps, )| Fps] = £ (x0) )]

=Y [1{Xps:x07ﬂs<oo}5(p5)(‘](ajo’ Sh) = f(ﬂfo))}
> 0.

(4.24)

where the second (in)equality follows again from (2.5) and the non-negativity of f, the third
(in)equality follows from the strong Markov property of X, and the last (in)equality follows from
(4.23) with y = xy. As S is a mild equilibrium, above inequality implies

This together with (4.23) and the fact J(-,Sy) = J(-,S) on X\ (I, zo + h) implies that Sy is a mild
equilibrium and is strictly better than S.
Case (ii) zg € 0S for boundary case (b). We denote

l:=sup{y <z0,y €S}, r:=infly>z0,y€ S}, and 7y :=T7()nBon) AN for n € N.
By a similar discussion through (4.13)—(4.15) (with Lemmas 2.4 and 3.5 applied), we have that

E* [V (Tn, X5,,9)] — V(0, z0, 5)

= E% [/OT % (LV (s, Xs—,5) + LV (5, X5+, 5)) ds] + aE® [/OT 5(t)de0} : (4.26)
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By Lemma 2.3(a), LV (t,z,5) = 0 for any (¢,x) € [0,00) x S¢ and thus the first term on the RHS
of (4.26) vanishes for all n € N. As a result, we can rewrite (4.26) as

Tn T1
B[V (%, X5, )] — V(0,20, 5) > aE™ [ / 5(15)de°] > qE® [ / (5(t)de°] >0, VneN.
0 0

Meanwhile, similar to (4.17), Assumption 2.3 implies that E*° [V (7, X7, , )] — E™[V (7,5, X

S)]
T(l,r) i
as n — oo. This together with the above inequality implies that

T(20,5\ {20}) — F(0) = E[V (11, Xny ), S)] — V(0,20,5) > aE" [ /On 5(t)deo} > 0.
(4.27)

Now set S := S\ {0} and pick any y € (I,7). We can apply an argument similar to that in (4.24),
by using (4.27) and replacing Sy, with S, to reach that J(y, S) J(y,S) > 0. Hence, J(y,S) > f(y)
fory € (I,r). As J(-,8) = J(,5) on X\ (I,7), we have that S is a mild equilibrium. Due to (4.27),
S is strictly better than S.

Case (iii) zp € S°. Choose hy > 0 such that B(xo,ho) \ {zo} C (G N S°). Following the
argument in Step 1 of Case (i), we can again reach (4.12) for some 0 < h < hg, which indicates

J(y, S\ B(zo, h)) > f(y), Vy € B(zo,h).

As J(-, S\ B(zo,h)) = J(-,5) on X\ B(zg, h), we have that S\ B(xg, h) is a mild equilibrium and
is strictly better than S. O

Proof of Theorem 4.1. Thanks to Lemma 2.3(a), Theorem 3.1 and Proposition 4.1, we only
need to show (3.3) for z € S. Recall G defined in (2.8). Let xg € S and we consider three cases:
(i) zo € (S°NG), (ii) zg = 6, € S°\ G for some n € I, and (iii) z¢ € IS.

Case (i) z¢ € (S° N G). We prove (3.3) by contradiction. Suppose LV (0,xz¢,S) = a > 0. By
Assumption 2.3(ii), we can choose h > 0 such that V(t,z,S) = 6(¢)f(z) € CY?(B(wg,h) x (0,00))
and

LV(0,2,8) = 7 (O)f () + () (x) + 50*(@)"(2) >

Then for any (¢, z) € [0,00) x B(zo, h), we have that

g, Yz € B(xo, h). (4.28)

LV (1,2,8) =0/ (1) () + 5(0) ((e) () + 50* (@) "))

. . (4.29)
>0(t) (9(0)f (@) + (@) (2) + 50%(0) ")) = 8(1)3,

where the first inequality above follows from Lemma 2.1 and the non-negativity of f. Let us reuse
the notation 7,, defined in (4.14). By (4.29) and an argument similar to that for (4.15) and (4.17)
(notice that the local time integral in Lemma 2.4 vanishes in the current case), we have that for
any = € B(xg, h),

B2V (r, Xy, S)] = V(0,2,8) = B [ [T LV (s, Xs, §)] > E® [T 6(£)%dt] >0, VYneN,
Ex[V(TB(:co,h)a XTB(gco,h) ) S)] = hmn—m@ E* [V(Tna XTn? S)]

This implies that

E* [V (TB(z0,h), X

TB(wg,h)?

TB(zg,h) a
S)—-V(0,z,9)] > E* |:/ (5(t)2dt:| >0, Vax & B(xg,h).
0
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Now consider S = S\ B(xo, h). The above inequality implies

J(2,8) = f(x) = B*[V(Tp(gn)» X S)] = V(0,2,5) >0 Yz € Bxo,h). (4.30)

TB(zg;h)’
Obviously, J(-,5) = J(-, S) on X\ B(zg, h). This together with (4.30) shows that S is an equilibrium
and is strictly better than S, a contradiction. Hence, LV (0, x,S) < 0, as desired.

Case (ii) zo = 6, € S°\G for some n € I. Without loss of generality, we assume LV (0, zo+, S) =
a > 0. Then we can pick h > 0 such that (zg,z0 + h) C S° N (6p,0,+1). By the continu-
ity of £ — LV (0,z+,S5) on [zg,z9 + h) (due to Assumptions 2.1(i), 2.3(ii) and the fact that
V(t,z,S) = §(t)f(z) for € S), we can find 0 < h < h such that LV (0,y,S) > a/2 > 0 for all
y € (zo, 20+ h). Set & := (2z9+h)/2. Then B(Z,h/4) C (x9, 20+ h) C S°NG, and a contradiction
can be reached by the same argument as in Case (i).

Case (iii) z¢p € 9S. For boundary case (a), suppose again that LV (0, zo—, S)VLV (0, zo+,S) >
0. Without loss of generality, we assume (xo,zo + ho) C (S°NG) and (z¢ — ho,x9) C S¢ for some
ho > 0. By Lemma 2.3(a), LV (0,2—,S) = 0 on (z¢g — ho, o], and therefore, LV (0, z¢+,S) > 0.
Then the same argument as in Case (ii) can be applied to get a contradiction.

For boundary case (b), Lemma 2.3(a) directly tells that LV (0,z—,S) v LV (0,2+,S) = 0, and
the proof is complete. O

5 When Weak or Optimal Mild Equilibria are Strong

After establishing the relation between optimal mild and weak equilibria, we take a further step to
study whether a weak or optimal mild equilibrium is strong.

We already know that an admissible weak or optimal mild equilibrium S satisfies the two
conditions (3.2) and (3.3) in Theorem 3.1. To make S a strong equilibrium, the first order condition
(1.6) needs to be upgraded to the local maximum condition (1.7). Recall the discussion at the
beginning of Section 3.1. Intuitively, a sufficient condition for (1.7) is the LHS of (3.6) being
negative for all € small enough. As a result, if at least one of the two inequalities (3.2) and (3.3)
is strict for all the points in the weak or optimal equilibrium S, then S should also be strong. To
this end, let us define for any admissible S € B,

Sg:={zeS:LV(0,z—,SALV(0,z+,5) <0} U{x € S:Vy(0,z—,5) > V,(0,z+,5)}. (5.1)

Theorem 5.1 and Theorem 5.2 are the main results of this section, and their proofs are provided in
the next subsection. The first main result concerns when a weak equilibrium is strong.

Theorem 5.1. Let Assumptions 2.1-2.4 hold and S be an admissible weak equilibrium. If S = &g,
then S is also strong.

The next result regards the relation between optimal mild and strong equilibria.
Theorem 5.2. Let Assumptions 2.1-2.4 hold.

(a) For any admissible optimal mild equilibrium S, if &g is admissible and closed, then &g is a
strong equilibrium.

(b) Recall S* defined in (4.1). We have &g- = S*. Hence, if Sg- is closed and admissible, then

S* is a strong equilibrium.

Remark 5.1. Theorem 5.2 indicates that S* and &g+ are almost the same, and roughly speaking,
S* is a strong equilibrium possibly except some points in Sg+ \ Sg«. In many cases we indeed have
S* = Bgx, as a result of which S* is strong. This is demonstrated in all the examples in Section 6.
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Remark 5.2. Suppose Assumptions 2.1-2./ hold and S* is admissible. Then S* cannot contain
an isolated point at which f is continuously differentiable. Indeed, suppose x is an isolated point
of S* = Gg+ and f is smooth at x. Then x € Gg+. On the other hand, since L(0,r—,S*) =
L(0,z+,58%) = 0 by Lemma 2.3(a), and V,(0,x—,5*) = V,(0,2+,S) by Corollary 3.1, we would
have x ¢ &g+, a contradiction.

5.1 Proofs of Theorems 5.1 and 5.2

As discussed above, we aim to achieve the negativity in the RHS of (3.6) for € small enough; when
Va(s,z+,5) — Vi(s,z—,S) = 0, the integral on $(LV (s, X;—,S) + LV (s, Xs+,5)) on the RHS of
(3.6) should be negative. Since only one of the two values LV (s, X =4, .S) is required to be negative
in the definition of &g, we will estimate the probability that X goes to the left/right from the
starting point. Such probability estimation is provided in the following lemma.

Lemma 5.1. Let Assumption 2.1 hold. Then

1
. z0 Y z0 _ 4
}{%]P’ (Xt > :(,‘0) = %{(%]P’ (Xt < :CQ) =5 Vzg € X. (52)

Proof. Let Xy = z¢ € X. Recall X and X defined in (3.13). Denote R. := p(zg)e + X.. Then
X =29+ Re + o(xg)W-. (5.3)

By Lemma 3.2, there exists some constant C' > 0 such that for any & > 0 small enough, E*[|R.|] <
Ce, which leads to

P ( |R.| > 153/4 < w <20 - V4, (5.4)
2 £3/4

By (5.3) and (5.4), for £ > 0 small enough,

1
P* (X, > xg) > P*° <U(1:0)W5 > 63/4,R5 > 263/4>

> PTo ( 3/4) _ %o _1 3/4 _ g%/ _ %o 1 3/4
> o(xg)We > ¢ P¥ [ R, < 5¢ >1-9 @)/ P |R:| > 5¢
0

81/4 /4 1
>1-® — 20t 51 -d(0)—0==, ase\,0,
J(xo) 2

where @ is the cumulative distribution function for the standard normal distribution. Therefore,
liminfp o P20 (X; > 20) > 5. Similarly, liminfp g P% (X, < z9) > 4. Thus, (5.2) holds. O

Now we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. To prove the desired result, we need to verify that for any xg € S,
Je(wg) > 0, s.t. Ve’ < e(wp), f(zo) — E™ [5(p‘§)f(ng/)] > 0. (5.5)
Since S is a weak equilibrium, by Theorem 3.1,
Ve(0,20—,S) — V,(0,20+,5) >0, Vg€ S.
Recall (5.1) and G defined in (2.8). Pick z¢p € S5, and we shall verify (5.5) for two cases: (i)
Ve (0, 20—, S) — Vi(0, 29+, S) > 0, and (ii) V,(0,29—,S) — V;(0, 20+, S) = 0.
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Case (i) Suppose a := V,(0,x0—, S)—V,(0, 29+, S) > 0. By the continuity of t — V, (¢, zo+£, S),
we take € > 0 small enough such that §(t) > % for all t € (0,¢), and

Vm(t7$0+)5’) - Vz(tal:()_vs) < _%7 Vi e (075)‘ (56)

Let h > 0 such that both (z¢g — h,x9) and (zg,zo + h) belong to G. Then for ¢ small enough,

E™[V(e, Xz, 8)] — V(0,20,5) + o() = E™[V (€ A TB(ag,1)s XeArp oy my+ S)] — V (0,20, S)
ENTB(zg,h) | a (5.7)

<E™ { / S(LV (5, X, 8) + LV (s, Xok, §)ds | — GBS ]

where the first (in)equality follows from Lemma 3.3, the second (in)equality follows from Lemma

2.4 and (5.6) (the diffusion term vanishes after taking expectation due to the boundedness of V,o

on [0,e] x B(xg,h)). By Lemma 2.3(b), there exists a constant K > 0 such that

1
sup *‘EV(t,y—f—,S)—}‘[/V(t,y—,S)‘ SK?

(t,y)E[O,l} XB(x()vh)
Then by Lemma 3.4 and |o(x0)| > 0, we can take g9 € (0,1) such that for any ¢ € (0,¢ep),
1 ET [Lfg(zo,h)/\s] > (K + 1) and the term o() in (5.7) satisfies |o(¢)| < Ze. Hence, (5.7) leads to

E2[6(p3) f (Xpg)] = f (o) = E*[V(e, Xe, §)] = V(0, zo, 5)

1 1
ng—%EIO[LxO |+ ze < —55, Ve < gp.

TB@emAel T 5
Case (ii) Suppose V,(0,z9—,S) — V;(0,20+,S) = 0. Then by (2.10),
|V (t, 20+, S) — Vi(t, 20—, S)| = o(v/t) for t > 0 small enough.
This together with Lemma 3.4 leads to

1 EATB(IO,h) 2
2/0 (Vm(S,IEO‘f‘,S) - Va:(syxo_vs))dLso

E70

— o(/2) - ¥ [L?RTB@W] =o(c). (5.8)

Choose hg > 0 such that (xo — ho,zo) U (zo,xo + ho) is contained in (S° N G) U (X\ S). For any
h € (0, hg), similar to (5.7), we apply Lemmas 2.4, 3.3 and then combine with (5.8) to get

E™[V (e, Xe, S)] = V(0,70,5) =E™ [V (TB(z9,n) A €, Xrp (g myAes S)] —V(0,x9,5) + o(e)

TB(zg,h) N\ (5.9)
=E%0 [/ EV(S,XS,S)ds] + o(e).
0
Since V,(0,z9—,S) — V4(0,20+,S) = 0 and xp € Sg, we have
LV (0,z0—,5) ALV (0,29+,5) < 0. (5.10)

Without loss of generality, we can assume that
—A:=LV(0,20+,5) <0 and LV(0,z20—,S5)<0.

By the (left/right) continuity of (¢,x) — LV (t,z+,S) at (0,zp), we can choose h € (0, hg) and
g0 > 0 small enough, such that for any ¢t € [0, 9], z € (zg, 20 + h) and y € (xg — h, x0),

A
LV (t,x,S) =LV (t,z+,95) < —3 and LV(t,y,S) =LV (t,y—,5) < (5.11)

00|
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Then for € € (0,e0) small enough, the first inequality in (5.11) implies that

TB(zO,h)/\5 A TB(ZO,h)/\E
Eo { /0 £V(t,Xt,S)1{Xt>x0}dt] <-ZE [ /0 1{Xt>x0}dt]

€
/ HMW]
TB(acO,h)/\e

A c XL A X
= —2/0 P*0 (X > x0)dt + gE 0 {(5 - TB(xO,h)ﬂ{rB(zO,h)q}}

A AL
< ~5° + §]E ’ [(5 - TB(xO:h))l{TB(x07h)<8}:|

A : A
=—5E% [/ 1{Xt>mo}dt} + S EY
0

(5.12)

A A A A A
< —5€ + 55]?360 (TBzon) <€) = —%€ +35e o(e) < 5
where the forth (in)equality above follows from Lemma 5.1, and the sixth (in)equality follows from

Lemma 3.1. In addition, the second inequality in (5.11) implies

TB(zg,h)/\E A
E*o |:/ ﬁV(t,Xt, S)l{Xt<w0}dt:| < gE. (513)
0
Therefore, by plugging (5.12) and (5.13) into (5.9), we have that for € > 0 small enough,
sorss 2 A A Ae
B [5(03) (Xy5)] — f(a0) = B[V (e, Xz, S)] = V(0,0, 5) < ~ 52+ Be+ole) <~ 5,
and the proof is complete. O

To prepare for the proof of Theorem 5.2, let us illustrate a property of an arbitrary optimal
mild equilibrium S, which says that Gg actually forms the “essential” part of S, and by removing
the “inessential” part from S the remaining part is still optimal mild.

Proposition 5.1. Let Assumptions 2.1-2.4 hold. For any admissible optimal mild equilibrium S,
Gy is also optimal mild. In addition, if Sg is admissible, then &g is a weak equilibrium.

Proof. Step 1. We first characterize S\ Gg. As S is admissible, we can write S as a union of
disjoint closed intervals

S = Unea, [a2n—17 04271,]7 where ag,—1 < gy, < a2n+1~5 (514)

where A1 C 7Z is either a finite (Lcountable subset. Since S is cltﬁd, we have that &g C S. For
each n € Ay, by the closeness of &g, we can see that [aa,—1, a2, \ Sg consists of at most countably
many disjoint intervals (I, ) of the following four forms:

L [agn-1,7); 2. (¥,a2.]; 3.(8,8); 4 [az2n-1, 2] (5.15)
For each I, of the four forms in (5.15), we define an open interval (I, , 7y, ) as follows
Ll »=sup{y < agn-1,y € Ss}, Ty ="
2.1y, =9, T, = inf{y > agp,y € Gg};

3. lnk = ﬁ, T‘nk = 6/7
4. 1y, =sup{y < agn—1,y € Bg}, 1y, =inf{y > as,,y € Sg},

(5.16)

5These intervals are understood as the ones restricted in X in a natural way, e.g., one [@2n—1, a2y] could be
[aan—1,00) if sup X = oco.
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and set sup () := inf X and inf () := sup X if it happens. Notice that each two of those open intervals
((Ing, Tny))n,i are either disjoint or identical, and I,, can be —oo (resp. ry, can be co). Since the
total number of these intervals (({5,,7n,))n,k is at most countable, we omit the repeating ones and
re-index them as ((Ix, 7k))kea such that they are disjoint and A C Z is either a finite or countable
subset. Then S\ (Upen (lg, 7)) = Gg.

Step 2. We prove that for each k € A,

J(x, S\ (lk,T‘k)) = J(:L‘,S), Vz € (lk,’l”k). (517)

Fix k € A. Step 1 tells that for any x € (I, 1),  either belongs to S\ &g or belongs to S¢.
(1) If z € S¢ or x € 0S for boundary case (b), Lemma 2.3 tells that

LV(t,a+,S) = LV (t,z—,S) =0 Vi e [0,00). (5.18)

(2) Suppose = € S°\ &g. By the fact that S is an admissible optimal mild equilibrium, Theorem
4.1 tells that S is also weak. Then (3.3) together with the definition of Sg leads to

LV(0,z—,5) = LV(0,2+,5) =0; V(t,z,5)=0(t)f(z) Vt>0.
Then by a similar argument as in (4.29) (with § replaced by 0), we reach that
LV (t,x—,S) ALV (t,xz+,5) >0 ¥Vt e [0,00). (5.19)

(3) Otherwise, x € 95\ G5 of boundary case (a), and for this case, we can also deduce (5.19)
by a combination of cases (1) & (2).
In sum, we have

%(LV(t,x—,S) b LV (L3, S) >0 Yt z) € [0,00) x (I, ). (5.20)

Recall (6;)ier defined in Assumption 2.3(ii). By Proposition 4.1 and the definition of &g,
Vz(0,0;+,5) = V;(0,6;—,S) for each 0; € ((Ix,rx) NS). Then for any n € N and 6; € (I, rg) N
B(zp,n), no matter 6; belongs to S\ &g or S¢, from the fact that V(x,t,5) = d(t)f(x) for z € S
and Lemma 3.5, we have that

Vu(t, 05+, S) — Vi(t, 0i—, S) = 8(t) (Va(0, 0+, S) — Vi (0,0;—,5)) =0, ¥t > 0. (5.21)

Note that for each n € N the interval B(zg,n) N (lx, ) contains at most finite points 6;. Now

take xg € (Ig, 1) and denote 7y, = 7(;, r,)NB(zo,n) AT for n € N. By Lemma 2.4,

Tn 1
V(t Xes8) = VO,0.8) = [ S LVt X 8) + LV (0, Xe,8))i
0
Tn 1 Tn )
+/ Vx(t,Xt,S)O'(XS) . 1{Xt¢9i,Vi}th+ 5 Z / (Vx(t,ez—f-,S) — Vr(t,ei—,S))del7
0 0:€(lyri)
Taking expectation for the above and combining with (5.20) and (5.21), we have that
E* [V (1, X~,,S5)] — V(0,z¢,S) > 0.

Similar to (4.17), we can show that lim,, oo E*[V (7, X7,,S)] = E®[V (7, r,), X

Ty )] This
together with the above inequality implies that

J (@0, S\ (e, 72)) = J (20, 5) = B[V (73, )» X

T(lgsrg)?

S)] — V (0,20, 5) > 0.
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By the arbitrariness of z¢ € (lg,7x), we have J(x,S \ (lg,rr)) > J(z,95) for all x € (lg,7x).
Meanwhile, J(x, S\ (lx, 7)) = J(x,S) for x € X\ (Ix, 7). Then by the optimality of S, S\ (Ix, %)
is also an optimal mild equilibrium, and thus (5.17) follows.

Step 3. We show &g is optimal mild. By Step 2, (5.17) holds for all k& € A. From the
construction of the intervals (I, 7x)rea in (5.16), we can see that removing one of them does not
change the values of function J on the rest parts, that is, for any k € A,

J(2,85) = J(2, S\ (I, 7x)) Vo € (I, ry).
Hence, we can conclude that for any k& € A,
J(2,6g) = J(z, S\ (Ig, ) = J(,5), Vo e (I, k)
As J(z,85) = f(z) = J(x,8) for all x € &g,
J(x,85) = J(x,5), VzeX.
This implies &g is an optimal mild equilibrium. By Theorem 4.1, if g is admissible then it is also
a weak equilibrium. O

Thanks to Theorem 5.1 and Proposition 5.1, we are ready to prove Theorem 5.2.

Proof of Theorem 5.2. Part (a): Suppose S is an optimal mild equilibrium and &g is closed
and admissible. Proposition 5.1 tells that &g = &g is both an optimal mild and weak equilibrium.
Then by Theorem 5.1, to prove that &g is strong, it is sufficient to verify that G5 = Gg. Notice
that Gg, C &g. Take zp € Sg and we show zy € Gg,. If V;(0,20,Es) > V,(0,20,85g), then
zo € Ggg. Otherwise, V;(0,z9,Eg) = V,(0,29,85), and it remains to verify that

LV(0,290—,65) ALV (0, 20+, Eg) < 0. (5.22)
Since both S and &g are optimal mild, we have

V(0,z,65) = J(x,65) = J(x,65) = J(2,9) =V (0,z,5) VreX

Then
‘/2(07 ZTo—, S) - %(07 o+, S) = Vx(oa Zo—, GS) - VCE(O’ o+, GS) = 0. (523)
Since zy € Sg, by the definition of Sg, (5.23) leads to that
LV (0,20—,5) ALV (0, 29+, S) < 0. (5.24)

This together with (2.14) implies that xy cannot be an isolated point of S. We consider the following
two cases.

(1) Suppose zyg € S°. Note that V(t,z,S) = 6(t)f(xz) on S. Then by (5.24), without loss
of generality we assume LV (0,z0+,S5) = L(0f)(0,z0+) < 0. By the right continuity of =z
L(6f)(0,24) at xg, we can find h > 0 small enough such that [zg,z9 + h) C (S°NG) (recall G
defined in (2.8)) and

L(5f)(0,24) <0, V€ [xo,z0+ h). (5.25)

Hence, [z, z0 + h) C &g, and thus LV (0, 29+, Es) = L(6f)(0,z4) < 0.

(2) Otherwise, z¢ € 0(S°) for boundary case (a). Without loss of generality, we assume (zg, xo+
h) C (S°NG) for h > 0 small enough. Then by (5.24) and (2.14), we again have LV (0, x4+, S) =
L(0f)(0,z04) < 0. A similar discussion as in case (1) implies LV (0, 29+, Ss) = L(6f)(0, z0+) < 0.

In sum, (5.22) holds, and the proof of part (a) is complete.

Part (b): Lemma 4.1 indicates that S* is an optimal mild equilibrium. Then by Proposition
5.1, &g« C S* is an optimal mild equilibrium. As S* is the smallest optimal mild equilibrium,
Sg+ = S*. The rest statement directly follows from part (a). O
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6 Examples

In this section, we provide three examples to demonstrate our results. In the first example, we have
two strong equilibria, one of which is not optimal mild. This indicates that an strong equilibrium
may not be optimal mild. In the second example, we show a weak equilibrium may not be strong.
The third example is the stopping for an American put option on a geometric Brownian motion,
in which we provide all three types of equilibria.

6.1 An example showing optimal mild ; strong

In this subsection, we construct an example where the set of optimal mild equilibria is strictly
contained (i.e., &) in the set of strong equilibria Let dX; = dW; and thus X is a Brownian motion
with X = R. Take discount function §(t) = 1+Bt Let a < b, 0 < ¢ < d such that

0o V/2Bs
Jo e ssinh((b o) /355 48

\/7 + Ji° e*v/2Bs coth((b — a)v/2Bs)ds

Notice that such parameters do exist, e.g., let b — a = 1, then for (6.1), we have LHS ~ 0.3952 <
9 < 0.4544 ~ RHS.

Define
Jb(ar) = dE‘T[(s(p{b})] = d/o 1+ ﬁt / / 1+Bt)s )dsdt

—d/ eSEI[eBSP{b}]ds—d/ eSe TtV g e X (6.2)
0 0

<S< /OO e~ (st (b=a)V2Bs) g (6.1)
0

where the second line uses the formula in [6, 2.0.1 on page 204]. We further define

Jab(x) := cE[0(pgapy) - Lipgaiy—at] T AE[0(01a0) - Lpoiyos}]

cfoo —sele—alV2Bs g r < a,
o oo _gsinh((b—x)v/28s) 00 ,—s sinh((z—a)+/208s)
= C 0 mds + df md&’, a S X S b, (63)

Jp(x), x > b.

where the expression for J,; on [a,b] is obtained by the formula in [6, 3.0.5 (a)&(b) on page 218]
combined with an argument similar to that in (6.2). Let f be any function satisfying Assumption
2.3 such that

f(a) =G f(b) = d; f($) < min{Jb(l‘)v Jab(x)}a Vx e X\ {CL, b} (64)
Note that -
c< d/ e~ =aV285) g5 — J (a), (6.5)
0

which shows such function f(z) indeed exists.

5By the strong markov property of X and (6.5), one can easily check that Jup(z) < Ji(z) for = < b. Hence a quick
example for such f would be:

m']ab(x), z < a,
flz):= WJ o(z), a<z<b,
1+(l b)Jb( x), x> b
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One can easily verify that Assumptions 2.1-2.3 hold. Moreover, Assumption 2.4 is also satisfied
due to Lemma 2.2 and Remark 2.6. We have the following result.

Proposition 6.1. {b} is the unique optimal mild equilibrium, while both {b} and {a,b} are strong
equilibria.

Proof. Recall S* defined in (4.1). First notice that
Jp(z) = J(z,{b}) and Ju(z) = J(z,{a,b}), VzeX

Then by (6.4) and (6.5), it is easy to see that both {a,b} and {b} are mild equilibria. Since b is
the global maximum of f, any mild equilibrium must contain b. Therefore, {b} is the smallest mild
equilibrium, i.e., S* = {b}. It then follows from Lemma 4.1 that {b} is optimal mild. Moreover, by
(6.4) and (6.5) again, we have that f(z) < J(z,{b}) for any x # b, which implies that {b} is the
unique optimal mild equilibrium.

Now we verify that both {b} and {a, b} are strong equilibria. As for the optimal mild equilibrium
{b}, a direct calculation from (6.2) shows that

J(b=, {b}) = d / e=*\/2Bsds > 0,
0
and by symmetry, we have J'(b+, {b}) < 0. Then,

Va(0,0—,{b}) = V2 (0,b0+, {b}) = J'(b—,{b}) — J'(b+,{b}) > 0.

Meanwhile, by Lemma 2.3(a), we have LV (¢, 24, {b}) = 0 on X. Therefore, we have &y, = {b}
from (5.1). Since {b} is closed and admissible, Theorem 5.2(b) tells that {b} is a strong equilibrium.
Now consider the mild equilibirum {a, b}. Direct calculations from (6.3) show that

J' (a—,{a,b}) = c/ooO e °\/2Bsds = \/?c,

and for any x € (a,b),

_scosh((x — a)v/2Bs)\/28s

J (x,{a,b}) = —c/ e scosh((b — 2)v25s) 265d +d ds.
0 sinh((b — a)y/208s) sinh((b — a)v/28s)
(6.6)
By taking x = a+ in (6.6) and combining with the first inequality in (6.1), we have that
& V2
J'(a+,{a,b}) =—c “Pcoth((b — a)\/28s)\/2[sds + d/ ps ds
0 smh (b —a)\v/28s)
< ? = J' (a—,{a,b}).
By taking = b— in (6.6) and the fact that 0 < ¢ < d, we have that
J (b—,{a,b}) = — c/ e ® ds+d/ e % coth((b — a)\/28s)\/28sds
Y NI (b= availy
>0 > J'(b+,{b}) = J'(b+, {a, b}).
Hence,
V2 (0,2—, {a,b}) > V,(0,z+, {a,b}), for both z = a,b. (6.7)

Meanwhile, Lemma 2.3(a) tells that LV (¢, z, {a,b}) =0 on X\ {a,b}. Therefore, by Theorem 3.1,
{a,b} is a weak equilibrium. Moreover, by (6.7) and (5.1), &, = {a,b}. It then follows from
Theorem 5.1 that {a,b} is a strong equilibrium. O

30



6.2 An example showing strong ; weak

In this subsection we give an example in which a weak equilibrium is not strong, and thus {strong
equilibria} & {weak equilibria}. Let X be a geometric Brownian motion:

dXt = ,LLXtdt + O'Xtth (68)
with X = (0,00). Let §(t) = %,Bt and f(xr) = z A K for some constant K > 0. Assume that
w=p>0.

Proposition 6.2. (0,00) is a weak equilibrium but not strong, while [K,o0) is the unique optimal
mild equilibrium and a strong equilibrium.

Proof. We first verify the result for (0,00). Notice that V (¢, z,(0,00)) = 6(¢)f(x), then direct
calculations show

LV(0,z,(0,00)) =(=F+p)z=0, 0<z<K,
LV (0,z,(0,00)) = =K <0, x> K,
Vm(OvK_a (O7OO)> =1>0= VI(O7K+7 (07 OO))

Therefore, by Theorem 3.1, (0,00) is a weak equilibrium. For z € (0, K), we have that for ¢ > 0
small enough,

et
B[3 (0 ) (X, 0 )] > E [0 Xel k)] = TN (o) -
> <1 + pe + %ugg? + 0(52)> (1 — pe + p2e? + o(?)) (1 - \/;de_‘ﬁﬂ) - x
TGg
1 1
> <1 + §u252 + 0(52)> (1+4o0(e?) z = <1 + §u252 + 0(52)> x>z,

In(K/z)—(u+30°)
o\/e
Now we verify the result for [K, o0). By Ito’s formula,

Xt Xt B > O'Xt /.L2tXt O'Xt
d = - +op) dt+ AW, = dt + AW
(1+Bt> 1+5t< 1+pt " T8t T w2 Tt

Then, by the facts that pix o) > 0 P*-a.s. and X; > 0 for = € (0, K), we have that

where d, :=

®. This indicates that (0, 00) is not a strong equilibrium.

1 Koo NSO ¢
J(z,[K,0))—f(z) = E [1+5P[K,oo>)] z=E UO A at| >0 Yre 0.K), (69)
which shows that [K, 00) is a mild equilibrium. On the other hand, since [K, 00) is the set of global
maxima of f, any mild equilibrium S must contain [K, o), for otherwise, J(z,S) < K = f(z)
for any € S°N [K, ), a contradiction. Therefore, [K, c0) is the smallest mild equilibrium and
thus optimal. Now for any mild equilibrium S such that S\ [K,o00) # 0, (6.9) indicates that
f(z) < J(z,[K,0)) on S\ [K,o0), which implies that S is not an optimal mild equilibrium. Hence,
[K,00) is the unique optimal mild equilibrium. Moreover, direct calculation shows that

LV (0, 2+, [K,00)) = L0(t)K) = =K, Vze [K,0),

which tells that &k o) = [K, 00). Then by Theorem 5.2(b), [K, c0) is also strong. O
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6.3 Stopping of an American put option

Consider the American put example in [24, Section 6.3]. In particular, X is a geometric Brownian
motion given by (6.8) with X := (0,00). Let g > 0. The payoff function is defined as f(z) :=
(K —x)*, and §(t) := ﬁ We shall provide all three types of equilibria. To begin with, the
following lemma summarizes the results of mild equilibria stated in Lemma 6.11, Corollary 6.13
and Proposition 6.15 in [24].

Lemma 6.1. (i) If S is a mild equilibrium, then S N (0, K] = (0, a] for some a € (0, K].

(i) S = (0,a] C (0, K] is mild equilibrium if and only if a > HL/\K’ where

u

/\::/0 e_s( y2+26s/02+y)>0, V=5 (6.10)

N =

(i1i) S* = (0, I%\K] 1s the intersection of all mild equilibria and is the unique optimal mild equi-
libria.
Following from Lemma 6.1(ii), we shall call the mild equilibria that belong to the family {(0, a] :

a > IJ%\K } are “type I” mild equilibria.” The following proposition shows that, except “type I”

mild equilibria, all other mild equilibria take the same form: (0,a] U D that satisfies a certain
condition, and we shall call this family of mild equilibria “type II” mild equilibria.

Proposition 6.3. Except the “type I” mild equilibria in Lemma 0.1(ii), all other mild equilibria
take form: (0,a] U D such that

(K [ < VB[0P (bfa)VTET  (afb) VRO
0

/a)\/lw _ (a/b)\/m

where D is a closed subset of [K,00) and b:= inf{x € D} satisfying b > a.

NG ) ds > —1, (6.11)
a a (b

Proof. Lemma 6.1(i)(ii) together imply that any mild equilibrium is either of type I or takes the
form: (0,a] U D with D being a closed subset of [K,00). Consider a closed set of such form
S =(0,a)UD with b := inf{z € D} > a. When a > K, the fact that f = 0 on [K, c0) immediately
gives that S is a mild equilibrium. Notice that —(K — a) > 0 and the integrand in the LHS of
(6.11) is positive, so (6.11) holds.

When a < K, we have

J(m,S):(K—a)/OOO

p(t)
1+ pt

= (K —a) [T B s
(K —a) /°° - (2 (b/a) VW2 — (@ b))Vl
=(K—a e’ (= s,

0 x (b/a)\/u2+253/02 _ (a/b)\/VQJrQﬁs/JQ

where p(t) := P*(7(4p) € dt, X7, , = a), and the second line above follows from [6, 3.0.5 (a) on
page 633]. Direct calculations show that for any x € (a,b)

o e [ e[ @Y )T (g )R
J ($, S) - (K Q)A € <$V+1 (b/a)\/w . (a/b)\/w
@\ 9Bs] o (bfr) VIR 4 ()R

s (b/a)\/wf (a/b)\/w )

Tt contains the trivial mild equilibrium X by setting a = co and X = XN (0, oc].

Vx € (a,b),

(6.12)

+
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e e [ @@ v+ 2Bs/0%)  (bfa) VIR (g p) V2680
J"(z,8) =(K a)/o e ( T2 (b/a)w—(a/b)\/’w
L @@ DV BS]0R (bfa) VI g (ap)VIET
S (b/a)V* 285107 — (afp) V285

Recall v in (6.10), we have that

(6.13)

v+ /12 +28s/02 >0 and (202 + v +28s/0%) + <(21/ + 1)W> > 0.
This together with
0 < (b)a) VDI _ (g VPRI (3 [ \WPRBST | (g NP R2Bs

implies that both the integrands on the RHS of (6.12) and (6.13) are positive. Therefore, J'(z,S) <
0 and J"(z,5) > 0 for € (a,b), and thus J(z,S) is strictly decreasing and convex on (a,b).
This together with the shape of f on (a,b) indicates that S is a mild equilibrium if and only if
J'(a+,S) > —1. From (6.12), we have

/ _ * (v PE2Bs]F (b)Y o (a o)V
J' (a+,9) ——(K—a)/o e <a—i— - ‘(b/a)\/m_(a/b)\/m ds,

so S is a mild equilibrium if and only if (6.11) holds. Notice that J'(a+,.S) converges to 0 when
a /K. Then for any b > K, by the continuity of function a — J'(a+, S), there exists a constant
ap < K such that for all a € [ay, K), (6.11) indeed holds and S is a mild equilibrium. O

Proposition 6.4. S* = (0, HL/\K] 1s the unique weak and the unique strong equilibrium.

Proof. We first find all weak equilibria. Since a weak equilibrium is also mild, by Proposition 6.3, it
is sufficient to select weak equilibria from the two types of mild equilibria. Given a mild equilibrium
S that is weak, no matter which type it is, S must not contain K. Otherwise, by Lemma 6.1(i),
(0, K] C S, which together with f =0 on [K, 00) implies that

Ve(0,K—,5)=-1<0="V,(0,K+,S),

which contradicts (3.2) in Theorem 3.1.
Consider an arbitrary type I mild equilibrium (0, a] with HL)\K < a < K. By the smooth-fit
condition in Corollary 3.1, S = (0, a] is a weak equilibrium if and only if

Ve(0,a+, (0,a]) = J'(a+, (0,a]) = —1.

From the calculation in the proof of Lemma 6.12 in [24], such condition is satisfied if and only if
a = HLAK . Hence, S* = (0, IJ%\K ] is the only weak equilibrium among the type I mild equilibria.
Now pick any type II mild equilibrium S = (0,a] U D with b := inf{z € D}. As K ¢ S, we have

a < K. Then by (6.12), we have

K—a [* _ 20" \/V? +2pBs/0?
Ve(0,b—, S :—/ e ® ds < 0=V,(0,b+,9).
( ) pr+1 0 (b/a)\/VQ—i—Q,Bs/JQ _ (a/b)\/uz-i-Q,Bs/JQ ( )

That is, the smooth-fit condition fails at the boundary x = b, and hence S is not weak. In sum,

S* = (0, H%K | is the unique weak equilibrium.
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Finally, a direct calculation shows that
% A
LV (0,2—,8%) = —pB(K —x) —pr <0, Vxe <0,1+)\K] ,

so §* = Gg+. Then, by Theorem 5.1 and the fact that S* is the unique weak equilibrium, we can
conclude that S* is the unique strong equilibrium. ]

Remark 6.1. Within this example, we do mot restrict equilibria to be admissible. The unique
weak, strong, optimal mild equilibrium (0, H%\K] turns out to be indeed admissible. Moreover,
type I mild equilibria are all admissible, while any type II mild equilibrium S = (0,a] U D with
b := inf{z € D} > a has an alternative (0,a] U [b,00), which share the same J wvalue and is
admissible.

A  Proof for Results in Section 2

Proof of (2.4) in Remark 2.1. Let Xo = 2 € X and h > 0 be small enough such that [x —h,x +
h] € X. Let Y = (Y;)>0 follows dY: = ju(Yz)dt + 6(Yy)dW; with Yy = @, where

wy), r—h<y<z+h, a(y), r—h<y<x+h,
a(y) == < pwlx —h), y<xz-—nh, and 6(y):=1 olx—h), y<z—h,
plx+h), y>z+h, olx+h), y>z+h.

Then by [20, Lemma A.1], for any ¢ > 0,

Pm<mast>x> :Px<minYS<x):1.

0<s<t 0<s<t
Note that Ys = X for s < 75 ). Then for a.s. w € {Tpn) > 1/n},

max Xg(w) >z and min Xs(w) <z, Vte (0,1/n)and thus V¢ > 0.
0<s<t 0<s<t

Then (2.4) follows from the arbitrariness of n € N.

O
Proof of Lemma 2.1. By (2.5), for any ¢, > 0
(t+r) —o(t) = 6(t)(6(r) — 6(0)),
This together with the differentiability of 6(¢) implies that §'(¢) > §(¢)d'(0). As &’(t) <0,
t t t
1—-06(t) = / —&'(s)ds < / —§(5)d8'(0)ds < / |6"(0)|ds = |§"(0)]¢.
0 0 0
O

Proof of Lemma 2.2. Take an admissible stopping policy S. Let a,b € X such that [a,b] C X
and (a,b) C S¢. Throughout the proof, C' > 0 will serve as a generic constant that may change
from one line to another and is independent of r.
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Set v(x,r,S) = E*[e™" f(X,s)]. We first provide an estimate for |v,(x,r,S)| + |vzz(x,7,5)]
on [a,b]. Assumption 2.1(i) and the boundedness of f gives the well-posedness of v(-,r,S) for all
r >0, and

sup |v(x,r,S)| < sup |v(x,0,5) < C. (A.1)
xz€(a,b],r>0 x€|a,b]
For an arbitrary » > 0, by a standard probabilistic argument, one can derive that v(x,r,S) €
C?([a, b]) satisfies the following elliptic equation

{ —ru(z) + p(z)u(z) + %0’2(1’)1//(%) =0, z€ (a,b), (A2)
u(a) = v(a,r,S), u(b) =v(b,r,S).

Recall the strictly increasing function y = ¢(x ) defined in (3.10) and denote by ¢! the inverse
function of ¢. Define function a(y) = u(¢~(y)) (ie., u(x) = @(¢(x))) on [p(a), #(b)]. Then
@ € C?([p(a), #(b)]), and (A.2) leads to

{ —riy) + 152 (y) =0, y € (¢(a), B(b)),
i(¢(a)) = vla,r, S), @) = v(b,7,S),

with 7 (y) := o(¢7(y))¢'(¢~1(y)). Then (A.1) together with the maximum principle implies that

(A.3)

sup  |u(y)| <wv(a,r,S)Vu(b,nrS)<C  VYr>0.
y€(d(a),6(b))

This together with the fact that @” = 2ar/(62%) and uniform ellipticity of & on (¢(a), ¢(b)) leads to

sup |@"(y)| < rC vr > 0. (A.4)
y€(d(a),0(b))

By the mean value theorem, there exists yo € (¢(a), ¢(b)) such that

. _|w(b,7,S) —v(a,r,S) 2C .
ol =[G < s 20 A
Then by (A.4) and (A.5), for any y € (¢(a), ¢(b)) and r > 0, we have
~/ ~/ Y ~ 11 20 oo = 720 r — a
@' (y)| < @' (yo)| + /yo [a"(D]dl < #0b) — o(a) +/¢(a) rCdl = 5(0) — éla) +rC(g(b) — ¢(a)).

Therefore,

sup  (|@'(y)| +[@"(w)) <C(A+r)  vr=0.
ye(9(a),4(b))

This together with the fact that

sup (|u'(z)| + [u"(2)]) < sup  (|@'(y)| +[@"(y)]) - sup (|¢' ()] + ] (2)* + |¢" (x)])
ze(a,b) y€(d(a),0(b)) z€(a,b)

implies

sup (|vg(z, 7, S)| + |vgz (2,7, 9)]) = sup (Ju'(x)] + |u"(x)]) < C(1+7r) Vr > 0. (A.6)
z€(a,b) x€(a,b)
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Next, we verify that V € C52([0,00) x [a,b]). For any r > 0, vi(a+,7,9), vi(b—,7,5) (resp.
gz (at,7,S), vgz(b—, 7, S)) all exist and satisfy the same bound as the RHS of (A.6). Hence, we
conclude that v(x,r,S) € C*([a,b]). By Fubini theorem, (2.12) leads to

V(t,z,S) = /000 e "w(x,r, S)dF(r) Ve X. (A.7)

This, together with (A.6) and the assumption [;° rdF(r) < oo, implies that V € C*2([0, 00) % [a, b]).
Finally, we prove (2.10) for V;(t,z+,S) (the verification for V,(t,z—,S) is similar and thus
omitted). For (t,z) € [0,00) x [a,b), by (A.6), (A.7) and the assumption [ rdF(r) < oo,

Vae(t,z+,8S) = /OO e g (x4, 7, S)dF(r). (A.8)
0

Now take any x € X. If there exists some h > 0 such that (z,z + h) C S° then by (2.13), (A.6)
and (A.8), we have that

|Va(t,z+,5) — Va (0,24, 5)| < /000 |vg(z,7,9)|le™™ — 1|dF(r)
< 0/00(1 + 7)1 — e ™dF(r) = o(V/t), ast — 0.
0

Otherwise, since S is admissible, there exists some h > 0 such that (z,x + h) C S. Then
Va(t,a+, 8) = Va (0, 2+, 5)| = [8(t) f () = 6(0) f(2)] < [8'(0)tf () = o(V/1), as t =0,
where the above inequality follows from Lemma 2.1. In sum, (2.10) holds for V, (¢, x4+, 5). O

Proof of Lemma 2.3. Part (a): Assumption 2.4 guarantees that V(¢,z,5) € C1?([0,00) x S¢).
(2.4) implies that P*(pg = 0) =1 for any = € S, so V(t,z,5) = d(t) f(z) for any (¢,x) € [0,00) x S.
Now we prove that

LV (t,x,S)=0 V¥(tz) € [0,00) x S (A.9)

Take (t,z¢) € [0,00) x S¢. Since S¢ is open, we can take h > 0 such that [xg — h,z¢ + h] C S°.
By Assumption 2.1(i) and V (¢, 2, 8) € C2([0,00) x S¢), (s,2) — LV (s,z,9) is continuous on the

compact set [t,t + 1] x B(x,h). Then
sup LV (s,x,8)| < 0. (A.10)

(s,x)€[t,t+1]x B(zo,h)

Applying Ito’s formula to V (t + s, X,,.S) and taking expectation, the diffusion term vanishes due

to the boundedness of Vo on [t,t + 1] x B(xo, h), we have that

E/\TB(z Jh)
EmO[V(t+E/\TB(xO7h),X5 S)] —V(t, (lZo,S) = [E*0 {/ ’ ,CV(t—FS,XS,S)dS .
0

(A.11)

ATB(xq,h)?

Meanwhile, by the continuity of LV (s,x,S) on [t,t + 1] x B(zg, h),
1 5/\TB(oc0,h)
lim — LV (t+ s, Xs,S)ds = LV (t,x9,S), P*-as..
e\o € 0

Thanks to (A.10), we can apply the dominated convergence theorem to above equality and get that

1 E/\TB(EO,h)
lim * B / LV(t+ 5, Xy, S)ds| = LV (.30, S). (A.12)
e\o € 0
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On the other hand, for any € > 0, it is obvious that
E* [V (t+e A TB(x0,h) XEATB(xO’h), S) =E™[0(t+ ps)f(Xps)] = V(t, x0, 5). (A.13)

Then by (A.11)-(A.13), we have that

1
= lim - (IE“”O X
0 El{{f((l) - [V(t +eN TB(xo,h)s “Xe
and thus (A.9) holds.

Part (b): The existence of LV (¢, 2+, .S) on [0, 00) x X follows from part (a), the differentiability
of 6 and Assumption 2.3(ii). Take zp € X and h > 0 such that [zg — h,z¢ + h] C X. We show that

S)] — V (¢, zo, S)) — LV(t,0,5),

ATB(wq,h)

sup LV (t,x—,5)| < oo, (A.14)

(t,x)€[0,00) x B(zo,h)

and the result for LV (¢, 2+, S) follows from a similar argument. Let x € B(xo,h). If (z—h',z) € S°¢
for some constant A’ > 0, then by the left continuity of y — LV (t,y—,S) at y = x and (2.14) in
part (a), we have LV (t,z—,S) = 0. Otherwise, since S is admissible, there exists h € (0,h) such
that (z — h,z) C S, then part (a) tells that V(t,2,5) = 6(¢)f(z) on [0,00) X (x — h,z), and we
have that

LV (t,z—,S)| =

Y07+ 500 (1) (a-) + 500 o) )|

< swp (1876 + b)) + 320" 6ol ) <,

yEB(on,h)

where the inequality above follows from the first inequality in Lemma 2.1, Assumptions 2.1(i) and
2.3(ii). Hence, (A.14) holds.
[
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