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Abstract— This paper proposes a multivariable, adaptive,
robust (MAR) control strategy for islanded inverter-based
resources (IBRs) operating as grid-forming inverters. The pro-
posed method is employed in the inner control loop of the
primary layer in the hierarchical or decentralized structures
for the islanded operation of microgrids. The MAR control
scheme is responsible for stabilizing IBRs’ output voltage in
autonomous operations of microgrids, considering mismatched
input voltage disturbances from the grid side and a large amount
of system uncertainty. The control methodology introduced in this
paper does not rely on the system’s physical parameters, such
as microgrid topology, load dynamics, LCL filters, and output
connectors. As a result, there is no need to know the nominal
values or the bounds of uncertainties in system dynamics.
The MAR control method uses online adaptation rules first to
identify and then adjust the control parameters of the closed-loop
system based on an arbitrary dynamic model. In other words,
the MAR method replaces the actual dynamics of IBRs with
predetermined dynamics of interest. Simulation results in the
MATLAB/Simulink environment confirm the capability of the
scheme introduced for the closed-loop stabilization and voltage
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regulation in the presence of disturbances and a significant
amount of uncertainty under various case studies; moreover,
comparative simulations by comparing the presented method
with other studies using sliding mode control are provided.
Finally, experiments verify the effectiveness and practicality of
the proposed MAR control scheme.

Note to Practitioners—Inverter-based resources are integral
parts of current and especially future power and energy systems;
with increasing concerns about carbon footprints, the tendency to
substitute traditional synchronous generators with inverter-based
resources increases. This transition towards the widespread use
of power electronics devices needs careful studies regarding
the stability and control of power converters. Although existing
studies are addressing potential control system challenges, they
suffer from complex mathematical computations and the need
for the system’s preliminary information. With this in mind, this
study proposes a multivariable, adaptive, robust control strategy
for the inner voltage control loop of grid-forming inverters.
This method utilizes online estimation algorithms to identify
inverter-based resources’ parameters and tune control system
parameters simultaneously, making it applicable even to cases
with slow parameter variations caused by aging or environmental
changes. It can compensate for potential voltage disturbances
from the grid side and enable the designer to replace undesirable
dynamics of inverter-based resource units with arbitrary and
stable dynamics of interest. In fact, unlike traditional methods
that need control parameters and gains to be tuned to achieve
a proper dynamic response, the control system designer can
choose reference dynamics and enforce the closed-loop system
to imitate the dynamical model selected. This model is usually
chosen based on established priorities, such as response time and
other transient behaviors. Moreover, this method does not require
complex mathematical and algebraic calculations to design and
implement. It can be easily applied to inverter-based resource
units after selecting the desired reference dynamics, as shown
through this study’s experimental result. The above points give
this method a competitive edge over the existing algorithms,
especially in practical applications.

Index Terms— Grid-forming inverter-based resources (GFM
IBRs), multivariable, adaptive, robust (MAR) control, online
adaptation rule, online estimation, predetermined dynamics of
interest for islanded IBRs, primary control of islanded IBRs,
voltage-sourced converters (VSCs).

NOMENCLATURE

A. IBR’s Variables
Vodq , Iodq IBR’s output voltage and current in the dq

frame.

1545-5955 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Georgia Southern University. Downloaded on August 23,2023 at 15:19:52 UTC from IEEE Xplore.  Restrictions apply. 



2 IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING

ILdq IBR’s generated current in the dq frame.

Vidq Terminal voltage (control input) in the dq
frame.

Vbdq Grid-side voltage (disturbance signal) in

the dq frame.

VDC DC-side voltage.

IDC, IC Controllable dc-source current and dc cur-

rent delivered to IBRs.

B. IBR’s Parameters
R f , RDC Output filter and dc-side resistances.

L f Output filter inductance.

C f , CDC Output filter and dc-side capacitances.

ω Grid nominal frequency.

Rc Output connector resistance.

Lc Output connector inductance.

C. Control System Parameters
G(s), Gm(s) System and reference dynamics.

χm(s) Left interactor matrix associated with sys-

tem dynamics.

K H , �(t) High frequency gain matrix and its

estimate.

r(t), ym(t) Reference input and output signals.

K ∗
1 , K ∗

2 , K ∗
3 Nominal feedback gains.

η System relative degree.

g(t), �̃
∗
, �∗ Disturbance parametrization terms.

γ Estimate of nominal control parameters.

�1, �2 Adaptation gains.

e(t), δ(t) Estimation errors.

τDC DC-side time constant.

K P DC-side proportional controller gain.

I. INTRODUCTION

RECENT advances in distributed energy resources, renew-

ables, information theory, and communication tech-

nologies have led to significant utilization of microgrids

[1], [2]—thereby integrating various inverter-based resources

(IBRs) [3]. Traditionally, the hierarchical control structure has

been applied to the control system design of microgrids, even

modern ones. This structure consists of the primary, secondary,

and tertiary control layers; see [4], [5], [6], [7], and [8].

Using this structure, and due to the flexibility and scalability

of microgrids, they can operate in both grid-connected and

islanded modes [9]. In the islanded operation, voltage and

frequency stability is the primary objective of the microgrid

control systems, which are realizable by employing GFM

inverters and different types of GFM controllers operating in

the primary control layer [10], [11], [12]. The primary layer is

utilized to implement real-time voltage and frequency control

algorithms [13]. Because of the volatile and uncertain nature

of the renewables, disturbances, and systems’ uncertainties,

it is necessary to have a properly designed advanced control

system for IBRs’ operating as GFM units to have a smooth

integration of IBRs into microgrids and a stable power supply

for consumers.

In order to address these issues in the islanded mode or even

grid-connected operations, various studies have been done

in the literature [14]. For the case of grid-connected mode,

a robust control algorithm is developed for unbalanced-grid

conditions in [15]. A cascaded PI-based control strategy is

employed to regulate the output voltage of voltage-sourced

converters (VSCs) in [16]. A robust H∞ controller is proposed

in [17] to reject load currents as disturbances—it deploys

the stationary reference frame to design the control algo-

rithm. In [18], a cascaded structure including sliding mode

and mixed H2/H∞ controllers is designed for the primary

layer of ac microgrids, considering external load currents

as disturbances. The methods presented in [19] and [20]

solve the voltage stability problem of islanded microgrids

using decentralized robust state and output feedback control

algorithms, respectively. In [21], a decentralized sliding mode

controller is designed for both grid-connected and islanded

operation of microgrids considering nonlinear and unbalanced

load conditions. The authors in [22] have proposed a robust

decoupling pre-compensator for the autonomous operation

of microgrids. This control structure only deals with norm

bounded uncertainties and depends on the system’s structure

and topology. Voltage stabilization of islanded microgrids,

considering plug-and-play functionality and robustness against

microgrid topology changes, is addressed in [23]. A model

predictive control algorithm for the voltage regulation of

islanded ac microgrids is introduced in [24]. Considering

uncertainties and load disturbances, a decentralized sliding

mode controller for the islanded operation of microgrids is

developed in [25]—it uses a second-order sliding mode control

strategy based on a sub-optimal algorithm. It is noteworthy that

the design of this control algorithm requires the structure and

physical topology of the microgrid to be “known.” The authors

in [26] investigated the robust performance of a microgrid

using a sliding mode control algorithm in both grid-connected

and islanded operations.

In this regard, some studies use adaptive algorithms for

controlling VSCs in microgrids. For example, an adaptive

algorithm for the current controller of grid-connected VSCs

is developed in [27]—it utilizes indirect adaptive algorithms

based on identifying system parameters, which are needed

to implement the proposed algorithm. Thus, the persistent

excitation condition must be met, so convergence problems

are inevitable in this method. The authors in [28] addressed

voltage stability in islanded microgrids using an adaptive

voltage controller. This control algorithm is solely responsible

for a specific bound of systems uncertainty, so knowing the

nominal values of system parameters is a must. Addition-

ally, the existence of external disturbances is ignored in this

method.

Most studies mentioned above have investigated the robust

stability and control of microgrids under different conditions

using robust control algorithms. But there are still some lim-

itations in these algorithms that should be addressed. Control

systems operate in various unknown operational environments

with external disturbances and uncertainties. Additionally,

component aging and even system failures can change system

parameters. Thus, in practice, system parameters are expected
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to change over time. In this regard, robust control algorithms

are designed offline and have fixed parameters. They are

usually based on prior knowledge of system parameters and

designed for the worst case of uncertainties. This issue makes

them often conservative; consequently, it can degrade the

performance of the closed-loop system in instances—where

uncertainties are not at their worst.

Additionally, it is always required to know the nominal

values of parameters and bounds of their uncertainties in the

design procedure of these algorithms. In addition to the con-

straints mentioned above, sliding mode controllers are usually

suitable for rejecting matched uncertainties—thereby suffering

from problems related to the reaching phase [29]. Therefore,

according to the existing studies, the main drawbacks of the

previously reported control algorithms are listed as: 1) they

are unable to compensate for a large amount of uncertainty

and mismatched disturbances; 2) system response may be too

conservative for different operating conditions, especially in

robust H2/H∞ algorithms; 3) due to the variation of system

parameters over time, it is needed to constantly “re-tune”

the controller’s parameters to maintain the control system’s

performance.

In order to address the issues detailed above, this paper

presents a multivariable, adaptive, robust control strategy

based on an “online” estimation methodology—in direct con-

trast to what scholars have already investigated thus far—to

guarantee the stability and robust performance of islanded ac

microgrids. With the least prior information about the system

and bounds of uncertainties, the proposed control algorithm

performs online estimations, thereby identifying the uncertain

system’s parameters—which can change over time. It adjusts

the control parameters to achieve the desired performance.

The method presented utilizes a dynamic reference model or

a predetermined dynamic model of interest (as an ideal and

arbitrary stable dynamic system) expressing the expected and

desired performance of the closed-loop system. It changes

the behavior of the actual system in a way that its dynamic

response matches the characteristics of the desired system

selected using online adjustment rules; see Fig. 1 (left side)

and [30], [31]. Therefore, there is a large degree of freedom to

design and select the reference model. It should be pointed out

that the control strategy introduced in this article is entirely

different from the traditional adaptive droop studies. In exist-

ing research, either droop gains are adaptively changed using

different measurements (e.g., see [32]) or the studies in which

various adaptive algorithms are employed in the secondary

layer of the hierarchical-based microgrids (e.g., see [33], [34],

and [35]). Indeed, it may be utilized as the inner control loop of

GFM inverters, whether in the hierarchical structure combined

with other control layers or even in a decentralized structure

with a decentralized energy management system.

To the best of the authors’ knowledge, this paper is the first

to present an adaptive robust algorithm based on a multivari-

able control structure for the voltage control of islanded ac

microgrids—without prior knowledge about nominal system

parameters considering the complete dynamics of IBRs and

unmatched input disturbances. The main contributions of this

paper are as follows.

1) A multivariable, adaptive, robust control strategy is pro-

posed for the operation of VSC-based islanded micro-

grids. Unlike previous control strategies, the proposed

approach is independent of system parameters. With

the slightest prior knowledge and the use of online

learning mechanisms, it can estimate these parameters

and adjust itself to match the uncertain closed-loop

system response to a selected reference dynamic model.

To put it another way, the proposed control strategy can

identify the unknown system parameters and simultane-

ously adjust control parameters. As a result, unlike most

current studies—which are based on fixed controllers—

no previous calculations (such as solving LMIs and

algebraic Riccati equations) are needed to obtain or tune

the control parameters. Typical robust control methods

are too conservative. Considering possible variations in

operating points, they may be subject to instability in

case of changes in system parameters. It is worthy of

note that the proposed control algorithm is indepen-

dent of the system topology, line impedance, and load

dynamics.

2) Besides the robustness against parameter variations and

uncertainties, the proposed controller is robust against

mismatched input disturbances. Through the complete

dynamic modeling of IBRs and their output filters,

mismatched input disturbances will appear in the system

dynamics from the grid-side and affect system trajecto-

ries. The proposed strategy can estimate and reject these

external disturbances using online adaptation rules to

improve the power quality.

3) The proposed MAR algorithm allows controller design-

ers to choose the predetermined model according to

their desired priorities. For instance, the system response

speed of the proposed method will be improved with-

out increasing the system sensitivity. Still, the pre-

sented MAR method can increase the response speed

via properly selecting the reference system and its

properties—unlike many existing algorithms employing

large feedback gains to increase it. Also, due to the

lack of knowledge of the system’s physical parameters,

the proposed algorithm uses indirect identification to

adapt the controller parameters and match the system’s

dynamic performance with the selected dynamic model’s

performance. Specifically, the dynamics of IBR units

with unknown parameters will be replaced by the desired

reference model. It is noteworthy that the persistent

excitation condition to identify the parameters will be

relaxed via the algorithm introduced.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, some essential mathematical explanations

and notations are defined, which will be used throughout the

manuscript. Throughout this paper, χm(s) stands for the left

interactor matrix of a transfer function matrix like G(s), which

specifies the properties of the infinite zeros of G(s). Readers

can refer to [36] for more details. Let L be the Laplace

transform operator. Additionally, for ease of reference and

simplicity, let’s define the inverse of the Laplace transform
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Fig. 1. Structure of the proposed MAR control (left) and the islanded IBR as an uncertain dynamic system with the proposed controller (right).

operator with L−1 such that L−1{P(s)b(s)} �= P(s)〈b〉(t),
where the outcome is a function of time, “t .” In the defined

operator, P(s) and b(t) stand for a transfer function matrix

(or a filter in the frequency domain) and a continuous signal,

respectively.

A. Mathematical Modeling

Consider an islanded microgrid with an arbitrary topology.

A typical IBR in that is comprised of a source of electrical

energy on the dc side. It is interfaced with the microgrid

through a VSC, which is generally connected to the point

of common coupling through an LCL filter [22]. Let ω =
2 × π × 60 rad/s be the nominal frequency of the system—

which can be obtained via either a GFM control method,

such as the droop technique, or an internal oscillator. Thus,

according to the single-line diagram shown in Fig. 1 (right

side), each IBR’s mathematical model in the dq-frame is

expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

İ Ld(t) = − R f

L f
ILd(t) + ωILq(t) + 1

L f
Vid(t) − 1

L f
Vod(t)

İ Lq(t) = − R f

L f
ILq(t) − ωILd(t) + 1

L f
Viq(t) − 1

L f
Voq(t)

V̇ od(t) = ωVoq(t) + 1

C f
ILd(t) − 1

C f
Iod(t)

V̇ oq(t) = −ωVod(t) + 1

C f
ILq(t) − 1

C f
Ioq(t)

İ od(t) = − Rc

Lc
Iod(t) + ωIoq(t) + 1

Lc
Vod(t) − 1

Lc
Vbd(t)

İ oq(t) = − Rc

Lc
Ioq(t) − ωIod(t) + 1

Lc
Voq(t) − 1

Lc
Vbq(t)

(1)

where ILdq , Vodq , and Iodq are the dq-frame signals of the

current injected to the ac-side filter, output voltage, and output

current, respectively. Therefore, the state space equations of

each IBR is written as{
ẋ(t) = Ax(t) + Bu(t) + Bww(t)
y(t) = Cx(t)

(2)

where x(t) = [
ILd , ILq , Vod , Voq , Iod , Ioq

]T
, u(t) =[

Vid , Viq
]T

, y(t) = [
Vod , Voq

]T
, and w(t) = [

Vbd , Vbq
]T

stand for the state, input control signal, output, and mis-

matched input disturbance vectors, respectively. It is note-

worthy that the control matrix B and the input disturbance

matrix Bw are linearly independent (B �= αBw), so the input

disturbances affect the system states through a different input

channel.

The disturbance vector w(t) stands for the grid-side voltage

harmonics—which should be considered in the controller

design. It is assumed that the disturbance signal w(t) has an

upper bound which is not needed to be known. The disturbance

is actually a voltage signal; therefore, it is reasonable to con-

sider it bounded. The output LCL filter can reduce higher-order

harmonics, but a proper control strategy needs to eliminate

lower-order harmonics. In this regard, applying the dq-frame,

the lower-order grid-side voltage harmonics (3rd, 5th, and 7th)

are expressed as

w(t) =
[

w1(t)
w2(t)

]
(3)

where

w1(t) = Vds2 sin(2ωt) + Vds4 sin(4ωt) + Vds6 sin(6ωt)

w2(t) = Vq0 + Vqc2 cos(2ωt) + Vqc4 cos(4ωt)

+ Vqc6 cos(6ωt). (4)

Consequently, the grid-side voltage harmonics can be pre-

sented as a summation of sinusoidal signals in the dq-frame.

It is worthy of mention that the amplitudes of the disturbance

signals detailed above are “unknown” and “not” required to

be measured.

Although the main control objective of the studies in the

literature is the same, unlike the modeling method used in [19],

[22], and [25], the modeling procedure utilized in (1) does

not need knowledge regarding the physical topology, loads’

and/or IBRs’ locations, and line impedance. Additionally, its

application is not limited to a specific topology of microgrids

in which loads are connected to IBRs outputs and there are

only simple transmission lines between every two neighboring

IBRs. The considered model is appropriate for the inner loop

of GFM inverters, whether in a decentralized or hierarchical

structure.

The dc side of generation units can be considered similar

to the topology illustrated in Fig. 2. Accordingly, one can write
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Fig. 2. DC side of the IBRs studied in this paper.

the IBRs’ dc-link dynamics as follows.

V̇ DC(t) = 1

CDC

IDC(t) − RDC

CDC

VDC(t) − IC(t) (5)

where VDC, IDC, IC , RDC, and CDC are the voltage across

the dc-link capacitance, the dc-source current, the current

delivered to the converter, dc-side resistance, and dc-side

capacitance, respectively. The structure of the dc side and the

variables are shown in Fig. 2. IDC acts as the control input

of the system—which needs to be appropriately designed.

The following equation is employed to emulate the dynamic

response (or behavior) of the primary energy source (e.g.,

an energy storage system), where τDC is the time constant

associated with the dynamics of the energy resource (see [37]

and [38]).

IDC(t) = 1

τDC

∫ (
I ref
DC(t) − IDC(t)

)
dt. (6)

The primary objective of the dc-side controller is to keep

the dc voltage stable according to its reference value. In this

regard, I ref
DC is designed by a proportional controller detailed

in (7).

I ref
DC(t) = KDC

(
V ref

DC − VDC(t)
)

(7)

where KDC is the controller gain, and V ref
DC shows the reference

value of dc voltage.

Based on the model derived earlier, the designed control

system should provide three objectives, as described next.

1) The output voltage of each unit should track the reference

signal (the output of the predetermined model) asymptotically,

2) the proposed controller should be able to compensate for

the mismatched input disturbances and also meet the IEEE

recommendations regarding the output voltage harmonic lim-

its, 3) and the stability of the closed-loop system (considering

internal signals) should be guaranteed. In order to meet these

objectives, the proposed MAR control technique is designed

in the following section.

Remark 1: As stated previously, the MAR control algo-

rithm applies to the inner ac voltage control loop of IBRs

operating as GFM inverters in grids. The dynamic response (or

behavior) of renewable energy resources influences the dc-link

dynamics—but renewables have their own control systems

functioning separately from the ac-side control system. The

designed control system is solely responsible for the ac-side

voltage stability with a specified frequency considering param-

eters uncertainty and external disturbances. The stable perfor-

mance of a GFM IBR on the ac side relies on the stability of

its dc link. In other words, a GFM IBR stabilizes the ac-side

voltage if the stability of the dc side is ensured—as the stability

of the dc side is an initial assumption for the operation of GFM

inverters. Still, grid-following (GFL) inverters can contribute

to the stability of the dc-link voltage if they are connected to a

stable ac grid with properly operating phase-locked units [39].

With this in mind, the detailed analysis of dc-link stability is

out of the scope of this study; it is the primary objective of

other studies where the dynamics and operation of GFL IBRs

have been investigated in detail; see [40], [41], and [42].

III. MULTIVARIABLE, ADAPTIVE, ROBUST CONTROL

This section designs the MAR control strategy for the

primary layer of islanded microgrids; the proposed MAR

control is robust against parametric uncertainties and input

disturbances. Before going deep into the controller design

procedure, some definitions are required.

As stated earlier, the main objective is to make the output

of the uncertain system to track the output of the selected

reference system. In other words, an arbitrary predetermined

model to achieve our desired dynamic performance replaces

the actual dynamics (stable or unstable ones) of IBR units with

unknown parameters. To this end, the output voltage of each

IBR should track ym(t), i.e.,

ym(t) = Gm(s)〈r〉(t), (8)

where r(t) ∈ �2 and Gm(s) ∈ �2×2 are the reference signal

and the reference dynamics, respectively; for the meaning

of the Gm(s)〈r〉(t) expression—or generally speaking, the

mathematical operator of P(s)〈b〉(t)—readers are referred to

the preliminaries described at the beginning of Section II.

In (8), the reference system is chosen to be Gm(s) =
χ−1

m (s), where χm(s) is the left interactor matrix of G(s) =
C(s I − A)−1 B. The high-frequency gain matrix associated

with χm(s) is defined as K H = lim
s→∞ χm(s)G(s). It should

be noted that if the left interactor matrix χm(s) is diagonal,

the high-frequency gain matrix will also be diagonal.

Assumption 1: G(s) is full rank such that K H is

non-singular.

Lemma 1: if the matrix of

KG =
⎡
⎢⎣

C1 Aη1−1 B
...

C1 AηM −1 B

⎤
⎥⎦ ∈ �M×M (9)

exists for a specific relative degree like ηi > 0 (for

i = 1, 2, . . . , M) and is non-singular, it is concluded that

the left interactor matrix is diagonal such that χm(s) =
diag(h1(s), . . . , hM(s)) and K H = KG [36]. hi (s) = sη1 +
biη1−1sη1−1 + . . . + bi1s + bi0 are arbitrary stable polynomials.

Assumption 2: The zeros of G(s) are stable, and there exists

a matrix like VH ∈ �2×2 such that

K T
H V −1

H = �P = �T
P > 0. (10)
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TABLE I

TEST SYSTEM’S PARAMETERS

By using Lemma 1, the high-frequency gain matrix is

calculated with ηi = 2 as

C AB =

⎡
⎢⎢⎣

1

C f L f
0

0
1

C f L f

⎤
⎥⎥⎦. (11)

It is observed that K H is always diagonal and full rank

independent of system parameters. According to the dynamic

models in [17], and considering the parameters in Table I,

it is concluded that the zeros of G(s) are stable. Finally,

considering the properties of the high-frequency gain matrix,

VH can be chosen as VH = �1 = �T
1 to satisfy (10).

A. Nominal Control Algorithm

This part presents the nominal structure of the proposed

controller in order to determine the algebraic feasibility of

the selected algorithm. Note that in this part, it is assumed

that the system’s parameters are entirely known. As a result,

just the algebraic feasibility of the nominal controller will be

investigated. After investigating the feasibility of the nominal

structure, in the next section assuming that the nominal param-

eters are not known, the online adaptation rules will be used to

construct the actual controller. The nominal control algorithm

is presented as

u(t) = K ∗
1 x(t) + K ∗

2 r(t) + K ∗
3 (t) (12)

where K ∗
1 ∈ �2×6 and K ∗

2 ∈ �2×2 are nominal feedback

gains (not functions of time) to track the reference signal,

and K ∗
3 (t) ∈ �2 is the disturbance rejection term; K ∗

3 (t) is a

function of time, “t ,” as indicated in parentheses.

Theorem 1: The output of the system in (2) tracks the

reference signal ym(t) = Gm(s)〈r〉(t) asymptotically in the

presence of the disturbance vector w(t), using the nominal

control algorithm (12) such that lim
t→∞(y(t) − ym(t)) = 0.

Proof: Consider the output of the system (2) as y(t) =[
y1(t) y2(t)

]T
. Let’s define the control signal as u(t) =

K −1
H ϑ(t) with ϑ(t) = [ϑ1(t) ϑ2(t)]T and Khi = Ci Aηi −1 B

for i = 1, 2. According to the relative degree of the system,

the second derivative of the output is written as

ÿi (t) = Ci A2x(t) + Ci ABu(t) + Ci ABww(t) + Ci ABwẇ(t).

(13)

Substituting the control signal u(t) into (13) results in

ÿi (t) = Ci A2x(t) + ϑi (t) + Ci ABww(t) + Ci ABwẇ(t).

(14)

Consider the auxiliary control signal ϑi (t) defined as

ϑi (t) = −Ci A2x(t) − bi1 ẏi (t) − bi0 y(t)

− Ci ABww(t) − Ci Bwẇ(t) + ri (t).

(15)

Therefore, (14) is written as

ÿi (t) + bi1 ẏi (t) + bi0 y(t) = ri (t). (16)

As a result,

yi (s) = 1

hi (s)
ri (s), y(s) = Gm(s)r(s) (17)

where the reference system Gm(s) is the inverse of left

interactor matrix. The auxiliary signal ϑi (t) is considered as

ϑ(t) = K̄ x(t) + K̄ 1ω(t) + K̄ 2ω̇(t) + r(t) with{
K̄ = [

k̄T
1 k̄T

2

]T

k̄T
i = −Ci A2 − bi1Ci A − bi0Ci

,

{
K̄ 1 = [

k̄T
11 k̄T

12

]T

k̄1i = −Ci ABw{
K̄ 2 = [

k̄T
21 k̄T

22

]T

k̄2i = −Ci Bw.
(18)

Thus, the nominal control signal is expressed as u(t) =
K −1

H

[
K̄ x(t) + K̄ 1w(t) + K̄ 2ẇ(t) + r(t)

]
with the nominal

gains of K ∗
1 = K −1

H K̄ , K ∗
2 = K −1

H , and K ∗
3 (t) =

K −1
H

[
K̄ 1w(t) + K̄ 2ẇ(t)

]
. It is observed that the nominal

control signal (12) causes the output to track the reference

signal asymptotically in the presence of unmatched input

disturbances. This observation concludes the proof.

B. Matching Condition

From the previous subsection, it is concluded that for the

condition of

Gm(s)K ∗
2
−1 K ∗

3 (s) + C
(

s I−A − BK ∗
1

T
)−1

Bww(s) = 0

C
(

s I − A−BK ∗
1

T
)−1

BK ∗
2

T =Gm(s),

(19)

there exist non-singular matrices K ∗
1 ∈ �2×6, K ∗

2 ∈ �2×2,

and disturbance rejection term K ∗
3 (t) ∈ �2 to satisfy (19).

The input disturbances are summation of some sinusoidal

signals, so their derivatives are well defined, and one can

parameterize them [31]. Consider w(t) = �∗T g(t) and ẇ(t) =
�̃∗T g(t) where �∗ ∈ �8×2, �̃

∗ ∈ �8×2, and g(t) ∈ �8

are parameterization terms associated with w(t) and ẇ(t).
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Let’s assume that g(t) is a continuous function. Therefore,

the disturbance rejection term K ∗
3 (t) is parameterized as

K ∗
3 (t) = K −1

H

[
K̄ 1�

∗g(t) + K̄ 2�̃
∗
g(t)

]
= ϕ∗

3 g(t)

ϕ∗
3 = K −1

H

[
K̄ 1�

∗ + K̄ 2�̃
∗] ∈ �2×8. (20)

Remark 2: It should be emphasized that we just know the

structure of disturbance signal w(t) and its derivative ẇ(t), not

their actual value. According to the sinusoidal structure of the

disturbance signal in (3), the structure of the first derivative of

the signal can be obtained from w(t). Therefore, the adaptation

mechanism discussed in the next subsection can estimate ϕ∗
3

in order to compensate for the disturbance term.

C. Proposed MAR Algorithm

Similar to the nominal design in (12), the proposed MAR

algorithm is expressed as

u(t) = K1(t)x(t) + K2(t)r(t) + K3(t) (21)

where K1(t), K2(t), and K3(t) are the estimates of the nominal

parameters. In the following, online adaptation rules will be

obtained in order to estimate the nominal parameters of the

closed-loop system.

D. Tracking and Estimation Errors

The construction of error signals is one of the critical stages

in adaptive control systems. The first step is to obtain the

output tracking error. According to the conditions in (19), the

output tracking error is written as

e(t) = y(t) − ym(t)

= Gm(s)K ∗
2
−1

〈
γ̃

T
κ
〉
(t) + Ce(A+BK ∗

1
T )t x(t) (22)

where γ̃ (t) = γ (t)−γ ∗ is the parameter estimation error, and

for κ(t) ∈ �16, γ ∗T , and γ T (t) ∈ �2×16, we have

κ(t) = [
xT (t) r T (t) gT (t)

]T

γ ∗T = [
K ∗

1 K ∗
2 ϕ∗

3

]
γ T (t) = [

K1(t) K2(t) ϕ3(t)
]
. (23)

As the exponential term in (22) decays to zero, the output

estimation error is rewritten as

e(t) = Gm(s)K 2
∗−1

〈
γ̃

T
κ
〉
(t), (24)

which is completely measurable.

In the next step, it is required to construct the estimation

error. In this regard, consider p(s) = 1
q(s) with q(s) = s2 +

q1s + q0 as an arbitrary stable polynomial. As a result, the

estimation error δ(t) is defined as

δ(t) = χm(s)p(s)〈e〉(t) + �(t)λ(t) (25)

where �(t) is the estimation of the high-frequency gain matrix

K H . Let �∗ be the nominal value of K H . As a result, the

estimation error of high-frequency gain matrix is defined as

�̃(t) = �(t) − �∗. In the following, let’s define λ(t) and σ(t)
as

λ(t) = γ T (t)σ (t) − p(s)〈u〉(t)
σ (t) = p(s)〈κ〉(t). (26)

Using (24), it is concluded that

δ(t) = �∗γ̃ (t)σ (t) + �̃(t)λ(t). (27)

It is observed that the estimation error δ(t), λ(t), and σ(t)
are all based on measurable signals.

Remark 3: Although the structure of the controller pro-

posed in (21) is linear, it is classified as a nonlinear controller.

The existence of time varying adaptive parameters K1(t),
K2(t), and K3(t) that are functions of system states and

measured errors, such as κ(t) and δ(t), makes the control

algorithm as well as the closed-loop system nonlinear.

E. Online Adaptation Rules

This section constructs the online adaptation rules required

to estimate the unknown parameters using measurable signals.

In this regard, it is assumed that K1(t), K2(t), and K3(t) are

unknown, so it is needed to identify them using measurable

signals. Let’s define �1 = �T
1 > 0 and �2 = �T

2 > 0 as

some arbitrary design parameters which are used to tune the

adaptation speed. Thus, the adaptive laws are written as

γ̇
T
(t) = −�1δ(t)σ T (t)

n2(t)

�̇(t) = −�2δ(t)λT (t)
n2(t)

(28)

where n2(t) = 1 + σ T (t)σ (t) + λT (t)λ(t).
Lemma 2: Using the online adaptation rules obtained

in (28), one can guarantee that γ (t), �(t) ∈ L∞ and
δ(t)
n(t) , γ̇ (t), �̇(t) ∈ L2 ∩ L∞.

Proof: Consider the energy function of

V (t) = 1

2

[
tr

(
K H γ̃

T
�−1

1 γ̃
)

+ tr
(
�̃

T
�−1

2 �̃
)]

. (29)

Let’s define K H = kh I for kh > 0. Considering the fact that

trace
(
x yT

) = xT y for two arbitrary vectors x, y ∈ �n , the

time derivative of the energy function is written as

V̇ (t) = −δT (t)δ(t)
n2(t)

≤ 0. (30)

As a result, one deduces that γ (t) ∈ L∞, �(t) ∈ L∞, δ(t)
n(t) ∈

L2 ∩ L∞, γ̇ (t) ∈ L2 ∩ L∞, and �̇(t) ∈ L2 ∩ L∞—thereby

concluding the proof.

Note: Given the length of complementary details regarding

the stability analysis and page limitations, more details can be

found in the 9th chapter of [43].

Remark 4: In summary, the main objective of the presented

MAR control algorithm is to conform the dynamical behavior

of the system (with unknown parameters) to an arbitrary

reference system. Considering designers’ priorities, it is first

required to select a dynamical model (usually a decoupled

system with fast dynamics). This model demonstrates the

desired dynamics that replace the original dynamics of IBR
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Fig. 3. Single-line diagram of the test microgrid.

units. Then, it is needed to form the online adaptation rules in

(28) using available measurements without tuning or obtaining

any control parameters through solving LMIs or any other

algebraic equation. All that is needed is to choose adaptation

gains that only affect the adaptation speed of the control

parameters [K1(t), K2(t), and K3(t)] to their nominal values.

The designed control system regulates the amplitude of IBRs

terminal voltages with a specific frequency; it also guarantees

the stability of all other state variables regardless of parameter

uncertainty and grid-side disturbances with prescribed perfor-

mance. As a result, the voltage and frequency stability of the

system is ensured as long as the designed control system has

a solid performance.

The proposed structure uses an online adaptation mecha-

nism to identify unknown parameters and then adapt control

parameters according to the physical characteristic of the

unknown system. In fact, unlike offline methods, which rely on

existing datasets to form a control structure, this method can

be applied to an IBR without the need for prior measured data

collection, so it uses posterior information for the adjustment.

Additionally, the online adaptation mechanism allows the

control system to adjust itself to possible changes in system

parameters in real time during different contingencies.

IV. SIMULATION RESULTS

This section verifies the proposed MAR algorithm through

carrying out simulations of the test microgrid system (see

Fig. 3) in MATLAB/SimPowerSystems environment. The

parameters of the system under study are presented in

Table I—which is just employed to simulate a test microgrid

system—otherwise, these parameters have “not” been used at

any stage of the controller design process. The electrical loads

are constant impedance type. The loads’ power varies with

the square of their terminal voltage magnitude. The control

algorithm used in this study does not rely on the loads’ types

and their characteristics; its performance does not depend on

them either. According to the dynamic model in (1) and (2),

IBRs’ output current is one of the state variables—which

includes the power losses and the currents supplying loads—

but there is no constraint on the type of loads they are feeding.

Fig. 4. Scenarios 1, 2, and 3 (Step Load Change, Short-Circuit Fault, and
Nonlinear Load Connection): IBRs #1’s and #2’s output (a) active power and
(b) reactive power.

Besides, it is worth noting that the proposed control scheme

is completely independent of the system’s size and topology

and the number of IBRs. As a result, it can be applied to

a microgrid with arbitrary size and physical topology. The

nominal frequency of the system is 60 Hz, and the voltage

reference is chosen to be V ref
od = 208

√
2 and V ref

oq = 0 for

all IBRs. GFM control methods or decentralized management

systems provide these reference values for the inner control

loop. The nominal dc voltage is set to V ref
DC = 900, and the

proportional gain is chosen to be KDC = 150. The reference

system is selected as any arbitrary stable 2×2 transfer function

matrix with η = 2. Therefore, the predetermined dynamics of

interest are chosen to be

Gm(s) =
⎡
⎢⎣

9900

(s + 90)(s + 110)
0

0
9900

(s + 90)(s + 110)

⎤
⎥⎦. (31)

Adaptation gains and the design filter are also chosen to

be �1 = �2 = 90 and q(s) = (s + 250)(s + 300), respec-

tively. It should be noted that the predetermined system’s

parameters (e.g., transfer function’s poles) can be arbitrar-

ily selected. Therefore, the closed-loop system’s speed and

performance can be tuned “without” changing the con-

troller’s gain, and hence increasing the closed-loop system’s

sensitivity.

The simulation studies are carried out through two different

scenarios. Besides, the performance of the proposed MAR

algorithm is compared with the robust control method in [18].

A. Scenario 1: Step Load Change
The first scenario deals with the system’s robustness against

a step load change. In this regard, the test microgrid system

starts its operation in islanded mode at t = 0 s. At t = 0.4 s,

Load 2 is increased by 50%, and at t = 0.6 s is decreased to

its nominal value. Fig. 4 (up to t = 0.8 s) shows Scenario 1

detailed above. Also, as Fig. 5 shows the voltage and current

signals, IBR #2 responds well to this disturbance, and its

output voltage remains in a stable region without having any

noticeable fluctuations.
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Fig. 5. Scenario 1 (Step Load Change): IBR #2’s instantaneous three-phase
(a) voltages and (b) currents.

Fig. 6. Scenario 2 (Short-Circuit Fault): IBR #2’s instantaneous three-phase
(a) voltages and (b) currents.

B. Scenario 2: Short-Circuit Fault

The objective of this case study is to evaluate the perfor-

mance of the proposed control method with respect to a sudden

short-circuit fault. In this regard, a single-phase short-circuit

fault (phase a) with a resistance of Rslg = 0.01� strikes Bus 4

at t = 0.8 s and is next cleared at t = 1 s. This event causes

some fluctuations in IBRs’ output currents. Nevertheless, the

output voltages show minor, negligible oscillations and remain

stable in response to this fault. Fig. 4 (from t = 0.8 s to

t = 1.2 s) shows active and reactive powers associated with

Scenario 2 detailed above.

Fig. 6 presents IBR #2’s responses. Its results show that after

a short transient, the output current of the unit converges to

its steady-state value. As expected, the tracking performance

of the output voltage is completely acceptable and shows the

robustness of the closed-loop system.

C. Scenario 3: Nonlinear Load Connection
In this scenario, the performance of the proposed control

scheme is evaluated by the connection of a 3-phase nonlinear

harmonic load, a six-pulse diode rectifier, to the test system.

To this end, a 3-phase nonlinear harmonic load with R =
40 � and L = 0.01 mH is connected to Bus 4 at t = 1.2 s

and then disconnected at t = 1.4 s. The responses of the

output voltage and current of IBR #2 are plotted in Fig. 7.

Additionally, the instantaneous voltages and currents of the

Fig. 7. Scenario 3 (Nonlinear Load Connection): IBR #2’s instantaneous
three-phase (a) voltages and (b) currents.

Fig. 8. Scenario 3 (Nonlinear Load Connection): Nonlinear load’s instanta-
neous three-phase (a) voltages and (b) currents.

nonlinear load can be seen in Fig. 8. The nonlinear load draws

a non-sinusoidal current that does not follow the characteristic

of its voltage waveform. Although nonlinear loads generate

harmonics intensively, the voltage regulation is well achieved,

and there is not any considerable fluctuation in response to the

connection of the nonlinear load.

Consequently, the proposed MAR method is able to guar-

antee a robust performance of the closed-loop system dur-

ing the scenarios mentioned above. In this regard, Fig. 10

shows the dq-components of IBRs’ output voltages. Also,

Figs. 4(a) and (b) shows the instantaneous active and reactive

powers of IBRs #1 and #2, respectively. According to the

IEEE recommendations, the maximum allowable voltage THD

is 5%. In this regard, Fig. 9(a) depicts IBR #2’s voltage THD,

for example. The results confirm that the voltage THD of

IBR #2 does not exceed its maximum threshold except for

transients. The voltage THD results affirm the robustness of

the designed control system against grid-side disturbances,

which is obtained through the online adaptation mechanism

to estimate the unmatched input disturbances. Also, the per-

formance of the proposed method in tracking the reference

signals can be investigated using the voltage tracking error

plotted in Fig. 9(b). Moreover, to examine the performance of

the proposed method from another perspective, the evaluation

of the IBRs trajectories (Vod , Voq , and also output tracking
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Fig. 9. Scenarios 1, 2, and 3 (Step Load Change, Short-Circuit Fault, and
Nonlinear Load Connection): (a) Voltage THD of IBR #2 and (b) the voltage
tracking errors of IBRs #1 and #2.

Fig. 10. Scenarios 1, 2, and 3 (Step Load Change, Short-Circuit Fault, and
Nonlinear Load Connection): Performance of the (a) d and (b) q components
of the output voltages.

Fig. 11. Trajectories of voltage tracking errors.

errors) are displayed in Figs. 11 and 12 for all the simulation

scenarios. They reveal that the output voltages’ dq-components

have practically reached their reference values (starting from

zero initial condition). As a result, the tracking errors have

converged to a bounded range around zero.

D. Comparisons With Results of Sliding Mode Control
For the last case of simulation studies, the performance of

the introduced method is compared with the presented control

Fig. 12. Output voltage trajectories of IBRs.

Fig. 13. Results produced by the controller in [18] for comparisons:
(a) Voltage tracking errors and (b) voltage THD of IBR #2—solid lines and
dash-dotted ones are associated with the proposed method and the method
in [18], respectively.

method in [18]. The authors in [18] have presented a robust

control structure for islanded ac microgrids using two cascaded

control loops. The inner loop in this method is based on an

integral sliding mode control. The outer loop uses a mixed

H2/H∞ controller. The design procedure of both control

loops requires knowledge of the system’s physical parameters.

In addition to being overly conservative, it is necessary to solve

LMIs to obtain the outer loop control parameters for different

operation conditions. Nevertheless, the proposed method does

not need any prior algebraic calculations. Indeed, it uses online

learning mechanisms to identify the physical parameters and

adjust the control system parameters.

In this regard, the performance of the algorithm selected

is compared with that of the proposed method using the

first scenario of the simulation studies. To this end, Load 2

encounters 50% and is then decreased at t = 0.3 s and

t = 0.5 s, respectively. Fig. 13 displays the tracking errors and

voltage THDs of both methods. As a result, it is concluded

that the proposed method has a solid tracking performance

and disturbance rejection capability compared with the chosen

robust method.

V. EXPERIMENTAL RESULTS

The test rig depicted in Fig. 14 is deployed to conduct

experimental examinations related to IBR #2 in the Sim-

ulation Results section. It is built by SEMIKRON intelli-

gent power modules using insulated gate bipolar transistors

(IGBTs) (based on “SKM 50 GB 123 D” modules). Besides,
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Fig. 14. Test rig used in the experiments and details of IBR—housed in the
Laboratory for Advanced Power and Energy Systems (LAPES) at Georgia
Southern University—where experiments have been conducted.

Fig. 15. Experimental results (with the 100 ms/div horizontal axis) associated
with simulation results related to IBR #2 shown in Figs. 4(a) and (b) (for
the time frame from t = 0.3 s to t = 1.0 s): (a) Load connection test in
which active power and reactive power are shown by traces in black and cyan
with 6.00 kW/div and 1.30 kvar/div (their “actual” pu values for active and
reaction power signals are noted in the left-bottom corner of the figures),
respectively; and (b) load disconnection test with the signal information
detailed in Fig. 15(a).

SEMIKRON “SKHI 21A (R)” gate drives and protection cir-

cuitry are employed to make the converter functional. Verivolt

“IsoBlock I-ST-1c”/“IsoBlock V-1c” current/voltage sensors

are hooked to digital inputs to measure the currents and

the voltages, respectively. dSPACE “MicroLabBox (MLBX)”

using a real-time processor and field-programmable gate arrays

(commonly known as FPGAs) and benefiting from PWM

signals (generated by digital inputs/outputs) connects the VSC

under test to the printed circuit boards of the measurement and

drive circuits.

Furthermore, all of the parameters of the setup deployed are

similar to those of simulations, as stated in Table I. Therefore,

Fig. 16. Experimental results (with the 40 ms/div horizontal axis) asso-
ciated with the simulation results related to IBR #2 shown in Fig. 5; load
connection test in which active power and reactive power are shown by
traces in magenta and lawn green with 84.85 V/div [(for the peak value)—or
equivalently 60 V/div (for the rms value)]—and 20 A/div (for the peak value),
respectively—their “actual” per unit (pu) values for voltage and current signals
are noted in the left-bottom corner of the figure.

the comparison between simulation and experiment results is

feasible. In this regard, Fig. 15 replicates the time frame from

t = 0.3 s to t = 1.0 s in Fig. 4, and Fig. 16 reproduces

Fig. 5. Comparing Fig. 15 with Fig. 4 and Fig. 16 with Fig. 5

reveals that simulations and experiments match well with

each other. The agreement on time responses demonstrated

in simulations and experimental results, which are altogether

consistent, reveal the effectiveness of the proposed control

methodology employed in IBR #2.

VI. CONCLUSION

A multivariable, adaptive, robust control method for the

islanded operation of ac microgrids has been proposed and

studied in this paper. The presented method provides a stable

and robust performance for autonomous microgrids and is

independent of microgrids’ load dynamics, size, and topology.

What is more, there is no need to know the nominal values

of the system’s physical parameters to design the controller.

Online adaptation and estimation mechanisms identify the

system’s physical parameters; the controller parameters are

tuned according to an arbitrary predetermined model of inter-

est chosen by the controller designer. Compared with other

control methods, the proposed strategy is less conservative;

unlike conventional robust algorithms, there is no need to do

any mathematical calculations or solve algebraic equations

to adjust the control parameters. The MAR controller has a

simple structure compared with high-order robust methods,

is less conservative, and, more importantly, does not need

to be re-tuned over time. Furthermore, it gives the system

operator a large degree of freedom to select an ideal dynamic

for the closed-loop system to imitate. The proposed control

strategy can be applied to the inner voltage controller of

GFM inverters for the reliable operation of isolated microgrids.

Finally, various comparative simulations and experiments have

been employed to verify the accuracy and validity of the

proposed method in response to different scenarios and distur-

bances. Future work includes employing an optimal criterion

for choosing adaptation gains to be addressed as the potential

development.
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