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Abstract—The power coupling of the virtual synchronous gen-
erator (VSG) in the grid-connected mode may aggravate power
oscillation because of a resistance-inductive line. In order to deal
with this issue, this research study proposes an adaptive and
optimal approach to controlling VSG via reinforcement learning
and adaptive dynamic programming (ADP). It derives the linear
and nonlinear hybrid equations of the VSG power considering
the case where the line impedance is uncertain. The nonlinear
part is a disturbance, and the linear ADP solves the optimal
feedback control and compensation controller, eliminating the
interaction between the active power and reactive power. Also,
the proposed method utilizes value iteration and is data-driven.
Thus, it does not rely on an initial stability control gain and an
accurate dynamic model during the learning process. Compara-
tive experiments reveal the effectiveness of the proposed method
and validate the practicability of the methodology introduced;
additionally, comparative simulations present the superiority of
the proposed method in power systems based on synchronous
generators.

Index Terms—Adaptive dynamic programming (ADP), cou-
pling between active power and reactive power, linear-quadratic
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I. INTRODUCTION

HE penetration rate of distributed renewable energy gen-
T eration in power systems has recently increased annually.
The grid-connected inverter converts dc energy to ac energy
from a source; it is also the core equipment for connecting
distributed power to power networks [1]-[3]. However, due
to the intermittency and randomness of the power system and
the grid connection of new energy generation, several grid-
connected power-electronic devices have almost no inertia and
damping characteristics. Consequently, they bring significant
challenges to the operation of the grid. Therefore, some
experts and scholars have put forward the virtual synchronous
generators (VSGs); see [4] and references therein.

A VSG also provides active and reactive droop control mod-
ules to support the power grid. Concurrently, by introducing
mechanical equations, the transient response characteristics of
the grid-connected converter are improved, thereby enhancing
the system’s inertia [S]-[7]. A VSG allows the grid-connected
inverter to have the steady-state characteristics of droop control
and simulates the dynamic frequency response characteristics
of a synchronous generator. Also, the droop control embedded
in VSG improves the antidisturbance capability of the system
and addresses underdamped and low-inertia problems [8].

The rotor oscillation characteristic of a synchronous gen-
erator is inevitably brought about by introducing inertia. In
order to suppress the VSG transient active power oscillation
without increasing the steady-state deviation, research has
been conducted into three major categories—as detailed in
this and the following two paragraphs. The first type is based
on the adaptive inertia damping method [9]-[12].

In [9], the expected inertia in the power-oscillation process
has been determined from the VSG power-angle curve; a bang-
bang-control-based strategy using alternating inertia has been
proposed in order to improve the system’s transient charac-
teristics. Nevertheless, this control method introduces unnec-
essary nonlinearity, which affects the system’s performance.
In [11] and the arXiv review work [10], the authors have
considered the influence of damping and proposed a control
strategy in which inertia and damping have been adaptively
altered. In [12], the authors determined different damping and
inertia according to various frequency errors and changes. This
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control method must detect all frequency changes, and the
control process is more complicated. Additionally, improper
selection of the frequency offset threshold leads to the so-
called “jitter” problem of the virtual inertia value in the
dynamic process, thus affecting the system’s stability.

The second type of control method introduces a control
link to improve the transient characteristics and ensure that
the inertia damping remains unchanged—unlike the adaptive
inertia damping method. In [13], the transient equivalent
damping has been improved by introducing a differential
link to achieve oscillation suppression. Still, the differential
method will cause a huge high-frequency interference prob-
lem, which is generally not used in engineering practice. In
[14], the authors have constructed a transient damping method
employing the band-pass damping algorithm; it leads to a
higher-order system—thereby quickly causing power shock,
triggering overcurrent protection, and endangering the reliable
operation of the system. Active disturbance rejection control
(ADRC) technology is applied to the VSG in [15]. However,
the ADRC is not applied to the power loop and cannot improve
the transient performance of the system. Model predictive
control (MPC) is utilized to design the controller to improve
the VSG frequency and voltage performance [16]. Still, the
MPC method requires several calculations and high real-time
performance of the system.

The third type of control method is to add a secondary
frequency controller. The secondary control frequency and
voltage recovery have been studied in [17], [18]. Still, in mi-
crogrid modeling, the dynamic characteristics of the LC filter,
local load, and distribution network are often ignored. In [19],
the active power-frequency response model is incorporated in
the secondary frequency control. In this method, distributed
generation and energy storage units are equivalent to an
inertial link with a time constant. Nevertheless, this method
is unsuitable because of the coupling between frequency and
power in a low-voltage microgrid.

Literature shows that conventional VSGs suffer from power
coupling, which needs to be tackled as effectively as possible.
Large inductance is usually introduced to reduce coupling.
This effort increases the line voltage drop and total cost. How-
ever, in low-voltage microgrids, the line impedance is resistive;
there is a significant coupling phenomenon associated with the
VSG power, which reduces the system’s stability and control
performance, thereby affecting the power quality [20], [21]. In
order to make the line inductive, an inductor can be placed in
series with the line. Nevertheless, this increases the process
complexity and the design cost. In [22], [23], the authors
added a virtual impedance to the control loop to maximize
the line inductance ratio. Although this method can effectively
eliminate the influence of an extensive line impedance ratio on
the power coupling, the approximate decoupling method can
only be achieved by relying on the assumption that “the power
angle is approximately zero.”

In [24], the decoupling current has been introduced in the
current loop to resolve the decoupling issue. Still, a significant
power disturbance will cause large current fluctuations and
impact the system’s stability. In [25], the traditional droop
control is introduced into coordinate transformation to adapt

to the coupling effect caused by a large impedance ratio.
Nonetheless, this method is very susceptible to the line
impedance ratio. Some researchers have proposed a power
decoupling method based on a compensation matrix; see [26].
In this approach, the reference voltage value is corrected by a
particular inverse matrix to counteract the inductive coupling
of the control equipment. However, this method is complex
and needs to be more intuitive. In [27], the authors have
considered the power angle and proposed a more accurate
power decoupling control strategy. In this methodology, the
VSG’s small signal model has been established near the
stable operating point to design the power decoupling strategy.
However, when the operating point is disturbed in an extensive
range, the control effect will be reduced. Another drawback of
the above research is that it requires an accurate mathematical
model of the system to design the control. In this regard,
it is noteworthy that developing approaches to designing
controllers for the systems whose models are unknown or not
needed is practically more attractive and suitable.

The authors of [28] have introduced a synchronous virtual
impedance to reduce the high line impedance ratio R/X.
Then the VSG small signal model is established to realize
power decoupling; this method requires the assumption that
the power angle is approximately zero, so there are solutions
better than the one proposed in [28]. As a result, it is not
the optimal solution. The authors of [29] have proposed using
current decoupling instead of power decoupling, thus requiring
to measure the current directly to decouple active and reactive
power. If this method is utilized, the system design will
become more complex.

In order to solve the power coupling problem under the
unknown system model, this study proposes a novel reinforce-
ment learning (RL) approach—see [30]—it also introduces
the adaptive dynamic programming (ADP) method to improve
VSG performance. The reason behind deploying the RL theory
is as follows. It describes and solves the problem based on
agents employing learning strategies to accomplish specific
goals or maximize returns while interacting with the environ-
ment. In actual application, RL has made relevant achieve-
ments, such as power and electronic system [31], vehicles [32],
and robotic manipulation [33]. The ADP algorithm synthesizes
and generates an adaptive and optimal control for dynamic
systems with unknown parameters [34]-[37]. In [37], [38],
the author uses the policy iteration (PI) method to implement
ADP; the PI method is easy to implement, and policy and
value can be updated at the same time. However, the PI method
requires an initial stability control gain; even if the system is
known, the initial stability control gain is not easy to obtain.
In contrast, the value iteration (VI) method does not rely on
the initial stability gain in the implementation of ADP [39].
Therefore, this study uses the VI method.

In [40], the authors applied the ADP approach to controlling
the VSG active power for the first time; this method has
achieved several good results. In [41], the authors studied the
optimal frequency control for the VSG via the ADP. Still, it is
based on the zero power angle—which is an approximation—
an inductive line impedance, and the simple linear equation of
the VSG. Herein, however, the VSG dynamics are represented
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by a combination of linear and nonlinear states. The linear
part obtains the optimal feedback gain through the ADP,
and the nonlinear part acts as a disturbance. Additionally,
a compensation controller eliminates the coupling between
the active power and reactive power (hereinafter referred to
“active and reactive power” for simplicity). In order to make a
comparison when the line is mainly resistive, different methods
of conventional VSGs, virtual impedance increase, and the
method proposed in [40] (under the virtual impedance increase
condition) are designed and simulated.

Compared with the state-of-the-art research on the theme
targeted in this paper [10], [26]-[29], [40], [42], [43], this
paper’s main novelties are as follows.

1) In [10], the authors have introduced an adaptive virtual
inertial control for VSG, which may cause parameter
jitter-related problems near the critical value. The pro-
posed method’s control parameters are not required to be
changed frequently. As a result, it has less sophistication
and no jitter-related problems.

2) In [26], [27], the authors have proposed a power de-
coupling method to reduce the coupling between active
and reactive power. Therein, their approach has been
based on replacing the original nonlinear model with
an approximate linear model, thus reducing the model’s
accuracy under a wide range of changes in the operating
point. However, the technique introduced herein consid-
ers the original VSG’s mathematical model and achieves
reasonably good results under a wide range of changes
in the operating point.

3) In [28], [40], the researchers have assumed an approx-
imate decoupling between active and reactive power—
considering that the power angle is zero—so this con-
sideration makes the problem under study specific.
However, in practical power networks, the power angle
cannot either be ignored or be approximated by zero.
The method proposed in this research eliminates the
above assumption that the power angle is zero. As a
result, the proposed solution is optimal for many cases—
not a particular case.

4) Compared with the review work of [29], the proposed
VSG control system does not require the direct mea-
surement of the current to decouple active and reactive
power, thus reducing the measurement sensors and their
associated costs.

5) Compared with [42], this paper presents a new reactive-
power-voltage loop that is entirely identical to the active-
power-frequency loop—thus simplifying the selection of
parameters.

6) In [43], the authors have proposed a VSG control
algorithm based on the linear-quadratic regulator (LQR).
This method requires approximate linearization and ac-
curate known parameters. The methodology proposed in
this paper is based on a data-driven and optimal control,
so it does not require a precise mathematical model of
the system to synthesize the optimal VSG controller.

Consequently, according to the state-of-the-art scholarly
work reviewed in this paper, the contributions of this study

can be summarized as follows.

1) Firstly, this paper designs a VSG decoupling control
method based on ADP control for the first time. Physical
analysis of the nature of power coupling has promoted
the understanding and development of VSG technology.

2) Secondly, the method proposed in this article relaxes
the zero power angle restriction discussed above, so it
applies to more general situations.

3) Thirdly, this paper designs a new reactive voltage loop
control loop, which is symmetric to the active frequency
loop, thereby simplifying the parameter design.

4) Ultimately, the method proposed in this article is data-
driven and does not rely on exact mathematical models.

The rest of this paper is organized as follows. Section II in-
troduces the problems of conventionally controlled VSGs. Sec-
tion III introduces the VSG improvement process in detail and
deduces the design for the compensation controller. Section IV
details the LQR problem and the ADP approach using the VI
algorithm to find the optimal feedback gains for the unknown
dynamic model of a VSG recursively. Section V presents
the experiments conducted in order to display comparative
results (compared with other traditional VSG control methods)
and reveal the practicality and feasible implementation of the
proposed method. Section VI concludes this paper’s outcomes,
findings, and contributions to the field under investigation.

Notations. In this paper, the following notations are defined.

1
VCCS(P) = [p1172p125 o azpmfl,nﬂpmm]T S Rim(m+l)a
T . T 1T
VCC(Y) = [yl y Y2t 7ym] € Rmnv
1
veev(v) = [v%,vlvz,--- ,vlvn,v%,vz\q, e ,v,,,lvn,vﬁ]T S RZ"("H),

and
vec(ABC) = (CT ®A)vec(B) € R™

where ® indicates the Kronecker product operator. P € R"™*™,
YeRP" yeR", Ac R BeR™4 and C € R,

II. PROBLEMS WITH CONVENTIONAL VSG
A. Algorithm of Conventional VSG

Figure 1 displays the topology and control block diagram
of a conventional VSG. V. is the dc-side voltage; I, is the
grid current respectively; Vs and V, are the converter output
voltage (also the VSG output voltage) and the grid voltage
respectively; Lr, Ry and Lg, R, are the inverter side and line
impedances, respectively; C is the filter capacitor.

The VSG algorithm module includes an active power loop
(APL) and reactive power loop (RPL). This module comes
up with the amplitude and phase angle of the inverter output
voltage through active-frequency and reactive-voltage control.
The VSG control is expressed by

§=0-a,
Jp® = Pt — P —Dp(0 — @,)

. (1)
Vs = Vg + (Kp + Sl> (Qref - Qe)

where Pr and Q. are the input reference power; P. and
Q. denote the output power; 0 is the power angle; @ and

Authorized licensed use limited to: Georgia Southern University. Downloaded on August 23,2023 at 15:28:23 UTC from IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Industrial Electronics. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TIE.2023.3279564

IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

Fig. 1. Topology and control block diagram of conventional VSG.

@, are the output angular frequency and reference angular
frequency (grid angular frequency), respectively; J, and D), are
the virtual inertia and droop coefficients of APL, respectively;
K, and K; are the reactive power adjustment factor of RPL,
respectively.

B. Oscillation Analysis of Conventional VSG

The power calculation method is expressed by
{ Pe = 1.5V,Vycos( — 8) /Ziine — 1.5V 08 &/ Ziine

. . (2)
Qe = 1.5V, Vysin(ot — 8) / Ziine — I.Sng sin & /Zjine

where Zjine = ,/Ré—i—(a)ng)z (shown in Fig. 1), and a =

arctan(w,L, /R, ); see [23]. Hereinafter, Zji £ 7 for ease of
reference in the upcoming equations.

The equivalent impedance of power transmission and dis-
tribution lines exhibits different characteristics; the resistance
angle o of the line varies between 0° and 90°. The power
angle is relatively small, it can approximately be considered
sind ~ & and cosd ~ 1. The VSG active and reactive power
are expressed by

P.=1.5V,V,6/Z, and Q. = 1.5V, (V, —V,)/Z. 3)

Equation (3) reveals the VSG active and reactive power are
decoupled, enabling their control by changing the frequency
and amplitude, respectively.

When the resistive component of the line impedance cannot
be ignored, (2) shows that the VSG active and reactive
power are related to the power angle and voltage amplitude,
and a strong coupling relationship exists. When the system
fluctuates, the system small-signal model is expressed by

AP, = m,s A8 +myy, AVy and AQe = m,sAS +myy,AVy  (4)

where my,s = 1.5V,Vgsin(a — 6,)/Z, myy, =
1.5V,cos(a — 0,)/Z, mys = —1.5V,Vy,cos(a — 6,)/Z,
and mgy, = 1.5V,sin(a — 8,)/Z. AP. and AQ. are the
variations of the VSG active and reactive power, respectively.

Vio and 0, are the steady-state operating point of the output
voltage and power angle, respectively. Equation (4) reveals
that the change in one power will cause the change in the
other. As a result, the mutual coupling will increase the risk
of oscillations and overcurrent in the system.

C. Influence of Grid Frequency Fluctuation in Power

A change in the frequency will cause a variation in the
power angle, leading to an oscillation of active and reac-
tive power. Assuming that the grid frequency deviation is
Aw, = Wg — ., from (1) and (4), transfer functions of active
power/frequency and reactive power/frequency are found as

AP. Dym,s Jpmpss® +Dpmyss AV
Aw, :_J,,52+D,,s+mp3 Jps? 4+ Dps +mys T% 5)
AQ. _ Mys (Aw — Aa)g)
Aw,  Awg[(myv,kp, +1)s+mgyk;]
Consequently, the following conclusion can be drawn.
}E‘.l AP. = —D,Aw, and }E‘.l AQe =0, (6)

III. IMPROVED VSG CONTROL
A. Differential Equations of VSG

The conventional VSG ignores the line impedance influence
and approximates active and reactive power coupling. Thus, an
inevitable coupling between active and reactive power exists
in the actual process. As a result, when the power changes,
the conventional VSG produces larger oscillations.

This paper first redefines the VSG control scheme as

. V. .
8= A0~ A0, AD =1, = Ad.Ad = uy. 7)

N

The time derivatives of P, and Q. from (2) are as
P. = (Qc +a) (Aw— Aw,) + (P. +b) Ad, and
Qe = — (Pe+b) (A® — Awy) + (Qe +a) Ad
where a = 1.5Vg2 sinot/Z and b = 1.5Vg2 cosa/Z.

(®)
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P, (k1 ko] & [ks, k4l
Aw—> ADP obtained by Algorithm 2
AQC;: — u,; & u, described in (17)

Fig. 2. Detailed diagram of the proposed method.

Now, assuming x = [ . Aw Q. Ad ]T, the VSG’s
nonlinear dynamics in the state-space representation are ex-
pressed by (9) and (10).

X1 =axy +bxs+ fi
Xo =uy
X3 = —bxr+axs+ f>

X4 = U

€))

where fi £ xix +x3xy and f> £ X3X4 — X1Xp are nonlinear
terms.

Obviously, the APL and RPL loops are entirely identical.
Now, the APL dynamics are

Xp =Apxp+Bpuy +Dpvy +Hp fi
X | xa 10 a
wherexp—[xz],vp—[0],AP—{O 0],

e[t [ 1]

B. Proposed Controller Design for VSG

For the APL and RPL parts, the controller is described as
uy = —ki (Pe — Pret) —k2A@ + ity = iy + 1y

{Mz = —k3(Qc — Orer) — kaAd + ity = il + ity

Then, the second-order transfer functions for the active and
reactive power are obtained and expressed in (12) and (13).

$2P, = —aky (P. — Pret) — ko (P, — bAd — f1) + aii;

(10)

Y

R (12)
+b(ly + i) + sf1,
and
52Qe = —ak3(Qe — Qref) +aity — b(iy + 1) +5f2 (13)
— ks (5Qe + b(A® — Aw,) — f2).
Then, one has
ak1
P=———— P
T 24 kys+ak ref
iy (14)
aity + bty + bty + ko (bAd + f1) + sfi
_|_ 9
52 + kps + aky

and
B aks aity — bity
Qe = 52+ kas + aks Orer 52 +kas + aks
5 (15)
—biy +ka(—b(A® — Aay) + f2) +5f2
+ 3 .
8%+ kys + aks

In order to eliminate the coupling between the active and

reactive power, the following relationship must be satisfied.
ail] + bity + ity =0, and aitir — bity + it = 0. (16)

Consequently, the compensation controllers for the APL and
RPL are

_ —aiiy + biip _ —biiy — ailp
u :W, and MQZW (17)
The improved VSG control is expressed by
0= [ (0—a,)dt
/ (@) , (18)
»= kl (Pref*Pe) 7]{2(60 - (J)(,) + 1y
and
V. — o) Addt
e (19)

Ad = k3(Qref — Q) — kaAd + il

Equation (19) reveals the new realization method for the
reactive-power-voltage loop as one of the contributions of this
paper pointed out in the introduction section. Finally, Fig. 2
depicts the control block diagram of the method proposed in
this paper. The control parameters ki, ks, k3, and k4 can be
obtained in Section IV.

IV. ADP-BASED VSG CONTROL ALGORITHM
A. Problem Description and LQOR
Consider the VSG hybrid equation described as

{cherBquDerHf

_ (20)
u=—KAx+ii

where x e R", u e R", veR”, f € RY, A € R"", B R,
D e R"™4 and K € R™*",

The control objective is that Problem 1 synthesizes the
optimal feedback gain K.

Problem 1.

u

min /, +w(Ax(r)T(Q+KT1e1<)Ax(r))dr @

subject to (20)
where Q = QT >0, R=R" >0, and (A,\/Q) is observable.

Equation (22) finds the feedback gain, as Problem 1 is an

LQR problem.
K=R'B'P (22)

where P = PT > 0 is a positive definite matrix and the unique
solution to the following Lyapunov equation.

ATP+PA+Q—-PBR'B"P=0. (23)
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Algorithm 1 Value Iteration Algorithm

Algorithm 2 Adaptive and Optimal Controller Design

Initialization: Choose Py =P >0, j,q+ 0, and 7 > 0.
Value Evaluation: Solve for P;| using

Piy1=Pi+¢/(ATPi+PA+Q—P;BR'B"P)). (25)
If Pj+1 ¢ Bq, then, Pj+1 — Py, g+ q+1, else if ‘Pj+1 —
Pj|/€j < T then return P; = P* and go to Policy Improve-
ment. else P; | < Pj.y, end if k < k+ 1 and go to Value
Evaluation.

Policy Improvement: Update the feedback gain matrix by

K*=R'BTpP*. (26)

The ball of B, and the step size of €; (see [39]) are defined
as

quBq-‘rla qua

oo oo
Zej = +oo, and Zejz < oo,
=0 =0

lim B, =P
qﬂ}c q +

(24)
i > 0,

B. ADP Approach Using the VI Algorithm

First, define u = ug, in which uy can be chosen as any
initializing control policy. Next, the system in (20) can be
rewritten as

X=Ax+Buy+Dv+Hf. 27
Next, taking the time derivative of xTij results in
d
ExTij =x"Qx+2ul RKjx+2v" D" Pix + 2fTH Pix  (28)
where Q; = ATPj +PjA, and RK; = BTPj.
During the period of [r,7+ 8t], (28) is rewritten as
t+6t 1+t
X pjx|i+e! :/ xTijd’L'+2/ ul RK ;xdt
t t
1461 1+t 29
+2 / vIDT Pixdt +2 fTH" Pixdr.
t t

Considering fo <t} <t --- < t,, the following matrices are

defined.
— T
L= / veev(x / vecv(x } ,
: o
r 1 T
Ix,uo = / X® RupdT, - / X ® Rugdt :| ,
L J1o
r 1 g T
Ly, = / x®@vdt, - ,/ x®vdt } ,
’ - fo L1
r 1 ts T
L= / x®fdr,~~-,/ x® fdt } , and
L Jio [
Tov=[ veev(x) |1, veev(x) |2, }T,

Then, (29) represents a linear matrix equation form ex-
pressed by

Y;®; =T vecs(Pj) (30)

Initialization: Choose Py = POT > 0, initial control strategy
uo(t) j,g«0,and >0

Data Collection: Collect online data: Iy, Iiuy, Ly f, Iry and
| )

Solve for Q; and K; using (32). Then solve for P;; using:

=P;j+¢(Qj+Q—K] RK;). (33)

If Pj+1 ¢ Bq, then Pj+| — Py, g+ q+1, else if |Pj+1 —
Pj|/8j < 7, then Pj in* and Kj :Kj*.

Pji1

where @; = [vecs(Q;)T, vec(K;)T,vec(DT P;)T ,vec(HT P;)T1T,
and W= [ Ly 2Ly, 2Ly 2Ly |

Matrix ¥; is required to be a full rank matrix to ensure that
the linear equation (30) has a unique solution, as detailed in
31).

1
rank(¥;) = nn+1) +mn+wn—+ gn. 31
The unique solution to (30) under (31) is
-1
;= (PIW;)  Wi.vecs(P;). (32)

Lemma 1. While ensuring the algorithm convergence, the
solution to (23) can be approximated considering {P;} and
{K;} detailed in Algorithm 1 and Algorithm 2. Consequently,
lim; .. P = Pj+ and lim; .. K; = K+ are concluded [39].

Assuming Pj = Pi1j  Pi12j } 0 = { qi1j  4q12j } and
P12j  P22j q12j  422j
(DTP)T = [ fjllj , the following is derived and concluded.
2j
ATP/'+P/'A: |: 0 apiij :| :Qf’ and
T api1j 2apiaj : (34)
bp1ij dyj
D'p)" = I
(D°F)) [ bp12j daj
By (34), the system parameters a and b are described as
=7 and p= L (35)
Pi1j Pi1j

C. Rigorous Stability Analysis of Proposed VSG Control

This subsection elaborates on the rigorous stability and
convergence of the proposed VSG control via the following
subsubsection detailing Theorems 2 and 1.

1) ADP Convergence of the Proposed ADP-Based VSG
Control:

Theorem 1. The equations lim;_,.. P; = Pj+ and lim; . K; =
K« are valid, provided that (31) is satzsﬁed As a result, the
convergence of {P;} and {K;} is guaranteed according to
Algorithm 2.

Proof. The unique solution (Q;,K;) for (32) will exist, pro-
vided that (31) is satisfied. Value Evaluation in Algorithm 2 is
able to determine Pj,; and P;j,; uniquely; they are equivalent
to the ones in Algorithm 1. Lemma 1 proves the conver-
gences of {P;} and {K;}. The Theorem 1 proof is now
completed. O
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2) Stability of the Proposed ADP-Based VSG Control:

Theorem 2. Through the ADP algorithm proposed in this
paper, the controller u = —K;‘x—i—b’t is able to make the error
convergence to O—i.e., lim;_,c AP = 0.

Proof. The closed-loop dynamics of system (20) under u =
—K;-‘x+12 is expressed as

Ax = (A—BK;)Ax (36)

where Ax = [AP,A®]. Now, a Lyapunov function can be
defined as

V(x) = Ax" P Ax, (37)

where P} is the solution to the Lyapunov equation (23). Thus,
the time derivative of V(x) is
V(x) = A" P; Ax+ Ax" P Ax
= Ax" ((A—BK;)"P; + P;(A— BK}))Ax
= —Ax" (Q+K;"RK; )Ax.

(38)

Since Q and R are both positive definite symmetric matrices,
one obtains (39).

V(x) <0. (39)

Based on (39), Ax =0 if and only if the equal sign in (39) is
true. According to the Lyapunov stability theorem, the equilib-
rium state Ax is uniformly asymptotically stable. As a result,
one will conclude that lim; .. Ax =0 and lim; e P = Pres. [

3) Performance of the Proposed ADP-Based VSG Control:
Through the ADP algorithm, A — BK; is a Hurwitz (or Routh-
Hurwitz) matrix. Assuming K; = [ ki k2 |, one reaches
(40).

s x I — (A — BK;)| = s* + 2E @5 + 0} (40)
where I, is the identity matrix of size 2 (i.e., the 2 X 2 square
matrix with ones on the main diagonal and zeros elsewhere)
, = +/ak, and & =k, /2+/ak; . The two characteristic roots

of (40) are
ks ,/|k§—4ak1\
4 .

Sjp=——+ —7-—"7—I.

> > 41)

Now, assuming Q = [ 0

a 2 } and R = r, one obtains (42)

using (23).
ki = \/E and ky = | /2a\/? (42)
r r
As a result, (41) can be rewritten as
1 1
s12=—=1/2ay /L4 =/ 2a,/22i. (43)
’ 2 r 2 r

If appropriate weight matrices of Q and R are selected,
the VSG system will achieve a satisfactory performance with
rigorous stable. Additionally, the ADP algorithm obtains the

5
=4t
=
53
2 LI
&y —q/r=10"°
2 / — q/r=5x10"°
St —qg/r=10"°
< — q/r=5x10"

r=>X
0 q
(a)

15 1

q/r=10"°
—q/r=5x10"°
—q/r=10"
—g/r=5x10"

Reactive Power (kvar)
(=]
19}

(b)
Fig. 3. Time response of the proposed ADP-based VSG control under
different control parameters: (a) Active power with the vertical axis
of 1 kW/div and the horizontal axis of 1 s/div and (b) reactive power
with the vertical axis of 0.5 kvar/div and the horizontal axis of 1
s/div.

damping ratio expressed in (44), thus conforming to the
optimal damping ratio of the second-order system (see [44]).

ko V2

= 2aky 2

Based on the parameters of the test rig elaborated in Sub-
section V-A in the following section, power response curves
under different control parameters are captured and displayed
in Fig. 3—which reveals that the larger the 4, the faster the
response time. In addition, different control parameters will
not affect the damping ratio of the system. Figure 3 reveals
that in the method proposed in this paper, modifying different
weights will improve the response speed and configure any
reasonable dynamics of interest accordingly. Therefore, any
reasonably appropriate time constant and interested time re-
sponse required for controlling active and reactive power in
power systems will be achieved.

(44)

V. EXPERIMENTS AND SIMULATIONS

Subsection V-A in this section presents the results of the
experiments conducted on a VSG connected to a grid made by
voltage sources shown in Fig 1. Also, Subsection V-B depicts
the simulation results of a VSG connected to power systems
based on synchronous generators (SGs). In both subsections,
Method 1, Method 2, Method 3, and Method 4 represent
the conventional VSG methodology, the virtual impedance
increase approach (see [40], [45] for details), the method pro-
posed in [40] (under the virtual impedance increase condition),
and the method introduced in this paper, respectively.

A. Experimental Results of A VSG Connected to A Grid Based
on Voltage Sources

The test rig depicted in Fig. 4 has been utilized to conduct
experimental examinations related to the VSC simulated in this
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AC-Side Grid
Filter | Impedance
L3 >

Intelligent Power Module “MicroLabBox (MLBX)”
from SEMIKRON
4

Linear Power Amplifier

from dSPACE from Spitzenberger & Spies
4

Fig. 4. Test rig employed in the experiments conducted in the
Laboratory for Advanced Power and Energy Systems (LAPES) at
Georgia Southern University—where the test rig has been housed.
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8 [
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. //
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Fig. 5. Convergence of optimal feedback gain K; during the learning
process.

Feedback gain | \K j ‘ |
~

section. It is based on the “SKM 50 GB 123 D” intelligent
insulated gate bipolar transistor (also known as IGBT) power
modules manufactured by the SEMIKRON company. Besides,
SEMIKRON “SKHI 21A (R)” gate drives and protection
circuitry are employed to make the converter functional. The
Verivolt “IsoBlock I-ST-1c¢”/“TsoBlock V-1c¢” current/voltage
sensors have been hooked to digital inputs to measure the cur-
rents and the voltages, respectively. dSPACE “MicroLabBox
(MLBX)” using a real-time processor, field-programmable
gate arrays, and different inputs/outputs channels connects the
VSC under test to the measurement and drive circuitry. The
VSG mentioned above has the parameters of Vpc = 500 V,
Ly=4mH, Ry =0.056 Q, C =50 puF, and ® = 314.159 rad/s
and is connected to the Spitzenberger & Spies power amplifiers
(APS types) emulating the grid shown in the upper part of Fig.
1.

Fig. 5 illustrates the convergence of the optimal feedback
gain K; via Algorithm 2. The results show that the feedback
gain obtained in Algorithm 2 can be equivalent to the optimal
feedback gain after 90 iterations. Now that the proposed
method has been entirely synthesized, the experiments are
conducted on different test cases elaborated below. The ex-
perimental results show the outcome of Methods 1-4.

Koo = [ 0.0032 8.5451 |. (45)

—
=

Active Power (kW)
(]
Reactive Power (kvar)
(5]

-

—— Method 1
——Method 2

——Method 1
——Method 2

—— Method 3 0 +‘ —— Method 3
—— Method 4 —— Method 4
0
(a) (b)
50,02 2 400 pomnmce
E = ——Method 2
= = ——Method 3
>, 50 = 380 |—Method 4
& =
) =]
5.49.98 | Method 1 <360
g ——Method 2 o
fut ——Method 3 o
= ——Method 4 &
49.96 : S 340
(©) - (d)

Fig. 6. Comparative experimental results associated with Test Case I
for different control methods: (a) active power, (b) reactive power, (c)
frequency, and (d) voltage amplitude—vertical axes of Figs. 6(a)—(d)
display the unit per division of each with the horizontal axis of 5
s/div for all.

1) Test Case I (Changes in Power Command): The initial
power set points are P =4 kW and Q. = 0 kVar. After 5 s,
the active power changes to P = 6 kW, and after another 5 s,
the reactive power changes to Q.r = 2 kVar. Figure 6 depicts
the relevant experimental results, as discussed in Test Case I.

When the active power changes, the following results are
captured. Method 1 shows a noticeable overshoot and oscil-
lations. Method 2 effectively reduces the fluctuations in the
form of undershoots and overshoots. Method 3 eliminates
the system’s oscillation but results in a slow response time.
Method 4 eliminates the oscillation and has a fast response
time. When the reactive power abruptly changes, because
the reactive power directly controls the voltage, the voltage
abruptly changes, so the active power also changes. Thus, Figs.
6 (a) and (d) display that the output active power and voltage
of Methods 1, 2, and 3 have large overshoots after a sudden
change in the reactive power. The output active power of
Method 4 remains unchanged, and the output voltage steadily
increases.

2) Test Case Il (Changes in Grid Frequency): The initial
power points are Pef =4 kW and Qs = 0 kVar. After 5 s, the
grid frequency is reduced by 0.05 Hz for 5 s. The relevant
experimental results are shown in Fig. 7. When the grid
frequency changes, the outputs of Methods 1 and 2 make
certain oscillations. Method 3 has no oscillation but has a large
steady-state deviation. The output active power and voltage of
Method 4 increase steadily with satisfactory performance.

The effectiveness of the method proposed herein is also
verified and simulated under different frequency changes.
Therefore, this paper provides the experimental results un-
der various frequency deviations (Af =+0.05 Hz, £0.1 Hz,
40.15 Hz, and £0.2 Hz), and Fig. 8 shows the relevant
experiment outcomes. Considering the experimental results,
the greater the frequency deviation, the greater the overshoot
of the output active and reactive power. Still, the maximum
reactive power does not exceed +1 kvar, and the active power
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Fig. 7. Comparative experimental results associated with Test Case
II for different control methods: (a) Active power, (b) reactive power,
(c) frequency, and (d) voltage amplitude—vertical axes of Figs. 7(a)—
(d) display the unit per division of each with the horizontal axis of
5 s/div for all.
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Fig. 8. Comparative experimental results associated with Test Case
II for Method 4 under various frequency deviations: (a) Active and
reactive power and (b) frequency—vertical axes of Figs. 8(a) and (b)
display the unit per division of each with the horizontal axis of 2
s/div for both.

deviation remains stable.

3) Test Case Il (Changes in Resistance-to-Inductance Ra-
tio and Weight Matrix): In order to verify the ADP algo-
rithm’s effectiveness, experiments are conducted under differ-
ent resistance-to-inductance ratio (m £ R, / w,Le=1, 2, 3, and
4); Fig. 9 shows the results. As the resistance-to-inductance
ratios increases, the correlation between the active power and
the frequency decreases; nevertheless, the correlation between
the reactive power and the frequency increases. When the
active power changes, the greater the resistance-to-inductance
ratio of the line, the slower the response and the smaller
the frequency change. When the reactive power changes, the
greater the resistance-to-inductance ratio of the line, the slower
the response and the greater the frequency change.

For different weight matrices, i.e., Q = 107°%x b, 5% 107 x
b, 1075 x I, and 5 x 107 x I, the relevant experimental
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Fig. 9. Comparative echerirnental results associated with Test Case
III for Method 4 under different m values (m = Rg/wgLy): (a) Active
power, (b) reactive power, (c¢) frequency, and (d) voltage amplitude—
vertical axes of Figs. 9(a)—(d) display the unit per division of each

(d)

with the horizontal axis of 1 s/div for all.
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Fig. 10. Comparative experimental results associated with Test Case
III for Method 4 under different “Q”’s: (a) Active power, (b) reactive
power, (c) frequency, and (d) voltage amplitude—vertical axes of
Figs. 10(a)—(d) display the unit per division of each with the hori-
zontal axis of 1 s/div for all.

results are shown in Fig. 10. As the weight matrix Q increases,
the real part of the eigenvalue decreases [see (43)], thus
speeding up the response time. Additionally, because the
power angle remains the same, the faster the response, the
larger the frequency overshoot. Finally, Fig. 11 displays Phase
A of the voltage and current waveforms associated with one of
the Test Case III scenarios, i.e., for m=1, just as an example.

B. Simulation Results of A VSG Connected to A Grid Based
on Synchronous Generators

In order to verify whether the algorithm proposed in this
article is able to typically work in power systems with
synchronous generators (SGs), this subsection simulates the
voltages of a grid made by an actual SG, thus effectively
emulating SG-enabled power systems. Two cases of large
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Fig. 11. Experimental results for m = Ry/wgLe=1: (a) Reactive
power (Ch #1: 2 kvar/div), active power (Ch #2: 2 kW/div), voltage
amplitude (Ch #3: 136 V/div), and frequency signal’s ac component,
i.e., deviation from 50 Hz (Ch #4: 0.02 Hz/div) all with horizontal
axis of 1 s/div; (b) voltage waveform (Ch #1: 68 V/div), current
waveform (Ch #2: 18 A/div), voltage amplitude (Ch #3: 136 V/div)
all with horizontal axis of 1 s/div; (c) information of vertical axes
are similar to those in Fig 11(b) but all with horizontal axis of 40
ms/div; and (d) information of vertical and horizontal axes are similar
to those in Fig 11(c).

and small power systems are simulated; they include two
SGs with two various nominal power/nominal voltage of 200
and 0.5 MVA/400 and 13500 V (with relevant connecting
transformers), and those SGs have the inertia coefficient of
H = 0.6 s and the internal impedances of R = 0.0036 per unit
(pu) and X = 0.16 pu. Figures 12 and 13 present simulation
results associated with different control methods for SGs with
two nominal power values to be able to emulate practical SG-
enabled power systems effectively.
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Fig. 12. Comparative simulation results associated with different
control methods for a 200-MVA, 13800-V SG: (a) active power, (b)
reactive power, (c) frequency, and (d) voltage amplitude.
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Fig. 13. Comparative simulation results associated with different
control methods under a 0.5-MVA, 400-V SG: (a) active power, (b)
reactive power, (c) frequency, and (d) voltage amplitude.

VI. CONCLUSION

This study has proposed an improved VSG control based
on ADP. Also, it has relaxed the conditions where the line
impedance is inductive and the power angle is approximately
zero. Furthermore, this study has addressed the coupling
between the active and reactive power by regarding the
model’s nonlinear dynamics as disturbances and synthesizing
the optimal feedback control and compensation controller via
the linear ADP method. It has also eliminated the influence
of frequency fluctuation. The proposed model-free method
has been compared to the conventional VSG control method.
The comparative experimental results herein have shown that
the designed control has reduced the system’s oscillation,
decreased the coupling between the active and reactive power,
and improved the overall control performance when the
impedance of the connecting line is not purely inductive
and when the system parameters are unknown. Furthermore,
according to the experiments conducted, the proposed ADP
control has displayed improvements in performance and ef-
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fects in case of power grid frequency fluctuation in power
grid voltage.
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