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Abstract—This paper investigates the impact of potential
state-dependent false data injection cyber-attacks on frequency
synchronization and active power management in islanded ac
microgrids. One potential way of affecting microgrid reliability
is by forcing a generation outage. Thus, the attacker could
potentially aim to desynchronize inverter-based resources in
microgrids by manipulating their frequency with malicious
injections. The attack signals are injected to manipulate
control input channels, sensor nodes, reference values, and
the information exchanged through communication networks.
In order to mitigate the adverse impacts of such cyber-
attacks, firstly, the conventional distributed consensus-based
secondary control approach is modified and complemented in
the presence of cyber-attacks. Secondly, a resilient cooperative
distributed secondary control scheme is proposed by utilizing
the concept of a virtual layer interconnected with the main
network layer. Thirdly, theoretical stability, resilience analysis,
and design considerations of interconnection matrices are also
provided. Finally, simulations through MATLAB/Simulink and
experimental results are presented in order to illustrate the robust
performance of the proposed control scheme.

Index Terms—False data injection (FDI), inverter-based
resources (IBRs), islanded ac microgrids, resilient active
power-sharing, resilient cooperative control, resilient frequency
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NOMENCLATURE

A. IBRs’ Variables
vni , wn

i Voltage and frequency of each IBR

provided for the internal control loops.

vodi Direct components of the output voltage

of each IBR.

ωi, Pi, Qi Frequency, active power and reactive

power of each IBR.

ωref Reference frequency value.

mP
i , nQ

i Active power and reactive power droop

coefficients of each IBR.

uω
i Auxiliary frequency inputs of each IBR.

B. Control Parameters
cω Positive coupling gain.

β Positive control parameter.

K, H, M , D Interconnection matrices.

C. Attack Parameters
δSi , δ0i FDI cyber-attacks on the i-th IBR’s

sensors and reference frequency.

δCi , δai FDI cyber-attacks on the i-th IBR’s

transmitted data and actuators.

α Bounded weight gain used for attacks on

sensors and the reference frequency.

I. INTRODUCTION

M Icrogrids have the capability of operating in

grid-connected and islanded modes. Even though

microgrids’ stability can be achieved through well-designed

control algorithms in the grid-connected mode, the islanded

mode of operation in microgrids is more intensely vulnerable

to any disturbances, such as load changes [1]. Control

objectives for the islanded mode of ac microgrids are

commonly performed hierarchically, consisting of primary,

secondary, and tertiary levels [2]. In order to improve the

reliability, scalability, and sparseness of communication

networks in microgrids, distributed control methodologies

are preferred at the secondary level of microgrids based

on inverter-based resources (IBRs); for example, see [3].

However, the vulnerability of microgrids to cyber-attacks

will be rather increased due to insufficient global information
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in distributed cyber topologies [4]. According to [5] and

[6], cyber-attacks in control systems can generally be in the

form of replay, denial-of-service and false data injection
(FDI) attacks, influencing sensor readings, control input

channels, and communication networks. This study focuses

on the so-called FDI attacks, which are low visible to attack

detectors and high risk rather than the other categories.

The significant research on cyber-security in the control

layers of microgrids has mainly focused on (i) attack detection

methods and (ii) resilient control strategies. The first group

primarily investigates the identification of adversarial agents

and, afterward, the use of intelligent algorithms to isolate

the compromised IBRs. For frequency synchronization in

microgrids, the authors in [7] employed a confidence factor

to identify only constant-valued FDI attacks and exclude the

corrupted IBRs. Also, a cyber-attack resilient control strategy

for islanded microgrids was suggested in [8] to provide

timely detection and isolation of malicious transmitted data

and local controllers in a distributed fashion. The authors in

[9] have discussed the conditions where a skilled attacker

can be successful and also derive equations to determine

the threshold for the proposed FDI attack detection strategy.

However, the drawback of detection methods is that they can

identify the compromised IBRs as long as the communication

network is highly sparse. Since the FDI attack detection

significantly relies on graph-related theoretical methods, the

detection method will fail if the neighbors of the targeted unit

are all under attack [10], [11]. Moreover, the removal of a unit

might potentially cause stability issues as the (graph) topology

changes. It can also be shown that well-planned FDI attacks

are capable of bypassing the existing attack identification

observers [12]. Recent literature has effectively investigated

the destructive effects and detection problems of stealthy

FDI attacks in networked control systems—see [13], [14]—

where the measurement and control data are modified before

transmission. Nevertheless, such methods only address the

detection procedure and do not discuss the design of resilient

control schemes.

Conversely, the main objective of the attack-mitigation

strategies is to design resilient control algorithms to alleviate

the devastating impacts of cyber-attacks and restore the

desirable performance of the microgrid. In order to enhance

the resilient performance of the primary level control against

attacks on hardware firmware and sensors in the zero-level

control system, a reliable control method based on a sliding

mode algorithm is proposed for microgrids in [15]. Also, the

authors in [16] bring forth a novel mathematical approach

to assure proper economic optimization while data integrity

attacks target microgrids’ tertiary layers.

For the secondary control, [1] has proposed a cyber-

resilient detection/mitigation platform based on a sliding-mode

consensus algorithm against FDI attacks on the transmission

data. However, this algorithm relies on the isolation of attacked

nodes. Similarly, an event-driven attack-resilient controller has

been suggested in [17] to mitigate stealthy FDI attacks in ac

microgrids. Still, it can only establish resilient synchronization

for a limited number of malicious IBRs. The authors in [18]

have presented an attack-mitigation technique to improve the

resilience of distributed secondary control of ac microgrids

against FDI attacks. This approach, nevertheless, relies on

the suggested Kullback-Leibler detector to measure the

trustworthiness of the IBR units’ information. The secondary

control scheme in [19] has provided the desired performance

under unreliable actuators and sensor circumstances stemming

from cyber threats; this methodology immensely depends

on fault detectors. The control approach influenced by the

weighted mean subsequence reduced technique has been

proposed for reliable operation in ac microgrids [20]; the

controller succeeds in discarding the corrupted data. However,

it needs to be equipped with a communication graph with a

minimum connectivity criterion.
Inspired by [21], in which the concept of a virtual layer

for multi-agent systems has been fostered, some studies

have developed cooperative distributed controllers for the

microgrid’s secondary control layer [22]–[25]. Although the

methods proposed in those studies improve cyber-attack-

resilience in microgrids, they are limited to simple FDI

attack scenarios where the attack policy is not chosen to

be necessarily smart. Furthermore, these methods rely on

a key but restrictive assumption that the attacker cannot

manipulate all vulnerable locations in the secondary control

of microgrids, e.g., sensors, reference values, communication

links, and control input channels.
For example, different attack categories on ac microgrids

are considered, which can affect the communication channels,

information exchange, and local feedback controllers; see [22].

In this control scheme, requiring two leaders, it is assumed that

there exists a directed path from at least one leader to each

local IBR in the graph topology. Apart from the restriction

on the communication graph connectivity and the requisite

number of leader nodes, this paper only deals with state-

independent FDI attacks. Similarly, the proposed distributed

secondary control in [25] is resilient to only state-independent

FDI attacks. The authors in [23] and [24] have also addressed

the problem of attack-resilient control for islanded microgrids

when only the control inputs are exposed to linear state-

dependent FDI attacks injected in control inputs. To the best

of the authors’ knowledge, the research on the resilience of

control mechanisms against state-dependent FDI attacks is still

in its infancy and requires further investigation.
Inspired by the limitations of the current research on

cybersecurity in islanded microgrids, this paper considers the

problem of attack-resilient cooperative secondary frequency

synchronization and active power management in islanded ac

microgrids subject to complex FDI cyber-attacks. In particular,

the main focus (of this paper) is on state-dependent FDI cyber-

attacks, where the attacker’s goal is to destabilize microgrids

and drive their trajectories to an unsafe operating condition

while remaining stealthy. The term “state-dependent” means

that the FDI attack policy is dynamic and varies in accordance

with the frequency (state trajectory) transients. By employing

a first-order dynamic model of the attack, the inadequacy

of the conventional control algorithm against such attacks is

demonstrated. The main contribution of the paper can be listed

as follows.

1) This article proposes a control scheme to ensure the
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microgrids’ secondary control objectives and guarantee

microgrids’ stability despite the existence of state-

dependent attacks. To this end, a virtual network layer

is designed—which is interconnected with the main

communication layer but shielded from attackers. The

proposed resilient secondary control scheme provides an

acceptable level of operational normalcy in microgrids

against cyber-attacks without the need for any attack

detection mechanisms.

2) Unlike the previous studies (e.g., [23] and [24]), this work

considers state-dependent attacks with linear/nonlinear

dynamics—which can easily distort all vulnerable

locations in microgrids’ secondary frequency control, i.e.,

the control commands, communication channels, sensor

nodes, and reference values. Additionally, it takes into

account a special state-dependent attack that targets the

leader node in the secondary control system.

3) In contrast to the existing detection/mitigating approaches

(e.g., [7] and [8]), the proposed cooperative control

framework does not have any assumptions on the number

of IBRs being attacked. As a result, the microgrid

maintains its stability and desired performance even

though all units are affected by intrusions.

4) Rigorous stability analysis based on the Lyapunov

method is also provided in order to reveal how

interconnection matrices should be designed to guarantee

resilient frequency synchronization in ac microgrids.

The rest of the paper is organized as follows. The dynamic

model of ac microgrids is presented in Section II. Next, the

model of cyber-attacks and their impacts on the microgrid

performance is discussed in Section III. Section IV is devoted

to the resilient design of cooperative secondary controllers in

ac microgrids and to show its resilience in the presence of

state-dependent FDI attacks. Comparative simulations along

with experimental results are given in Section V. Section VI

concludes this paper.

Notation: Throughout this paper, 1N, 0N, and IN are an

N × 1 vector of ones, N × 1 vector of zeros, and N × N
identity matrix, respectively. Y T and det(Y ) stand for the

transpose and the determinant of the matrix Y , respectively.

For a symmetric matrix Y , the positive definite and the

negative semi-definite operators are indicated by Y > 0 and

Y ≤ 0, respectively. The symbol diag(y1, ..., yN ) represents a

diagonal matrix whose diagonal elements are yi. ‖.‖ denotes

the standard Euclidean norm. R+ and R≥0 are the set of

positive and non-negative real numbers, respectively.

Preliminaries: For an undirected graph topology with the

adjacency matrix A and out-degree matrix Dout, the Laplacian

matrix, described by L = Dout − A, is symmetric and zero

row-sums, i.e., L = LT and L × 1N = 0N [26].

II. CYBER-PHYSICAL ISLANDED AC MICROGRIDS

BASED ON IBRS

A. Primary Control of Islanded AC Microgrids Based on IBRs

In ac microgrids with N IBRs, the dynamics of each IBR are

modeled in its rotating direct-quadrature reference frame (also

known as the dq-reference frame). The active and reactive

powers delivered to each bus have a nonlinear relation with

the output voltage and frequency of the IBR. The droop

control technique establishes a linear relationship between the

frequency and the active power, as well as between the voltage

and the reactive power. This relationship is typically expressed

as follows {
vodi = vni − nQ

i Qi

ωi = ωni −mP
i Pi

(1)

for i ∈ {1, ..., N}, where vodi and ωi are the voltage and

frequency of each IBR, respectively, provided for the internal

control loops. Pi and Qi are the active and reactive output

powers of the i-th IBR, respectively. mP
i and nQ

i are the

droop coefficients chosen according to the IBR’s power rating.

ωni and vni are the reference values for the primary control

prescribed by the secondary control layer.

B. Cooperative Secondary Control of Islanded AC Microgrids
Based on IBRs

The droop control mechanism usually results in the

deviation of the frequency of IBRs from their nominal

reference value. In order to deal with this issue, a secondary

control layer is embedded in the hierarchical control structure

of islanded microgrids, providing set-points for the primary

layer to synchronize the frequency of IBRs with the reference

value (ωref ). The secondary control objectives of each IBR

are mathematically expressed in (2).

lim
t→∞ωi − ωref = 0, (2a)

lim
t→∞mP

i Pi −mP
j Pj = 0 for i, j ∈ {1, ..., N}. (2b)

The objectives expressed in (2) can be achieved by exchanging

information among IBRs on a communication network (see

Fig. 1). The auxiliary control input for the secondary control

layer can be derived from (1), i.e., ω̇i = uω
i , and then

appropriate set-points for the primary layer, i.e., ωni, are

constructed as follows.

ωni =

∫
(uω

i +mP
i Ṗi)dτ. (3)

The conventional cooperative frequency control strategy,
based on the data exchange of neighboring IBRs on a strongly

connected undirected graph and the reference node, is stated

as follows [27].

uω
i = −cω

⎛
⎝∑

j∈Ni

aij(ωni − ωnj ) + ai0(ωni − ωn0)

⎞
⎠ (4)

where Ni is the set of IBRs neighboring i-th IBR, aij and

ai0 ∈ R≥0 are, respectively, the elements of the Laplacian

matrix and the pining gain, cω ∈ R+ is a coupling gain

and ωn0 = ωref + mP
i Pi. While frequency synchronization

can be achieved through the use of (4), this article will show

that this approach is not resilient against state-dependent FDI

cyber-attacks. Therefore, it is required to devise a resilient

cooperative secondary frequency control to ensure stability and

desired performance in microgrids regardless of the presence

of cyber-attacks.
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Fig. 1. Diagram of cyber-physical ac microgrids controlled by
a secondary control scheme under cyber-attacks manipulating
communication channels, control inputs, and sensors.

III. STATE-DEPENDENT FDI ATTACK SCENARIOS AND

THEIR IMPACTS

A. FDI Attack Policy

As distributed control schemes require information

exchange amongst IBRs via a communication network

infrastructure, microgrids’ secondary control system is prone

to cyber-attacks. Precisely, a malicious attacker might inject

exogenous data to control inputs (actuators), transmitted data,

and sensor outputs to make the frequency of microgrids

deviate from its reference value [7], [28]. Unlike the existing

literature, this paper assumes that all vulnerable locations

in microgrids’ secondary frequency control systems, i.e.,

sensors, actuators, reference value, and communication links,

are subject to FDI cyber-attacks.

Let δSi , δ0i , δCi , and δai denote the potential state-dependent

FDI cyber-attacks applied by the adversary on the i-th IBR’s

sensors, reference value, transmitted data, and actuators,

respectively. The cooperative control in (4) in the presence

of such FDI attacks can be written as follows.

ω̇ni
= −

∑
j∈Ni

cωaij(ω̄ni
− ω̄nj

) + cωai0(ω̄ni
−ω̄n0)+δai (5)

where ω̄ni
= ωni

+δSi is a corrupted signal received from i-th
IBR’s sensor, and ω̄nj

= ωnj
+δSj +δCj is the signal transmitted

from its neighbors. Furthermore, the reference frequency ω0

is subject to FDI attacks, indicated in (5) by ω̄n0 = ωref +δ0i .

The cooperative consensus algorithm (5) can be written in a

compact form as

ω̇n = −cω
(Lωn + LδS −AδC + Ḡ (ωn − ω0)− Ḡδ0)+ δa

(6)

where ωn = [ωn1, ..., ωnN ]T , δS = [δS1 , ..., δ
S
N ]T , δ0 =

[δ01 , ..., δ
0
N ]T δC = [δC1 , ..., δ

C
N ]T , δa = [δa1 , ..., δ

a
N ]T and

ω0 = [ω10, ..., ωN0]
T . In (6), Ḡ = diag(gi) is the pinning

matrix and gi ∈ R+ if the i-th IBR has access to the reference

frequency ωref ; otherwise, gi = 0. Let us define G = L+ Ḡ,

then according to undirected graph properties mentioned in

Preliminaries, one can reformulate (6) as

ω̇n = −cωG(ωn + δS − ω0 − δ0) + cωAδC + δa. (7)

The attacker’s policy is to drive the frequency of microgrids

to an intolerable value (instability) by the selective design of

FDI attack signals δa, δC , δS , and δ0 in (7) while remaining

stealthy to adversary-detection systems. “Stealthy” FDI attacks

refer to those made by adversaries whose presence would

not be detected by the attack-detector mechanisms employing

control inputs and measured data, such as observers and

privacy-preserving techniques [29]. This means that the control

center might not generate any alerts as a result of data

corruption. In the following, strategic FDI attack models are

presented.

B. Strategic State-Dependent FDI Attack Models

This article considers sophisticated and stealthy strategic

attacks in which the attacker utilizes the frequency of IBRs

to destabilize the microgrid. As discussed in the literature,

e.g., [21], [30], one can assume that the attacker “avoids
inserting unbounded external signals” to make the injection

undetectable and more invisible to detection mechanisms. This

assumption is practical and reasonable as any unbounded

injections can be easily identified and rejected by adversary-

detection methods. Moreover, in the case of injecting large

magnitude false data, any well-designed control scheme can

enable each node to remove such large data sent by other

neighbors. This article assumes that the malicious attacker has

full knowledge of microgrids’ controller in (5); thus, it has

access to ωn. Therefore, the attacker properly designs the false

data injection δa, δC , δS , and δ0 in (7) so that the microgrid

controlled by (5) becomes unstable. To this end, the following

assumption for the dynamics of FDI attacks is considered.

Assumption 1. Any effective state-dependent FDI attacks are

assumed to be “uniformly bounded” for any bounded ωn and

have the following general dynamics.

{
δ̇a = f1(δ

a, ωn)

δ̇C = f2(δ
C , ωn)

, (8)

and

{
δS = αωn

δ0 = αω0

(9)
where f1 and f2 are the general functions, with a finite

L2 gain, for attacks on control inputs and transmitted data,

respectively, and α is a bounded weight constant used for

attacks on sensors and the reference frequency value. Note that

the attack dynamics in (8) and (9) are called state-dependent

attacks as the dynamics of attack signals depend on the state

of microgrids, i.e., ωn. In Subsection III-C, it will be shown

(that) how the attack dynamics in (8) and (9) adversely impact

the microgrid stability. The above attack dynamics have been

considered in previous studies such as [21] and [31]. Based on

the Lyapunov converse theorem [32], for the injections in (8),

with equilibrium points δae , δ
C
e , and ωne, there exist Lyapunov

candidates Vi for i =
{
1, 2

}
such that
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γj1
∥∥δj − δje

∥∥2 ≤ Vi ≤ γj2
∥∥δj − δje

∥∥2
∂Vi

∂δj fi(δ
j , ωne) ≤ −γj3

∥∥δj − δje
∥∥

∥∥∂Vi

∂δj

∥∥ ≤ γj4
∥∥δj − δje

∥∥
∥∥fi(δj , ωn)− fi(δ

j , ωne)
∥∥ ≤ γj5 ‖ωn − ωne‖∥∥fi(δj , ωne)− fi(δ

j
e, ωne)

∥∥ ≤ γj6
∥∥δj − δje

∥∥

(10)

where j ∈ {
a, C

}
, γjm ∈ R+ for m = 1, ..., 6, and γj2 ≥ γj1.

Note that δae and δCe are the solutions to the f1 = 0 and

f2 = 0 equations, respectively; ωne is the operating point

of the system expressed in (6)—which the attacker aims to

change to an unstable one.

Considering the state-dependent attack models in (8) and

(9), the cooperative dynamic system in (7) can be rewritten as

follows.

ω̇n = −cωG(α+ 1)(ωn − ω0) + cωAδC + δa, (11a)

δ̇a = f1(δ
a, ωn), and (11b)

δ̇C = f2(δ
C , ωn). (11c)

Note that, in order to have a feasible injection in sensors

and reference signal(s) ω0, the attacker in (9) should avoid to

generating negative signals for the frequency, as any baseline

detection mechanisms could easily detect this matter. Thus,

any effective attacks on sensors and reference values in the

form of (9) should be chosen so that α > −1. Taking

this assumption avoids constructing negative frequency values;

consequently, rejecting by threshold checkers in each node.

C. Attack Impacts

This subsection shows that each potential attack can make

the frequency of each IBRs controlled by (6) diverge from the

desired reference value ωref . In this regard, the destabilizing

impact of each attack is separately investigated in the absence

of other ones.

When sensors and reference value(s) are attacked (δa =
δC = 0 ), equation (11a) leads to ω̇n = −cωG(α+1)(ωn−ω0).
Obviously, for any α < −1, the frequency of IBRs grows

unbounded. In the case of attacks on transmitted data, where

δa = δS = 0 , assume that the state-dependent attack in (8)

is chosen as a linear model in form of δ̇C = −λINδC +
A−1Gωn, where λ is a scalar. Note that the inverse of the

adjacency matrix only exists under some assumptions for the

graph. Assuming the existence of A−1 and cω = 1, by merging

(8) and (11a), the following state-space model is obtained.[
ω̇n

δ̇C

]
= −

[ G −A
−A−1G λIN

] [
ωn

δC

]
+

[G
0

]
ω0. (12)

The characteristic equation of the model in s-domain is

det (sIN + G − A(s+ λ)
−1A−1G)× det((s+ λ)IN )

= det(s2IN + (G + λIN )s+ (λ− 1)G).
(13)

For any λ < 1, the microgrid obviously becomes unstable.

The attacker might select the actuator injection model as

δ̇a = −λINδa + Gωn to destabilize the microgrid. The

determinantal equation can be obtained similar to the previous

case as follows.

det (sIN + G − (s+ λ)
−1G)× det((s+ λ)IN )

= det(s2IN + (G + λIN )s+ (λ− 1)G). (14)

One can show that this equation also has positive roots for

λ < 1. There are abundant choices of the attack model in (8)

that can adversely impact the instability of microgrids. The

above illustrative examples highlight the complexity of state-

dependent attacks and their adverse impacts on the stability

of microgrids. Therefore, it is essential to design a resilient

cooperative secondary control system for ac microgrids against

possible time-varying and state-dependent FDI attacks, as

modeled by (8) and (9).

IV. RESILIENT COOPERATIVE FREQUENCY CONTROL

A. Control Design
This section aims to develop an attack-resilient cooperative

frequency control mechanism that ensures the synchronization

of the frequency of IBRs to the nominal operating point ωref ,

while IBRs are under state-dependent FDI attacks in (8) and

(9). To this end, the conventional secondary controller in (4)

is modified by augmenting its dynamics with a virtual layer.

Firstly, the dynamics of the virtual layer and its interconnection

with the main cooperative dynamics (4) are presented.

The virtual layer in the proposed approach plays the role

of an auxiliary control state, and as the name suggests, its

virtual states z do not have any physical meaning (virtual

nodes). Therefore, this part of the proposed controller can

be implemented as internal signal components via the recent

advanced cloud-based methods [33]. It is worth mentioning

that the main dynamic of the microgrid in (7) is affected by

the incorporation of βKz as an interaction term. However,

as discussed in the following subsection, the introduction

of the virtual layer does not change the microgrid’s desired

performance—provided that the parameter β is chosen to be

sufficiently large. Next, the conditions for the interconnection

matrices to ensure that the frequency of each IBR is

synchronized with the reference frequency are presented.

Concerning the model in (4) in the absence of any attacks, this

article proposes the following cooperative frequency control

and its virtual network; see Fig. 2.{
ω̇n = −cωG(ωn − ω0) + βKz
ż = −Hz − βMωn + βDω0

(15)

where z and H are N × 1 state vector and N × N graph

representation matrix of the virtual layer, respectively. This

paper assumes that H is a diagonal matrix whose diagonal

elements are positive. As a result, H > 0 and −H is a

Hurwitz matrix. K, M and D are N × N interconnection

matrices and β ∈ R+ is a control parameter to be designed.

The state of the virtual layer, z, might not be observable by

the attacker. As a result, this research assumes that the data

exchanged in this layer is healthy and unaffected by cyber-

attacks. It is noteworthy that the case in which the virtual layer

is also subjected to cyber-attacks requires further research and

is this study’s future work. Since the matrices −G and −H are

Hurwitz, according to the Lyapunov theory [32], there exist
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Leader 
IBR

Virtual
Layer

Microgrid 
Attack

Fig. 2. Resilient control strategy along with the proposed virtual
layer—the solid black lines indicate the communication between the
leader IBR and the follower IBRs—and the dashed blue lines show
the interconnection between the microgrid control system and the
proposed virtual layer, as well as the communication lines in the
virtual layer.

N ×N symmetric positive definite matrices, such as P1 and

P2, so that GTP1 + PT
1 G > 0 and HTP2 + PT

2 H > 0. Since

the underlined communication graph is assumed to be strongly

connected and undirected, G > 0; consequently, P1 can be

chosen to be an identity matrix, i.e., P1 = IN . Moreover,

H > 0, P2 = IN can be chosen. Due to this fact, the following

essential conditions for the defined matrices in (15) should be

satisfied in order to reach frequency synchronization and active

power-sharing objectives.{
KT = M
D = M

. (16)

It should be noted that M in (16) has to be an invertible matrix.

The reason will be demonstrated in the next subsection. The

necessity of conditions in (16) can be figured out by Lyapunov-

based stability analysis. To this end, let us define the error

term for the frequency reference value, ω̄n = ωn − ω0. Then,

the dynamics of interconnected system in (15) by replacing

D = M (see (16)) can be written as{
˙̄ωn = −cωGω̄n + βKz
ż = −Hz − βMω̄n

. (17)

Considering a Lyapunov function V (ω̄n, z) =
1
2 ω̄

T
n ω̄n+

1
2z

T z,

and taking its time derivative along with the closed-loop

dynamics in (17), one can obtain

V̇ =
1

2
˙̄ωn

T
ω̄n +

1

2
ω̄T
n
˙̄ωn +

1

2
żT z +

1

2
zT ż

= −1

2
cωω̄

T
n (GT + G)ω̄n − 1

2
zT (HT +H)z

+ βzT (KT −M)ω̄n.

(18)

Therefore, by applying the condition for the interconnection

matrices, one can obtain that V̇ = −cωω̄
T
nGω̄n − zTHz < 0.

Thus, the origin of the system in (17) is globally

asymptotically stable. As a result, ωn −→ ω0 at the

steady-state. The above stability analysis demonstrates that in

the absence of FDI cyber-attacks, the proposed cooperative

secondary controller in (15) ensures synchronization to the

reference point ω0. In the following, the stability of the

proposed cooperative secondary system in (15) in the presence

of state-dependent FDI attack dynamics in (8) and (9) is

analyzed.

B. Stability Analysis

According to the results from the previous subsection, the

overall dynamic model for the proposed secondary frequency

controller in (15) with state-dependent FDI attacks is as

follows.

⎧⎪⎪⎨
⎪⎪⎩
ω̇n = −cωG(α+ 1)(ωn − ω0) + cωAδC + δa + βKz
ż = −Hz − β(α+ 1)M(ωn − ω0)

δ̇a = f1(δ
a, ωn)

δ̇C = f2(δ
C , ωn)

.

(19)

The following theorem demonstrates that the proposed control
mechanism in (15) guarantees the stability of the microgrid

and the frequency synchronization of IBRs to the reference

frequency in the presence of state-dependent FDI cyber-

attacks modeled in (8) and (9). In more detail, this paper

will show that even if all IBRs are under attack, the attack-

resilience performance in microgrids is achieved by choosing

a sufficiently large value of β.

Theorem 1. Consider the proposed cooperative control
scheme in (19). The frequency synchronization and the active
power-sharing of ac microgrids in the presence of cyber-
attacks satisfying Assumption 1 can be achieved if β is selected
to be sufficiently large. In other words, if ε ∈ R+ is defined
as a sufficiently small scalar, it can be mathematically shown
that

lim
t→∞ωn(t)− ω0 =

(cωG + β2KH−1M)−1(cωAδCe + δae )

(α+ 1)︸ ︷︷ ︸
≈ ε

.

(20)

Proof. First, using the error term ω̄n = ωn − ω0 and defining

δ̄C = δC − δCe and δ̄a = δa− δae , the system dynamics in (19)

can be re-framed as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

˙̄ωn = −cω(α+ 1)Gω̄n + βKz +Aδ̄C + δ̄a

ż = −Hz − β(α+ 1)Mω̄n

˙̄δa = f1(δ̄
a, ω̄n)

˙̄δ
C
= f2(δ̄

C , ω̄n)

. (21)

Next, in order to prove the asymptotic stability of (21), the
following Lyapunov function is considered.

V = β(α+ 1)ω̄T
n ω̄n + βzT z + 2cωz

T (M−TA)δ̄C

+ 2zT (M−T )δ̄a + V1 + V2

(22)

where V1 and V2 are the Lyapunov candidates given in (10).

Obviously, V > 0 for all large values of β. Taking the

derivation of (22) with respect to time and substituting (21),

one can obtain
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V̇ = −cωσ(α+ 1)ω̄T
nGT ω̄n + βσzTKT ω̄n + cωσδ̄

CTAT ω̄n

+ σδ̄a
T

ω̄n − cωσ(α+ 1)ω̄T
nGω̄n + βσω̄T

nKz

+ cωσω̄
T
nAδ̄C + σω̄T

n δ̄
a − βzTHT z − βσω̄T

nM
T z

− βzTHz − βσzTMω̄n − 2cωz
Tψδ̄C − 2zTφ δ̄a

− 2σω̄T
nM

T (M−T )δ̄a − 2cωσω
T
nM

T (M−TA)δ̄C

+ 2cωz
T (M−TA)

(
f2(δ

C , ωn)− f2(δ
C
e , ωne)

)
+ 2zT (M−T ) (f1(δ

a, ωn)− f1(δ
a
e , ωne)) + V̇1 + V̇2.

(23)

Next, adding and subtracting f1(δ
a, ωne) and f2(δ

C , ωne) to

and from (23) yield (24).

V̇ = −cωσ(α+ 1)ω̄T
nGT ω̄n + βσzTKT ω̄n

+ cωσδ̄
CTAT ω̄n + σδ̄a

T

ω̄n − cωσ(α+ 1)ω̄T
nGω̄n

+ βσω̄T
nKz + cωσω̄

T
nAδ̄C + σω̄T

n δ̄
a − βzTHT z

− βσω̄T
nM

T z − βzTHz − βσzTMω̄n − 2cωz
Tψδ̄C

− 2cωσω
T
nAδ̄C − 2zTφδ̄a − 2σω̄T

n δ̄
a

+ 2cωz
T (M−TA)

(
f2(δ

C , ωne)− f2(δ
C
e , ωne)

)
+ 2cωz

T (M−TA)
(
f2(δ

C , ωn)− f2(δ
C , ωne)

)
+ 2zT (M−T ) (f1(δ

a, ωne)− f1(δ
a
e , ωne))

+ 2zT (M−T ) (f1(δ
a, ωne)− f1(δ

a
e , ωne)) + V̇1 + V̇2

(24)

where σ = β(α + 1), φ = HTM−T and ψ = HTM−TA.

Recalling (16) and (10), one can come up with the following

inequality.

V̇ ≤ −cωσ(α+ 1)ω̄T
n

(GT + G) ω̄n

− βzT
(HT +H

)
z − γC3

∥∥δC∥∥2 − γa3‖δa‖2
+ γC4γC5

∥∥δ̄C∥∥ ‖ω̄n‖+ γa4γa5
∥∥δ̄a∥∥ ‖ω̄n‖

− 2cω(1− γC6) ‖z‖ ‖ψ‖
∥∥δ̄C∥∥− 2(1− γa6) ‖z‖ ‖φ‖

∥∥δ̄a∥∥
+ 2cωγC5 ‖z‖ ‖ψ‖ ‖ω̄n‖+ 2γa5 ‖z‖ ‖φ‖ ‖ω̄n‖ .

(25)

As one can observe, the quadratic terms are negative with

respect to ω̄n and z. Since other terms in (25) are independent

of β, V̇ is negative-definite for all sufficiently large values of

β. Therefore, the error system in (21) is asymptotically stable;

equivalently, ω̄n converges to zero at the steady-state for large

values of β. Given the asymptotic stability, ω̇n and ż in (19) are

zero at the steady-state, and as a result, the ultimate bound in

(20) can be obtained. This matter means the secondary control

objectives of the theorem, i.e., frequency synchronization and

proportional active power-sharing, are achieved regardless of

the presence of the state-dependent FDI cyber-attacks. This

statement completes the proof.

V. CASE STUDY

A. Simulation Results

This section tests the performance of the proposed control

scheme on an islanded multi-IBRs microgrid shown in Fig.

3. The simulations, conducted in the MATLAB/Simulink

software environment, are carried out for several scenarios and

IBR #1
Load #1

IBR #2 Load #2

IBR #4Load #4

IBR #3Load #3

Line #2

L
in

e 
#3

L
ine #1

1 2

34

Ref

Cyber
Topology

Fig. 3. Single line diagram of the islanded microgrid under study and
the cyber (communication) topology used in the secondary control
layer.

TABLE I
PARAMETERS OF THE MICROGRID UNDER TEST IN SECTION V.

Description Value
mP 9.4× 10−6

nQ 1.3× 10−4

KPV 0.1
KIV 420
KPC 15
KIC 20000

LCL Filters
Rf = 0.05Ω, Lf = 1.5mH, Cf = 50μF

Rc = 0.1Ω, Lc = 1.35mH
Rg = 0.03Ω, Lg = 0.35mH

Lines R12 = 0.8Ω, L12 = 3.6mH, R23 = 0.4Ω
L23 = 1.8 mH, R34 = 0.03Ω, L34 = 0.35mH

verify the effectiveness of the proposed control mechanism.

The parameters of the microgrid and the primary controllers

are given in Table I. The microgrid’s nominal frequency and

line-to-line rms voltage references are set to 60 Hz and 208 V,

respectively. The converters in the test microgrid are non-ideal,

and the switching frequency is chosen as fsw = 8.1 kHz.

The IBRs can exchange the information through a neighbor-

by-neighbor communication topology as shown in Fig. 3. The

proposed controller in the secondary levels is applied to the

Fig. 3 control system. For this simulation, the control matrices

of the main layer and virtual layer presented in (19) are set to

be H = 20In, M = [−2 1 0 0; 1 −2 0 1; 0 0 −2 0; 0 1 0 −2],
K = MT and D = M .

Two attack scenarios are considered in order to evaluate

the performance of the microgrid controlled by the proposed

distributed secondary control strategy under state-dependent

FDI attacks. Case I presents the results for linear dynamics

FDI attacks—and Case II is dedicated to assessing the

performance of the microgrid, augmented with the proposed

control strategy, in the presence of nonlinear dynamic state-

dependent attacks. In each case, the simulation results of the

conventional distributed secondary control approach in the

absence of a virtual layer under the same attack scenario

are provided. The results illustrate the inadequacy of the

conventional distributed secondary control method against

such attacks.

Case I: This case study considers attacks with linear dynamics
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on IBRs based on Assumption 1; the attacker uses the

frequency of the microgrid and generates “bounded” malicious

injections. The attack signals are chosen as δ̇C = Aωn−BδC ,

δ̇a = Aωn − Bδa, δS = 0.2ωn and δ0 = 0.2ω0, where

A = [−1 0 − 4 − 2; 5 2 − 1 − 3; 2 − 2 0 − 2; 0 − 1 2 − 3]
and B = 25I4. The control parameters are β = 550 and

cω = 10. Note that the attacks are launched at t = 2 s and

ended at t = 4 s, the load in IBR #2 is suddenly increased

(1.55 kW) at t = 6 s and is then decreased to its initial

value at t = 8 s. The simulation results for the frequency

of the microgrid, active power capability, voltage, and reactive

power of IBRs are shown in Fig. 4. By deploying the proposed

control schemes, the microgrid’s frequency indeed remains

within the allowable frequency bound—and active power is

equally shared regardless of the presence of FDI cyber-attacks.

As one can observe from Fig. 5, before launching attacks, the

conventional distributed secondary control approach regulates

the frequency of IBRs to its prescribed value; in addition, the

active power is equally generated by each IBR. However, after

the cyber-attack invasion, the frequency synchronization and

equal active power-sharing are destroyed.

Case II: This case study considers the malicious attacker

choosing more general dynamics than the previous case to

generate malicious injections. The microgrid augmented with

the proposed resilient cooperative distributed frequency control

in (19) is subject to state-dependent FDI attacks with the

dynamics δ̇C = 5sin(ωn + δC), δ̇a = 5sin(ωn + δa),
δS = 1.5ωn and δ0 = 1.5ω0. The control parameters of

this attack scenario are chosen to be the same as Case I.
The performance of the proposed control strategy is also

evaluated in terms of load changes similar to the previous

case. The results of this attack scenario for the proposed

control scheme and the conventional approach are indicated

in Fig. 6 and Fig. 7, respectively. As a result of attacks at

t = 2 s, the conventional controller in (4) cannot maintain the

frequency and equal active power-sharing among IBRs—while

the proposed resilient cooperative secondary control strategy

mitigates the adverse effects of the malicious injections.

B. Experimental Results

The test rig depicted in Fig. 8 is utilized to conduct

experimental examinations related to the VSC simulated in this

section. It is built by SEMIKRON intelligent power modules

using insulated gate bipolar transistors (IGBTs) (based on

“SKM 50 GB 123 D” modules). Besides, SEMIKRON “SKHI

21A (R)” gate drives and protection circuitry are employed

to make the converter functional. Verivolt “IsoBlock I-ST-

1c”/“IsoBlock V-1c” current/voltage sensors are hooked to

digital inputs to measure the currents and the voltages,

respectively. dSPACE “MicroLabBox (MLBX)” using a real-

time processor, field-programmable gate arrays, and different

inputs/outputs channels connects the VSC under test to

the measurement and drive circuitry. Furthermore, all the

parameters of the setup deployed are similar to those of

simulations and are reported in Table I. Therefore, the

comparison between simulation and experimental results is

feasible. In this regard, Figs. 9–12 replicate simulations
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Fig. 4. Performance of the proposed resilient distributed secondary
control scheme for Case I: (a) frequency, (b) active power, (c) voltage,
and (d) reactive power of IBRs.
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Fig. 5. Performance of the conventional distributed secondary control
algorithm for Case I: (a) frequency and (b) active power of IBRs.
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Fig. 6. Performance of the proposed resilient distributed secondary
control scheme for Case II: (a) frequency, (b) active power, (c)
voltage, and (d) reactive powers of IBRs.

associated with Case I and Case II for the 3-IBR version of

the microgrid in displayed Fig. 3—according to the available

facilities—thereby revealing the effectiveness of the proposed

control methodology.
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Fig. 7. Performance of the conventional distributed secondary control
algorithm for Case II: (a) frequency and (b) active power of IBRs.
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Fig. 8. Test rig deployed to carry out experiments: (a) the microgrid
under test and (b) details of one IBR—housed in the Laboratory for
Advanced Power and Energy Systems (LAPES) at Georgia Southern
University—where experiments have been conducted.

C. Discussion on Simulations and Experimental Results

As evident in the results presented in this section, when the

microgrid is equipped with the proposed resilient secondary

control scheme, the steady-state errors of frequencies (between

the actual and the reference value) are less than %0.2—which

is within the permissible boundary. Also, the error in active

power sharing caused by the FDI attack is approximately

around %1.5—which is negligible compared to the output

active power scale of each IBR. Although this paper considers

no specific resilient secondary voltage control mechanism,

results demonstrate that in a safe circumstance with no attacks

on voltage control channels, the voltages of IBRs become

pretty synchronized; in this regard, the regulation error is

below %0.5 as well.

Transients 
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Cyber-Attacks
in Place

(b)

f3 (Transients)

f2 (Transients)

f1 (Transients)

Cyber-Attacks
in Place

(c)
Fig. 9. Experimental results of Case I (with the 1 s/div horizontal
axis) (a) the whole frequency signal 30 Hz/div, (b) transients (ac
component) indicated in Fig. 9(a) with 0.012 Hz/div when the attack
is launched, and transients (ac component) shown in Fig. 9(a) with
0.012 Hz/div when the load change occurs.
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P2P2

P1P1

Cyber-Attacks
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(a)

P3P3

P2P2

P1P1Cyber-Attacks
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(b)
Fig. 10. Experimental results of Case I (with the 1 s/div horizontal
axis) (a) load increase with 540 W/div and (b) load decrease with
540 W/div.
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Fig. 11. Experimental results of Case II (with the 1 s/div horizontal
axis) (a) the whole frequency signal 30 Hz/div, (b) transients (ac
component) indicated in Fig. 11(a) with 0.012 Hz/div when the attack
is launched, and transients (ac component) shown in Fig. 11(a) with
0.012 Hz/div when the load change occurs.
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Fig. 12. Experimental results of Case II (with the 1 s/div horizontal
axis) (a) load increase with 540 W/div and (b) load decrease with
540 W/div.

VI. CONCLUSION

The distributed control systems in islanded ac microgrids

are vulnerable to potential cyber threats. This paper has

proposed a resilient cooperative frequency control framework

for ac microgrids in the presence of state-dependent false

data injection cyber-attacks aiming to destabilize microgrids.

Using the concept of virtual layers, the proposed controller

has guaranteed frequency synchronization and proportional

active power-sharing while all distributed generation units

have been attacked. Also, the attacker might manipulate

data exchange, transmitted data, control inputs, sensors,

and reference frequency. Rigorous Lyapunov-based stability

analysis and the design considerations of control matrices

have also been presented. The performance and effectiveness

of the proposed control strategy have been evaluated by

MATLAB/Simulink simulations and experimental results.
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