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ABSTRACT

We study a novel problem of continuously predicting a number of
user-subscribed continuous analytics targets (CATs) in dynamic
networks. Our architecture includes any dynamic graph neural
network model as the back end applied over the network data, and
per CAT front end models that return results with their confidence
to users. We devise a data filtering algorithm that feeds a provably
optimal subset of data in the embedding space from back end model
to front end models. Secondly, to ensure fairness in terms of query
result accuracy for different CATs and users, we propose a fairness
metric and a fairness-aware training scheduling algorithm, along
with accuracy guarantees on fairness estimation. Our experiments
over five real-world datasets show that our proposed solution is
effective, efficient, fair, extensible, and adaptive.
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1 INTRODUCTION

In dynamic networks, attribute values and/or links/nodes constantly
change over time. As a powerful and general way to model data en-
tities and their diverse interactions, dynamic networks are common
in a large number of applications today. We list but a few examples:
(1) messaging and social network interactions as graph edges, (2)
clickstreams of users to products and purchase actions/edges from
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users to products in e-commerce, (3) user-product edges for reviews
and feedback in e-commerce, (4) web requests and file transfers
among parties on the Web such as Internet service providers and
data centers, (5) cloud data systems such as cloud electronic health
record (EHR) systems [13, 33, 41], and (6) real time traffic data
where road segments are edges [17]. Importantly, the graph model
has a flexible data schema, and hence has the inherent advantage
of easier data fusion from multiple heterogeneous sources [1].

ExamPpLE 1. Figure 1 illustrates a dynamic network about patients
in an intensive care unit (ICU) from a dataset [19]. There are many
types of entities including patients, diagnoses, procedures, lab events,
input events, and prescription drugs. They are shown as nodes of
different colors. The edges represent the relations and interactions
such as those between patients and diagnosis nodes, between patients
and lab events, and so on. Interaction edges have timestamps and
nodes may have attributes. Learning from such heterogeneous data
sources is instrumental for inference and reasoning.
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Figure 1: A dynamic network in the healthcare domain.

Continuous Analytics Targets (CATs). Dynamic networks re-
semble data streams [3] and graph streams [28], where data is also
continuously changing, and a major type of analytics workload
is user-subscribed monitoring tasks [4], which we call continuous
analytics targets (CATs). In this paper, we focus on predictive targets,
i.e., continuously predicting events/information at a later time. For
instance, in Example 1, a hospital manager may subscribe to the
following CAT:

Notify me when it is predicted that, in the next hour, grouped
by the medical procedure, the number of patients tested with
abnormal results is above a certain threshold.
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This is so that sufficient resources can be allocated in time to provide
urgent care to those ICU patients. In addition, one-time ad hoc tasks
may also be issued at any time.

Model and Challenges. Graph neural networks have become
the state-of-the-art deep learning model for data represented as
graphs [7, 22, 45]. In recent years, there has been a number of
proposals of dynamic graph neural networks (DGNN) [21, 40] that
become the dominant approach for dynamic networks. Thus, DGNN
is the basic model for our problem.

Figure 2 shows the overall architecture. There is a back end (BE)
model that is applied to the dynamic network; this is a typical DGNN
model mentioned above, which typically consists of a conventional
graph neural network (GNN) model to capture message-passing
at the graph-structure level and a sequence model for temporal
correlations. Then there is a front end (FE), which has a separate
layer of neural network (e.g., MLP) for each continuous analytics
target, and which presents the result of each CAT in the form of
(result;, confidence;) to the user.

Continuous Analytics Target
Attribute/Node Changes t

N\ DGNN e
Edge Changes . | "H_’ ry, confy
|:> seq.
\\\‘H_’ r,, conf,
Dynamic Network Back End Front End

Figure 2: The overall model architecture.

As data constantly changes, the model needs to be continuously
trained and updated [35]. The main challenges here have to do
with the multiple continuous analytics targets (CATs). Each CAT
is an analytical query as in the example above, and it is not clear
the embeddings of which nodes of the dynamic network (from the
DGNN at BE) should be fed as input to the model at the FE for
that CAT. As there can be a large number of nodes in the network,
simply aggregating the embeddings of all nodes may be too much
and carry unneeded signals.

Secondly, since online continuous training is computational-
resource demanding, as observed in our experiments (Section 5), it
significantly affects the result accuracy and confidence of different
CATs as to how much weight we give to each CAT or how to
schedule their training. In summary, we aim to answer the following
questions:

What is the best way to select latent messages/embeddings
to route from the back end model to front end model for
each CAT? In the online training of n CATs that may be
from different users, how do we ensure a fair schedule/weight
assignment of the n CATs?

Our Contributions. To our knowledge, we are the first to work
on the challenging online continuous training problem for multiple
continuous analytical targets in dynamic networks.

For the problem of selecting latent messages/embeddings to
route from the back end model to front end model for each CAT, we
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devise a randomized algorithm that adaptively over time determines
an optimal subset of nodes in a tree resulted from a community
detection algorithm. The embeddings of this subset of nodes will be
fed into the front end model of a CAT. We prove that our randomized
algorithm has a desired property that its selection of nodes follows
a Markov chain and converges to a stationary distribution where
the probability of the selection is proportional to its utility (defined
as the accuracy of the CAT prediction). In addition, this selection is
adaptive to data/pattern drifts.

For the problem of ensuring a fair schedule in training n CATs
potentially from different users, we leverage the individual fair-
ness [12] notion studied in machine learning and define the Lips-
chitz bias for our problem. Then we propose an algorithm that is
fairness-aware and that adapts to the actual data while schedul-
ing the training of n CATs. Importantly, we are able to estimate
the Lipschitz bias and prove the theoretical guarantees of the esti-
mation using martingales and Azuma-Hoeffding inequality [2]. We
perform a comprehensive empirical evaluation using five real-world
datasets that demonstrate the feasibility, scalability, accuracy, and
extensibility of our approach.

2 PROBLEM STATEMENT AND
PRELIMINARIES

A dynamic network G = (N, E) can be considered as an infinite
sequence of snapshots Gi1, G, ..., Gt, .., where each snapshot G;
corresponds to a time step t, N is the set of nodes, and E is the set of
edges (either directed or undirected). Each snapshot G; = (N, E;)
satisfies N; C N and E; C E. Each node v € N may have a set of
attributes X = Xj, ..., X, that may bear different values in different
snapshots. In addition, each edge e € E may be of one of the r types.

G has n continuous analytics targets (CATs), each of which is to
continuously predict, at every time ¢, a function of the data in G;, s,
where § > 0. That is, each CAT is to keep predicting, at every step ¢,
avalue that is a function of the data in a future snapshot. In addition,
for each prediction of a CAT, we also return the corresponding
confidence value 0 < conf < 1, which is the (estimated) probability
that the returned result is correct [14, 37, 42].

For such a continuous analytics workload, there is a body of pre-
vious models called dynamic graph neural networks (DGNN) [21, 40]
that can be used to perform the tasks. The overall model architec-
ture is shown in Figure 2. The dynamic network contains constant
attribute/node updates as well as edge updates. The back end (BE)
model is a DGNN applied to this data, and is connected to the front
end (FE), which contains one neural network model (e.g., multi-
layer perceptron or MLP) per CAT. FE continuously returns to the
users, for each CAT i (1 < i < n), the prediction result r; along
with the confidence conf;.

Under this model architecture, in this paper, we focus on two
related problems in the online continuous training for the n CATs:
(P1) What is the best way (in particular, what node embeddings/la-
tent messages) to select from the output/result of the back end
DGNN model as the input to the FE model of each CAT? (P2) As
the online training is resource demanding, and the n CATs may
even be from different users, what is a fairness-aware way to train
the CATs, and how to quantify the fairness?
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3 SELECTION OF BACK END OUTPUT FOR A
FRONT END CAT

In this section, we first study (P1) above. The back end DGNN model
produces an embedding vector for each node in G. For a particular
continuous analytics target g;, we aim to select an optimal set of
nodes whose embeddings are fed into the FE model for g; to produce
the result with best accuracy/confidence. Intuitively, having too
large a set of data items may be sub-optimal as some of them may
be irrelevant and would weaken the useful signal to the prediction
of g;. In addition, some nodes/attributes may not be observed (i.e.,
missing) in the data, and some other nodes’ embeddings may be
better used for the prediction.

One intuition is that, for a cluster of nodes in G, if we decide to
select them to feed into FE, we can use their pooled (i.e., aggregate)
embedding. This motivates us to first use a community detection
algorithm (e.g., Leiden [43]) to compute a hierarchical tree 7 of
communities offline, based on a static version G’ of G from its edge
statistics (e.g., an edge (u,v) exists in G’ if the frequency of (u,v)’s
appearance in G is above a threshold). Each internal node of 7
encompasses the cluster of nodes in the level below (i.e., its direct
children); thus we use pooling to get the embedding of an internal
node (e.g., average pooling). We assume that the optimal set we are
seeking to feed to FE is from no more than § nodes of 7, where &
is a small constant (which we empirically study in Section 5.2). We
call this a data filter from BE to FE, as illustrated in Figure 3.

Figure 3: Illustrating a data filter from BE to FE. The solid vertices
at the bottom level and the edges connecting them are from G, which
are partitioned into a hierarchical tree 7 of communities, as indi-
cated by the hollow vertices at upper levels. The red-circled ones are
the 5 nodes (5 = 3) selected to feed to a CAT’s model in FE.

The basic idea of our filtering algorithm is to adaptively sample
6 nodes from 7. Sequentially, each time we make a small local
change to the sample and evaluate the utility, which can be flexibly
defined, such as the accuracy or confidence of predicting the CAT.
Based on the utility, we probabilistically either accept or reject the
sample change. We will prove that this online adaptive algorithm
has desired behavior. The algorithm is shown in FILTERBE2FE.

In line 1, we first randomly choose § leaf nodes from the embed-
ding tree 7 based on the nodes referenced in g;. This is a starting
point of the node set S, with which we get the utility u(S) in pre-
dicting g; (line 2). The loop from line 3 iteratively adjusts the node
set S until it follows a distribution that we desire. Specifically, we
first choose a node v uniformly at random from S (line 4). Then
with probability p, we perform a one-step random walk from v (line
5), in which o’ is set to either a neighbor of v, each with probability
5 (where d is the maximum degree of a node in 7) or v itself. With
probability 1 — p, we just choose v’ uniformly at random from 7~
(line 6)—which we call teleport.

In lines 7-8, the set S’ is the tentative new version of S where
node v is replaced by v’, and we get its utility in predicting g;. Line
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Algorithm 1: FILTERBE2FE

Input:7: a tree of dynamic embeddings of G from BE
Output: § nodes of 7~ to feed to FE for CAT g;
1 S « random ¢ leaves of 7~ among those referenced in g;

2 feed S to FE when evaluating ¢; and get the utility u(S)
3 while true do

4 choose a node v uniformly at random from S

5 with probability p, v’ < one step random walk from o

6 otherwise v’ « a node chosen uniformly at random in
T

7 S — S\ {o}uU{v'}

8 feed §” to FE when evaluating g; and get the utility u(S”)
u(S’)

) ), S S

return S upon request as the current selection

9 with probability min(1,

10

9 probabilistically updates S to be $’—if S” has a higher utility, S
is always updated; otherwise the update probability is the utility
ratio. We now analyze FILTERBE2FE and show that the execution
follows a Markov chain with a desired stationary distribution.

THEOREM 1. The execution of FILTERBEZFE follows a Markov chain
that has a unique stationary distribution, in which the probability of
choosing a set of § nodes is proportional to the utility of the set.

Proor. We define the state of the execution of FILTERBE2FE as
the set of nodes in S. It follows a Markov chain because the current
content of S only depends on its content in the previous time step,
i.e., the previous iteration of the loop in line 3. The chain has a
finite number of states. It is irreducible [30] because any two states
of the chain (i.e., two multisets of nodes S; and S») can reach each
other through a number of steps (iterations of the loop from line 3).
Moreover, the chain is aperiodic because at any state i with set S,
there is a positive probability that the next step will be in the same
state with the same node set (e.g., the teleport happens to select the
same node v). Thus, this finite, irreducible, and aperiodic Markov
chain must be an ergodic chain, and in turn, it must have a unique
stationary distribution [30].

We next show that in its unique stationary distribution, the
probability of having a set of § nodes is proportional to the utility
of the set. Precisely, we prove that the unique stationary distribution
must be 7 = (%, %, e ”7’"), where m is the number of states of
the Markov chain, u;(1 < i < m) is the utility of state i, i.e., u(S;),
and Z is a normalization constant Z = 3,7, u; . Let 7; be % for
1 < i < m. We show that

(1)

where P;; is the transition probability from state i to state j fol-
lowing FILTERBE2FE. When states i and j differ by more than one
node, then clearly P;; = Pj; = 0 according to FILTERBE2FE, and
Eq. 1 is true. When states i and j differ by only one node, there are
two cases: (i) the nodes they differ on are neighbors in 77, or (ii) the
nodes they differ on are not neighbors. Without loss of generality,
we assume u; < uj.

In case (i), according to FILTERBEZ2FE (in particular line 9), we
Ui
uj

miPij = mjPj;i

. u;j u; u;
have 7;P;j = m;p, min(1, u_J,) = Tipn = #pn = 7Jpn . = 7jPj;,
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where p, = %(p% + qﬁ) is the probability of picking these two
nodes in case (i) for the proposed transition, g = 1 — p, and |7 | is
the number of nodes in 7°. Thus Eq. 1 holds. Similarly, in case (ii),
Eq. 1 holds too by only replacing p, by %q‘—,}.l Then from Eq. 1, 7

must be the unique stationary distribution [31]. O

There are some additional details on the mapping between the
chosen § nodes and the positions of input to the FE model for a
CAT, which are discussed in Appendix A.1.

4 FAIRNESS-AWARE TRAINING SCHEDULING

We now study the second problem (P2), i.e., how to schedule the
training of the n continuous targets (CATs), which may be sub-
scribed by different users, in a fair manner.

4.1 Fairness

We study the notion of fairness for the n CATs qy, ..., qn. Bias and
fairness have been an issue of intense study in machine learning
lately. There have been various proposals to define fairness for
machine learning algorithms [29]. For our problem, the most rel-
evant definition is the so-called “fairness through awareness” or
“individual fairness” [12]. Intuitively, it requires that “similar indi-
viduals are treated similarly”. In our context, informally, similar
CATs should get results with similar accuracy. A CAT query may
not get sufficient accuracy if it is not trained enough given the dy-
namic data updates. Here, we measure CAT similarity conveniently
using their embeddings (to be discussed in Section 4.2). Formally,
the fairness is defined as achieving the Lipschitz property:

DEFINITION 1 ([12]). A mapping M : V — Y satisfies the (D, d)-
Lipschitz property if for every x,y € V we have

D(Mx, My) < d(x,y)

Here, M maps an input (i.e., “individual” x or y) to an algorithm’s
output, and the outputs’ distance as measured by D should not be
greater than the difference of the individuals x and y as measured
by d, conformant to the intuition of individual fairness as stated
above. We extend this notion to a system that predicts n CATs

q1, - - - qn, and define the bias as:
DEFINITION 2. The Lipschitz bias of predicting n CATs qu, ..., qn
is
2
—n(n ) Z max (0, |cl~ - Cj| —-d(qi, qj)) 2)

1<i<j<n
where c; (resp. cj) is the confidence of the result of q; (resp. q;), and
d(qi,qj) is the distance between q; and q; in [0, 1].

For example, d(q;, qj) may be the cosine distance of their em-
beddings. Definition 2 performs the average over the (}) pairs of
CAT queries g; and q;. Each pair satisfies the Lipschitz property in
Definition 1 if |ci —-c ]l < d(qi, q;); otherwise, the difference is the
bias of this CAT pair, and the average over all pairs is the Lipschitz
bias of the n CAT queries.

4.2 CAT Language and Embedding

Recall that the Lipschitz bias in Definition 2 requires the distance
d(qi, qj) between two CAT queries g; and g;. In the meantime, it is
also necessary to define a CAT query language for users. Analogous
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to work in data streams [3], it is common to use a variant of SQL as
the user interface language. Moreover, a CAT query expressed in
SQL corresponds to a query tree graph, for which we can perform
graph embedding and treat it as the embedding of the CAT query.
We use the cosine distance between the two CAT embeddings as
d(gi, qj) needed in Definition 2. The following CAT query Q1 is
similar to what is discussed earlier in Example 1 (Figure 1).

SELECT CASE WHEN COUNT(*)>0 THEN ‘True’ ELSE ‘False’
FROM (SELECT 1 FROM lab_events
WHERE flag = ‘abnormal’ AND time BETWEEN #; AND i
GROUP BY pid
HAVING COUNT (%) > 7)

END

Q1 is to predict and notify the user if, in a future time interval
[t1,t2] (relative to now), there will be at least one patient in the
lab_events subgraph/stream who has more than 7 abnormal test
results. A general query template is in Appendix A.2. Figure 4
illustrates a query tree template for CATs like Q1.

name properties op  value

value

name properties op
Figure 4: A query tree graph for a CAT used for embedding.
We then apply Graph Attention Networks (GAT) [45]:
Z aijW(l)hj(l) +B(1)hi(l)
JEN(i)
where 0 < I < L — 1 and L is the level (#hops) of neighborhood
message passing. a;; is based on an attention mechanism. The

hi(1+1) _ 3)

boundary condition is hi(()) = x;, the attribute values at vertex i,

and hi<L) is the final embedding of vertex i.

We set L to be the height of the query tree, so that the root node
will have latent information originated from all nodes in the tree.
We use the embedding of the root (SELECT) node as the final query
embedding. Thus, the root serves as the anchor node of the query
graph. For a node that does not have any attributes (e.g., most of
the internal nodes), we treat it as having one attribute with a fixed
value 1. Moreover, we have multiple versions of B(O), one for each
node type (e.g., “select” or “stream” in Figure 4), i.e., Bt(o) for a
node of type t, which is a d X A matrix where A is the number of
attributes of the node type and d is the embedding dimensionality.
For a node without attributes, the d x 1 Bt(o) essentially represents
the embedding vector of the node type itself.

CAT Embedding Training. We perform self-supervised training of
the CAT query tree graph using node types. Specifically, given the
current embedding hi(L) of node i, we use a cross-entropy loss func-

tion over softmax(thi(L)) to perform the node type classification,
where Wy, is a T x d parameter matrix and T is the number of node
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types. All the parameter matrices are shared among the CATs. Thus,
the embedding can easily generalize to a new CAT query using the
learned parameters. Moreover, the similarity of different CATs can
be gauged using the embedding vectors of their anchor nodes (i.e.,
roots), which will be used in fairness-aware training in Section 4.3.

4.3 Training Scheduling and Fairness
Estimation

We devise a novel algorithm to train the whole network, both the FE
and BE models, based on the notion of Lipschitz bias/fairness of the
n CATs in Definition 2. In addition, we can efficiently estimate the
Lipschitz bias of predicting the n CATs with provable guarantees.

4.3.1 The Algorithm. We are now ready to present the algorithm
for training. The basic idea is to use the fairness notion as defined in
Definition 2 as a guide to iteratively schedule the training of a pair of
CATs each time. The algorithm will also attend to several training
details such as logging data updates for delayed training, class
imbalance, and learning confidence as discussed in Appendix A.3.
We present the algorithm in FAIRNESSAWARETRAINING.

Algorithm 2: FAIRNESSAWARETRAINING

Input:a dynamic network G
embeddings of CATs q1,...,qn
Output: notifications whenever g; returns true, and
confidence; estimated Lipschitz bias

1 D « sliding window of data updates in G for the last At
2 while true do
3 pick 2 pairs of CATs (qi, q;),(qk, q;) uniformly at
random
4 predict these CATs using corresponding data in 9 and
let the confidence be c;, cj, ¢k, ¢;
5 for q € {qi,qj, gk, qi} that returns true do
6 L return notification with confidence
7

add q and its data context to Sy (q)
8 if | ci —cj | —d(qi,qj) <| ckx —¢; | — d(qk,q;) then
9 L i—kjje1 /1(qi, q;) will be trained
Swe—SwU {Qi, Qj}

while positive sample fraction in S, is below 7, do
L randomly pick g € Sy,

do batch SGD using loss function detailed in
Appendix A.3
report current Lipschitz bias based on Sec. 4.3.2

10
11
12
13

add random sample from S;(q) to S,,  //replay

14

15

Line 1 of the algorithm maintains a sliding window of data up-
dates within the past Aty time period, which will be used for train-
ing (details in Appendix A.3). The continuous training and CAT
evaluation are in the loop in lines 2-15. We first randomly pick
and evaluate two pairs of CATs in lines 3-4. If any of these 4 CATs
returns true, we report it with the confidence (Appendix A.3), and
add it to the positive instance set Sy(q) in lines 5-7. Lines 8-10
compare the two pairs of queries and the one with greater bias
(Definition 2) is added to the sample set S,, to be trained. Lines
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11-13 handles minority class (positive sample) replays for the class
imbalance issue, adding positive instances of queries to S,,.

Batched stochastic gradient descent (SGD) training is performed
in line 14. The SGD training will revise the parameters in both
the FE and BE models. Finally, we use the average bias of sample
pairs in the current time window to continuously estimate the
Lipschitz bias of the whole set of n CATs with provable guarantees
(Theorem 2), as detailed next.

4.3.2 Estimating the Bias. Let us now analyze the actual fairness
achieved by FAIRNESSAWARETRAINING, which is quantified by mea-
suring the Lipschitz bias—Equation 2 as discussed in Section 4.1.
The less the Lipschitz bias, the more fairness we have. However,
Equation 2 requires a quadratic number of pairs of CATs in a short
time interval, as the bias is dynamic (with data) and sensitive to
the measurement time window. Thus, we use a sample of pairs of
CATs in a short, sliding time window to continuously estimate the
current Lipschitz bias. The main challenge is how to analyze the
sample size needed and the provided accuracy guarantees, since the
biases of different query pairs are not independent. This renders the
concentration inequalities such as Chernoff bound and Hoeffding
inequality [31] inapplicable—it is harder to analyze when the vari-
ables are correlated. We perform a novel analysis using the theory
of martingales and the associated bounded-difference inequality [2].

Preliminaries: Martingales and Concentration Inequalities.
A martingale is a sequence of random variables for which, at a
particular time, the conditional expectation of the next value in the
sequence is equal to the present value, regardless of all prior values.
More generally, a sequence Zy, Z1, ... is a martingale w.r.t. the se-
quence Xy, X1, ... if E [Zy41 | Xo, ..., Xn] = Zp. A simple example
is a gambler who plays a sequence of fair games, where X; is the
amount she wins on the ith game (negative if a loss), and Z; is her
total winnings at the end of the ith game. A particular easy (and use-
ful) construction of a martingale is called the Doob martingale [11],
as follows. Let Y be a random variable that depends on X, ..., Xp.
Then it can be shown that the sequence Z; = E[Y | Xo,...,X;] isa
martingale w.r.t. Xp, ..., Xp. As can be seen here, the notion of mar-
tingale may capture a sequence of arbitrarily correlated variables.

A particular form of concentration inequality under martingales
is the Azuma-Hoeffding inequality [2], a general form of which is
as follows. Let Zy, ..., Z, be a martingale such that

By < Zy —Zp_q < By +dy (4)

for some constants di. and random variables By that may be func-
tions of Zy, ..., Zj_1. Then for all t > 0 and A > 0,

—222

Pr(1Zs — Zo| > A) < 2¢ Tkt

Q)

Analysis of Lipschitz Bias Estimates. In our problem, we have a
set of m = (;;) CAT pairs from which the Lipschitz bias is obtained
(Definition 2). We use the biases of a sample of r CAT pairs to
estimate the average bias of all pairs. What is challenging here is
that the biases of the CAT pairs are obviously not independent. For
example, if both (g1, g2) and (q2, g3) have small biases, then very
likely (g1, g3) has a small bias too. We treat the m CAT-pairs as a
sequence, defining a sequence of random variables X, ..., X;;, as the
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biases calculated from each pair respectively (i.e., max(0, |c,~ -c j| -
d(gi,45)))-

Let the sample of r CAT-pairs’ biases that are revealed to us
as the first ones X3, ..., X;; i.e., we find that X; = b; (a constant),
for 1 < i < r. Rename X;41,...,Xm to Y1,..., Yim—r, and define
Zi =E|[B| Yp,...,Y;i],for 0 < i < m—r, where B is the random
variable for the overall Lipschitz bias as in Definition 2. The Z;
sequence is the expected Lipschitz biases when the remaining bias

variables Y7, ..., Y; are revealed one by one. Thus, Z, ..., Z,—, is a
Doob martingale w.r.t. Yo, ..., Y—p, with
T b;
Zy = h, Zm-r=B (6)
r

as Zo is only based on the sample, and Z,,— is the true Lipschitz
bias when all Y;’s are known.

To bound the difference between Z and Zj._; as in Inequality 4,
we observe that Z = %, where S_; = er:{‘_l b;. Since

0<b g < % (as any CAT satisfies % < ¢; < 1from Appendix A.3),

Sk-1 Sk-110.5 : Sk-1 _
we have 252 < Zp < ===, or equivalently, vy Zp_1 <
Zp = Zx—y < B=05 74 | Letting By be Sk2L — Z;_, we get

dy = % in Inequality 4. This, together with Equation 6 and Azuma-
Hoeffding Inequality 5, gives us

—s)2
T b; mr 1
Pr(B- h > 1)< 2e Tk=1 (2 @)
r

To simplify the above upper bound and get a closed form, we notice

= 1 m-r 1 m-—r 1 1
kz:; (r+k)? = ;; r+k)(r+k-1) ];(r+k—1 -7

1 1

rom
Incorporating this into Inequality 7, we have proven the following:

THEOREM 2. Using the average bias of a sample of query-pairs of
size r to estimate the Lipschitz bias of in-total m = () query-pairs

has the following accuracy guarantees: the probability that the error
-8)?
is greater than or equal to A is at most 2e P

Theorem 2 gives us strong theoretical guarantees on the accuracy
of our estimation of fairness. For example, for n = 50 CATs (i.e.,
m = 1225), using a sample of only r = 36 CAT-pairs, we can achieve
a Lipschitz bias upper bound of A = 0.1 with probability at least 0.9.

5 EXPERIMENTAL EVALUATION

We have performed a systematic experimental evaluation using five
real-world datasets. Through the experiments, We aim to answer
the following research questions (RQ):

o RQ1: Regarding scalability, what is the throughput of processing
high-rate data-update dynamic networks under our continuous
training and predicting CATs?

e RQ2: How accurate is our model for predicting CATs?

RQ3: Regarding extensibility, if we replace our BE model by
different DGNN models, how does it function?

RQ4: How are accuracy and throughput affected as we vary some
model parameters?

RQ5: How effective is our FILTERBE2FE algorithm?
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e RQ6: How effective is our fairness-aware training scheduling?

5.1 Datasets, Baselines, and CAT Queries

We use five datasets MIMIC [19], GDELT [25], ICEWS18 [6],
ICEWS14 [44], and WIKI [23]. Their details and our setup are in
Appendix A.4. Our default back end DGNN model is TGCN [48] but
replacing its GRU sequence model by LSTM (resulting in slightly
better accuracy). We compare against five baselines: (1) linkGS [49]
for continuous link prediction (which is a restricted set of simple
CATs) in graph streams, (2) predictive relation queries (RQ) in
dynamic graphs [27], (3) our model’s BE replaced by TransE [5], (4)
our model’s BE replaced by EvolveGCN [34], and (5) our model’s
BE replaced by Continual GNN [46]. Note that none of the above
is a whole baseline, as no previous work can replace our front end
model as well as the FILTERBE2FE and FAIRNESSAWARETRAINING
algorithms. The point is that we can plug in any DGNN model as
the back-end model.

For each of the five datasets, we generate random continuous
analytics targets based on the one in Section 4.2. In particular, for
MIMIC data, the generated CATs are similar to Q1 in Section 4.2.
For the GDELT dataset, the generated CATs select from country
nodes (induced subgraph) with group-by attribute country ID. The
ICEWS18 dataset is similar. For ICEWS14 and WIKI datasets, the
CATs select from name nodes. The number of CATs that are gener-
ated for a dataset depends on the specific experiment, as detailed
below.

5.2 RQ1: Throughput and Scalability

We perform the continuous training involving both BE and FE
models. The FILTERBE2FE has a parameter §, the number of nodes
fed to FE. The choice should be dynamic, as a larger network has
significantly more leaves in 77, while the network size does not
affect as much the height or internal-node number of 7. Thus,
we impose a maximum number of internal nodes—empirically we
find that a number between 3 and 5 gives a good tradeoff between
training cost and accuracy; hence we use 4 by default.

First, for scalability, we examine the processing throughput un-
der two modes: (1) the models are being trained continuously and
the CAT queries are also being evaluated (i.e., predicted) continu-
ously (shown as “training” lines in Figures 5 and 6); (2) only the
CATs are evaluated continuously using a trained model from (1)
(shown as “eval” lines in Figures 5 and 6). The throughput results
are shown in Figure 5 for the MIMIC data and in Figure 6 for the
GDELT data (the results for other datasets show a similar trend and
are omitted).

We compare among several models: our default back end model,
the relational query work (“RQ” in the figures) in [27], and replacing
the back end of our model by EvolveGCN [34] (“EG” in the figures).
Finally, we also compare against the lightweight link-prediction for
graph streams work [49] (“linkGS” in the figures). We will further
compare the query result accuracy with these baselines in RQ2
(Section 5.3) and RQ3 (Section 5.4). We vary the number of contin-
uous CAT queries between 7 and 105. From Figures 5 and 6, we
can see that mode 2 mentioned above (“eval” only) is much faster
than mode 1 (continuous training). This is because the training
involves repeated backpropagation through time while the CAT
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evaluation only involves a forward pass of the model. As expected,
more continuous CAT queries subscribed in the system entail a
higher burden of continuous training and query evaluation, and
hence a smaller throughput. Arguably, for most applications, such
throughputs are able to keep up with the actual event rates (even
with a single machine). The ContinualGNN baseline, however, is
one to two orders of magnitude slower than our model in both
modes; hence we omit it to avoid cluttering the figures. The RQ and
EG baselines have higher throughput than using our default back
end model. The linkGS method extends classical link prediction to
graph streams without neural network training, and is 1-2 orders
of magnitude faster. However, these methods are less accurate as
shown in RQ2 and RQ3 next.

5.3 RQ2: Learning Embedding and Accuracy

For RQ2, we examine the effectiveness of our model training, and
compare the CAT query result accuracy with two closest methods
from previous work, relational query (RQ) and linkGS. Figure 7
shows that the loss function value over epochs for the ICEWS18
data (other datasets are similar). The loss drops precipitously in
the first few epochs and then flattens. Observe that there are slight
fluctuations of the loss between adjacent epochs because FAIRNES-
SAWARETRAINING iteratively picks two pairs of CATs to train based
on the biases, and the loss values differ among the CATs.

We then compare the CAT result accuracy with two closest
approaches in previous work, namely linkGS [49] and RQ (contin-
uous relational queries) [27]. Neither 1linkGS nor RQ can handle
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continuous analytics targets as complex as we do. To enable the
comparison, we let all three methods run the same continuous
link/relation predictive queries over all five datasets, with the ac-
curacy results shown in Table 1, where we measure the precision,
recall, and F-measure (shown as prec., rec., and F-m in Table 1, re-
spectively). We can see that, even though linkGS has a much greater
throughput as shown in Figures 5 and 6, our model is significantly
more accurate than it (F-m is the overall accuracy). This is because
linkGS is based on simple and efficient classical methods (it contains
several methods, and we take the best accuracy among them), and
is not a representation learning method. RQ has a slightly higher
throughput, but our model is much more accurate.

5.4 RQ3: Extensibility

In answering RQ3, we examine the extensibility of our architec-
ture by replacing the back end model by alternative representation
learning methods of temporal networks. We use three such baseline
models: an efficient incremental variant of knowledge graph em-
bedding method TansE, as well as two recent ones EvolveGCN [34]
and ContinualGNN [46]. The accuracy result is shown in Table 2.
From the results in Table 2 we can see that our default back end
model is in general more accurate than the other three baseline
back-end models, even though TansE and EvolveGCN give slightly
higher throughput as shown in Figures 5 and 6 (TransE has a sim-
ilar throughout to RQ which is a variant of it). TransE does not
have an explicit sequence model as the other models and has the
worst accuracy. Nevertheless, all alternative back-end models are
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Table 1: Accuracy of continuous link/relation predictive queries compared to two methods in previous work.

MIMIC GDELT ICEWS18 ICEWS14 WIKI
prec. rec. F-m. | prec. rec. F-m. | prec. rec. F-m. | prec. rec. F-m. | prec. rec. F-m.
linkGS 0.302 | 0.901 | 0.453 | 0.543 | 0.914 | 0.681 0.53 0.878 | 0.661 0.507 | 0.99 | 0.671 | 0.657 | 0.794 | 0.719
RQ 0.441 0.559 | 0.493 | 0.574 | 0.545 | 0.559 | 0.613 | 0.657 | 0.634 | 0.533 | 0.371 | 0.437 | 0.737 | 0.424 | 0.538
Ours 0.734 | 0.816 | 0.773 | 0.598 | 0.891 | 0.716 | 0.658 | 0.86 0.746 | 0.567 | 0.99 | 0.721 0.66 0.859 | 0.746

Table 2: Accuracy comparison with three alternative back end models.

MIMIC GDELT ICEWS18 ICEWS14 WIKI
prec. rec. F-m. | prec. rec. F-m. | prec. rec. F-m. | prec. rec. F-m. | prec. rec. F-m.
Default 0.644 | 0.608 | 0.625 | 0.876 | 0.969 | 0.92 | 0.992 | 0.815 | 0.895 | 0.705 | 0.836 | 0.765 | 0.845 | 0.772 | 0.807
TransE 0.617 | 0.579 | 0.598 | 0.683 | 0.639 | 0.66 | 0.832 | 0.668 | 0.741 | 0.171 | 0.158 | 0.164 | 0.329 | 0.319 | 0.324
EvolveGCN 0.44 | 0.694 | 0.539 | 0.721 | 0.651 | 0.684 | 0.789 | 0.753 | 0.771 | 0.507 | 0.754 | 0.606 | 0.414 | 0.653 | 0.507
ContinualGNN || 0.579 | 0.612 | 0.595 | 0.767 | 0.823 | 0.794 | 0.941 | 0.769 | 0.846 | 0.637 | 0.841 | 0.725 | 0.729 | 0.506 | 0.597

functioning to be able to answer CAT queries. This demonstrates
the extensibility of our framework in that it can accommodate other
temporal network representation learning models.

5.5 RQ4: Varying Model Parameters

We now move on to RQ4. We first look into the effect of changing
the dimensionality of embedding vectors. We compare the cases
when the embedding dimensionality is 32, 64, and 128, respectively,
and examine the impact on accuracy when predicting CAT queries,
the throughput when our model is being trained continuously while
answering CAT queries, and the throughput when it is only an-
swering CAT queries using a trained model.

Figure 8 shows the result on the average query accuracy (F-
measure) for all five datasets. We can see that, for 3 out of the 5
datasets, namely GDELT, ICWS14, and WIK], it is clear that the
accuracy increases as the embedding dimensionality increases from
32 to 64 to 128. This is not the case with the MIMIC and ICEWS18
datasets. The reason may be that 32 dimensions already capture the
needed latent features. Figure 9 shows the throughput with the five
datasets when the system is under continuous training and CAT
query evaluation, while Figure 10 shows the throughput when it is
only continuously evaluating CAT queries with a trained model. In
both cases, the throughput slightly decreases as the dimensionality
increases. This is due to the greater computational overhead with a
higher dimensionality.

We next examine the impact of the focal loss [26] (to improve
accuracy with imbalanced classes, Appendix A.3) in our system. The
results are shown in Figure 11 for CAT result accuracy and in Figure
12 for throughout under continuous training and query evaluation.
Figure 11 shows that average CAT result accuracy improves when
using focal loss for all five datasets, with ICEWS14 and WIKI being
more significant. This may be due to more class imbalance with
these two datasets. On the other hand, Figure 12 shows that focal
loss in general has minimal impact on throughput. This is because
the focal loss only adds a regularization term to the loss function
and does not significantly affect the loss convergence.
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5.6 RQ5: Effectiveness of FILTERBE2FE

InRQ5, we look into the effectiveness of our FILTERBE2FE algorithm,
which continuously selects the data aggregation nodes based on the
community structure to feed to a front end model. For comparison,
without the FILTERBE2FE optimization, naturally we just feed all
the nodes in the back end network explicitly referenced/needed by
the CAT queries to the front end model. We compare the average
query accuracy in Table 3. It is clear that, overall, FILTERBEZ2FE is
very effective and considerably improves the accuracy over all five
datasets. As discussed in Section 3, FILTERBE2FE adjusts and learns
the best data items to feed to the front end model in a data-driven
manner, and hence performs better.

We also examine the impact of FILTERBE2FE to throughput when
the system is under continuous training and CAT evaluation (Figure
13) and CAT query evaluation only using a trained model (Figure
14). Figure 13 shows that there is a small overhead associated with
FILTERBE2FE, and Figure 14 shows that there is virtually no over-
head to CAT query evaluation. This is because FILTERBE2FE only
makes small incremental changes at each continuous training step,
while it does not make any changes at the forward inference pass
for CAT evaluation.

5.7 RQ6: Impact of Fairness-Aware Scheduling

Finally, for RQ6, we investigate the effectiveness and overhead of
FAIRNESSAWARETRAINING. For comparison, without the fairness-
aware training scheduling for training, a natural alternative is to
do a round-robin scheduling of each CAT for training. Specifically,
we examine the Lipschitz bias, the average CAT result accuracy,
and throughput under continuous training with and without the
fairness-aware scheduling in Figures 15, 16, and 17, respectively.
From Figure 15, we can see that FAIRNESSAWARETRAINING signif-
icantly reduces the Lipschitz bias, often by one to two orders of
magnitude in four out of the five datasets, which achieves the main
purpose of our fairness-aware scheduling.

Figure 16 shows that, as a side effect, FAIRNESSAWARETRAINING
also improves the average CAT result accuracy, quite significantly in
some datasets such as MIMIC, ICEWS14, and WIKI. This is because,
by allocating more training time to those “hard” (less accurate and
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Table 3: Accuracy comparison with and without BE2FE optimization.
MIMIC GDELT ICEWS18 ICEWS14 WIKI
prec. | rec. | F-m. | prec. | rec. | Fm. | prec. | rec. | F-m. | prec. | rec. | F-m. | prec. | rec. | Fm.
BE2FE 0.812 | 0.631 | 0.71 | 0.896 | 0.956 | 0.925 | 0.89 1 0.942 | 0.643 | 0.999 | 0.782 | 0.714 | 0.798 | 0.754
No BE2FE || 0.586 | 0.567 | 0.576 | 0.863 | 0.927 | 0.894 | 0.992 | 0.832 | 0.905 | 0.727 | 0.709 | 0.718 | 0.597 | 0.705 | 0.647
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requiring more training) CATs, FAIRNESSAWARETRAINING effec-
tively improves the overall result accuracy. In addition, Figure 17
shows that FATRNESSAWARETRAINING has nearly the same through-
put for continuous training and CAT evaluation as the round-robin
scheduling. This is because there is little overhead in the extra logic
of deciding which query to train next.

6 OTHER RELATED WORK

Most closely related work has been discussed in previous sections.
We survey other related work here.

Online Learning. Online machine learning in general has a long
history. It learns to update models from data streams sequentially [8,
15, 16]. The proposed algorithms include Perceptron [36], Online
Gradient Descent [51], and Passive Aggressive [9], which are all
for learning linear models. The work on online learning with ker-
nels includes [38]. More recently, online learning has been studied
for deep learning [24, 39, 50]. However, none of them studies on-
line continuous learning in dynamic networks where a number of
analytics tasks need to be continuously trained and predicted.

Dynamic Graph Neural Networks. There has recently been some
work on DGNN. We refer the readers to two excellent surveys [21,
40]. As shown in our experiments in Section 5, our back end has

great extensibility and can plug in any of these DGNN models,
including [18, 27, 34, 46, 48]. We focus on the problems of how to
filter data between the BE and FE models for specific CATs and
how to schedule their training in a fair manner.

Multi-Task Learning and Fairness in Machine Learning. Our
architecture contains multiple continuous analytics targets, which
bears some resemblance to multi-task learning (MTL). MTL has
been studied for deep neural networks [10], mostly under computer
vision and NLP. However, none of the previous work solves the
problems of determining the selection of back end shared model’s
embeddings for front end task specific models, as well as fairness-
aware training of multiple tasks. Finally, bias and fairness have been
an issue of intense study in machine learning lately. There have
been various proposals to define fairness for machine learning al-
gorithms [29]; yet we are the first to study the notion of fairness in
scheduling multiple prediction targets during online training, espe-
cially when multiple users are in the system. Our experiments also
indicate that fairness-aware scheduling improves overall prediction
accuracy.

7 CONCLUSIONS

We study a novel problem of continuously predicting a number of
continuous analytics targets (CATs) in dynamic networks. We focus
on two problems. One is to adaptively determine the best set of net-
work nodes whose embeddings from the back end DGNN should
be passed to a front end model for predicting a CAT. The other
is to devise a fairness-aware training scheduling algorithm and
to estimate the fairness with accuracy guarantees. Our extensive
experiments using five real-world datasets demonstrate the effec-
tiveness, accuracy, scalability, and extensibility of our approach.
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Fairness-Aware Continuous Predictions of Multiple Analytics Targets in Dynamic Networks

A APPENDIX
A.1 Connection to FE

We now consider the mapping between the chosen § nodes (let
the set be 1) and the input positions to a model at FE for a CAT
(e.g., MLP). The idea is that when FILTERBEZ2FE slightly changes
the membership of 7 to I’ (e.g., they differ by only one node), the
nodes 7 N I’ should not change their input positions at the FE
model—this would make the training more stable (as the “wiring”
of the neurons is mostly unchanged).

To achieve this goal, we randomly hash each node in 7~ to one
of the §’ > § input positions at the FE model. We use a parameter
8" > & so that the chance that a chosen node in I happens to collide
with another node in 7 can be made arbitrarily small. In the event
that more than one node maps to the same position, we can perform
average pooling (or max pooling) between them.

LEMMA 1. The probability that a particular node in I does not

collide with another node in I at the input of the front end model is
S-1
e o .

Proor. The probability that a node v does not collide with any

of the § — 1 nodes in I \ {0} is exactly (1 — %)5’1 ~ e_%, O

From Lemma 1, the probability of no collision increases (ap-
proaching 1) as 8’ increases. We use null (all 0’s) for an input posi-
tion that does not correspond to any node in 7.

A.2 Query Template
In this paper, we consider a general template of CATs as

SELECT CASE WHEN COUNT(%)>0 THEN ‘True’ ELSE ‘False’ END
FROM (SELECT 1

FROM <node-selector>

[GROUP BY <attribute>]

HAVING <condition>)

The CAT query returns “True” if at least one group satisfies the
condition. The node selector selects a set of nodes and the subgraph
induced by them. The GROUP BY and HAVING refer to node or edge
attributes. This form is expressive enough to characterize a broad
range of CATs. In dynamic networks, very often a query is targeted
towards each substream that corresponds to an individual object
or person. This is the reason for the optional GROUP BY clause
above, while the HAVING clause specifies the condition within
each group/substream (or a single group if there is no GROUP BY).
Our representation-learning framework has potential to process an
even broader range of CATs including reachability and subgraph
pattern matching, which is beyond the scope of this paper and is left
as future work (e.g., neural subgraph matching is studied in [47]).

A.3 Training Details and Loss Function

Logging Data Updates. A CAT is about the state of data in the
dynamic graph G at time At from now. Thus, we need to delay the
training for At because only then do we have the ground truth label
to supervise the training. Consequently, for all CATs qx, ..., qn, we

need to log the data updates in the last Aty;, denoting the maximum
At among all queries. In this way, we will be able to use the needed

version of data to train over each query.
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Class Imbalance. Sample class imbalance is a common problem in
machine learning [20]. It is a potential issue in our context because
the selectivity of a CAT query can be small, i.e., most of the time
its result is false, and our training uses a small fraction of true
samples. The vast number of “easy” negatives would overwhelm
the training, causing it to under-perform for the minority positive
class. To deal with this problem, we perform the following: (1) Log
the data contexts of the instances of the minority class (typically
the positive class). During training, with a certain frequency, we
randomly pick one of the instances to “replay” the minority class
backpropagation training. (2) Inspired by Lin et al’s work on a
computer vision problem [26], we replace the cross-entropy loss
function of MLP QNet by the following focal loss function:

—a(1=pi)¥logpi,  (yi=1)
~(1-a)p]log(1-p),  (y:=0)
where y > 0, and 0 < a < 1 is a weighting factor balancing the
importance of positive/negative examples. We use y = 2 by default.
Intuitively, for example, for “easy negatives” (i.e., y; = 0 and p; is
small), the piy factor makes the loss much smaller than the original
cross-entropy loss. On the other hand, if this is a misclassification,
e.g., y; = 1 and p; is close to 0, then the loss is close to the original
cross-entropy loss. We set & = 1—p., where p, is the fraction of pos-
itive examples (after replays)—hence, the fewer positive examples
we use, the greater weight their loss has.

Le(piyi) = { 3)

Confidence. It is important for FE to also return an accurate con-
fidence value c; associated with the returned result of query g;.
One way to assign the confidence c; is to use the maximum class
probability at the output layer of an FE model. In Equation 8, this
corresponds to
ci = max(p;, 1 - pi) )
That is, if p; > 0.5, the model will report true and ¢; = p;; otherwise
it will report false and ¢; = 1 — p;. However, it is well known in the
machine learning literature that the reported probability p; is quite
inaccurate and uncalibrated for deep neural networks [14, 37, 42].
Most of the existing approaches of probability calibration rely
on post-processing, i.e., learning a model to adjust the maximum
class probability after the original model has made the predic-
tion. One problem with this approach, e.g., Isotonic regression
or Platt scaling [14], is that the extra training of the post-processing
model causes some overhead. One way is to use a regularization
approach [32] that further enhances the focal loss function in Equa-
tion 8 with a confidence-order loss as follows:

Le(xi,xj) =max(0,—sgn(fi — fj)(ci—c)) +|fi= fi))  (10)
where sgn(f; — fj) is the sign of f; — fj (i.e.,, 1,0, or -1), and f; is the
frequency that the QNet predicts a result that is the same as what
it returns in the end during the SGD training of the sample of g;.
Intuitively, for an “easy” sample, during the iterations of SGD, the
model already gives mostly consistent prediction answers, while
for a “hard” sample, the model may go back and forth and take a
longer time to get to the final returned answer. Thus, the relative
order on frequency (f; vs. f;) should be consistent with the relative
order on the returned confidence (c; vs. c;); otherwise, Equation 10
will penalize it with a loss. For instance, if f; > f; but¢; < cj,
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then there is a positive loss ¢j — ¢; + f; — f;. Finally, the total loss
function is a weighted sum of the focal loss L in Equation 8 and
the confidence-order loss £, in Equation 10:

-y >

(x1,Y:) €S (xi,X;) €SPy

Le(piyi) + 1 Le(xix;)  (11)
where A is a weight constant, S,y is the set of samples from the
current stream window, and SP,, is a set of sample pairs in the

current window.

A.4 Details of Datasets and Setup
We use five real-world datasets as follows.

e MIMIC. The MIMIC-III (Medical Information Mart for Inten-
sive Care III) dataset [19] is a large, freely-available database
comprising deidentified health data associated with over 40,000
patients. It includes high temporal resolution data such as vital
sign measurements, laboratory test results, procedures, medica-
tions, caregiver notes, imaging reports, demographics, etc. The
total size is 27GB.

o GDELT. The GDELT (Global Database of Events, Language, and
Tone) is an event-based social media dynamic graph [25]. It mon-
itors print, broadcast, and web news media in over 100 languages
from across every country to keep continually updated on break-
ing developments anywhere on the planet. It contains real-time
measurements of 2,300 emotions and themes. The part that we
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use consists of 2,278,405 events with 240 temporal relationship
types.

o ICEWS18. The ICEWS18 (Integrated Crisis Early Warning Sys-
tem in 2018) [6] contains social-media event data, which is coded
interactions between socio-political actors (i.e., cooperative or
hostile actions between individuals, groups, sectors and nation
states). Events are automatically identified and extracted from
news articles by the BBN ACCENT event coder. The part that we
use contains 468,558 dynamic graph events in 256 relationship
types.

ICEWS14. The ICEWS14 data is similar to ICEWS18, but the data

was collected in 2014 [44]. These events are triples consisting of a

source actor, an event type (according to the CAMEO taxonomy

of events), and a target actor. The part of the dataset that we use
contains 665,304 temporal events in 260 relationship types.

o WIKI. Wikidata is a free and open knowledge base that can be
read and edited by both humans and machines [23]. It has struc-
tured data of its Wikimedia sister projects including Wikipedia,
Wikivoyage, Wiktionary, Wikisource, and others. The portion
of data that we use consists of 669,934 temporal events in 24
relationship types.

All the algorithms described in this paper are implemented in
Python. All the experiments are run on a machine with Intel i7-
8750H CPU and GeForce RTX 2080 GPU.
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