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COMPUTING EFFECTIVE DIFFUSIVITIES IN 3D TIME-DEPENDENT
CHAOTIC FLOWS WITH A CONVERGENT LAGRANGIAN NUMERICAL
METHOD

ZHONGJIAN WANG!'®, JACK XIN? AND ZHIWEN ZHANG>*

Abstract. In this paper, we study the convergence analysis for a robust stochastic structure-preserving
Lagrangian numerical scheme in computing effective diffusivity of time-dependent chaotic flows, which
are modeled by stochastic differential equations (SDEs). Our numerical scheme is based on a splitting
method to solve the corresponding SDEs in which the deterministic subproblem is discretized using
a structure-preserving scheme while the random subproblem is discretized using the Euler-Maruyama
scheme. We obtain a sharp and uniform-in-time convergence analysis for the proposed numerical scheme
that allows us to accurately compute long-time solutions of the SDEs. As such, we can compute the effec-
tive diffusivity for time-dependent chaotic flows. Finally, we present numerical results to demonstrate
the accuracy and efficiency of the proposed method in computing effective diffusivity for the time-
dependent Arnold-Beltrami-Childress (ABC) flow and Kolmogorov flow in three-dimensional space.
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1. INTRODUCTION

In this paper, we study the convection-enhanced diffusion phenomenon for particles moving in time-dependent
chaotic flows, which is defined by the following passive tracer model, i.e., a stochastic differential equation
(SDE),

dX(t) = v(t,X)dt + odw(t), X € R% (1.1)

where X(t) = (z1(t),...,24(t))T € R? is the position of the particle, & > 0 is the molecular diffusivity, and
{w(t)}+>0 is the standard d-dimensional Brownian motion. The velocity field v(¢,x) is time-dependent and
divergence free, i.e., Vx - v(t,x) = 0, for all ¢ > 0. In order to guarantee the existence of the solution to the
SDE (1.1), we also assume that v(¢,x) is Lipschitz in x. The passive tracer model (1.1) has many applications
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in physical and engineering sciences, including atmosphere science, ocean science, chemical engineering and
combustion [23].

We will study the long-time large-scale behavior of the particle X(¢) in the passive tracer model (1.1), i.e.,
whether the motion of the particle X(¢) has a long-time diffusive limit. Let X°(#) = eX(¢/€?) denote the rescaled
process of (1.1). We aim to investigate whether X°(¢) converge in law to a Brownian motion with a covariance
matrix DF € R¥¥? as ¢ — 0, where D is called the effective diffusivity matrix. The dependence of D¥ on
the velocity field of the passive tracer model is complicated and highly nontrivial. There are many theoretical
works, where the homogenization theory was applied to study the effective diffusivity matrix D¥ of the passive
tracer model with spatial periodic velocity fields or random velocity fields with short-range correlations; see
e.g., [3,12,16,28] and references therein.

For many complicated velocity fields of physical interests, one cannot apply the homogenization theory to
compute the corresponding effective diffusivity matrix D, or even determine its existence. Therefore, many
numerical methods were developed to compute D¥. These results include, among others, for time-independent
Taylor-Green flows, the authors of [29] proposed a stochastic splitting method and calculated effective dif-
fusivity in the limit of vanishing molecular diffusivity. For time-dependent chaotic flows, an efficient model
reduction method based on the spectral method was developed to compute D¥ using the Eulerian framework
[22]. The reader is referred to [23] for an extensive review of many existing mathematical theories and numerical
simulations for the passive tracer model with different velocity fields.

Recently, we developed a robust structure-preserving Lagrangian scheme to compute the effective diffusivity
for chaotic and stochastic flows in [32]. We also obtained a rigorous error estimate for the numerical scheme
in [32]. Specifically, let DZ1m denote the numerical effective diffusivity obtained by our method. We got the
error estimate, ||DEmm — DE|| < CAt + C(T)(At)?, where the computational time 7' should be greater than
the diffusion time (also known as mixing time). This error estimate is not sharp in the sense that the pre-factor
C(T) may grow fast with respect to T', since the error estimation is based on a Gronwall inequality technique.
Later, we obtained a sharp convergence rate for our numerical scheme and got rid of the term C(T") in the error
estimate in [33]. However, this technique can only be used to study passive tracer models in time-independent
(steady) flows, and cannot be applied to study passive tracer models in time-dependent (unsteady) flows.

In this paper, we aim to obtain a sharp convergence analysis for our numerical scheme in computing effective
diffusivity of passive tracer models in spatial-temporal periodic velocity fields. These types of flow fields are well-
known for exhibiting chaotic streamlines and have many applications in turbulent diffusion [23]. Since in this case
the velocity field depends on the temporal variable, the generator associated with the stochastic process, i.e., the
solution X(¢) in equation (1.1) becomes non-autonomous. The generator is now a parabolic-type operator (see
Eq. (2.2)), instead of an elliptic-type operator studied in [33] when the flows are time-independent. The cell problem
is then defined in a space-time periodic domain; see equation (2.4). Hence the extension of the analysis developed
in [33] to time-dependent flows is not straightforward. We will develop new techniques to overcome the difficulty
arising from time dependence; see Theorem 4.3 and Lemma 4.5 in Section 4. We also emphasize that when the flows
are time-independent, one can construct ballistic orbits of the ABC and Kolmogorov flows [17, 24, 34] and study
their dynamic behaviors. When the flows are time-dependent however, their more complicated streamlines make
it challenging to construct and study ballistic orbits even if they persist.

Though there are several prior works on structure-preserving schemes for ODEs and SDEs, see e.g., [1,14,
15,21, 31] and references therein, our work has several novel contributions. The first novelty is the convergence
analysis, where we develop new techniques to deal with time-dependent flows. To handle the parabolic-type
generator, we pile up snapshots of each time step within a single time period together. By viewing the numerical
solutions as a Markov process and exploring the ergodicity of the solution process, we succeed in obtaining a
sharp convergence analysis for our method in computing the effective diffusivity, where the error estimate does
not depend on the computational time. Therefore, we can compute the long-time solutions of passive tracer
models without losing accuracy; see Figures 1 and 2. If we choose the Gronwall inequality in the error estimate, we
cannot get rid of the exponential growth pre-factor in the error term, which makes the convergence analysis not
sharp. Most importantly, our convergence result reveals the equivalence of the definition of effective diffusivity
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using the Eulerian framework and the Lagrangian framework; see Theorem 4.10, which is fundamental and
important. For 3D time-dependent flows, the Eulerian framework has good theoretical value yet the Lagrangian
framework is mesh-free and computationally more accessible.

Another novelty is that the stochastic structure-preserving Lagrangian scheme is robust and quite cheap in
computing the long-time solutions of the passive tracer model (1.1), especially for problems in three-dimensional
space. If one adopts the Eulerian framework to compute the effective diffusivity of the passive tracer model (1.1),
one needs to solve a convection-diffusion-type cell problem; see equation (2.4). When the molecular diffusivity o
is small and/or the dimension of spatial variables is high, say d = 3, it is exorbitantly expensive to solve the cell
problems. As indicated in equation (2.5), the effective diffusivities depend on the integration of the gradient of
the solution to the cell problem. In many cases, e.g., time-dependent ABC flow, the effective diffusivities grow
rapidly as o decreases; see Figure 3. In our Lagrangian approach, we can overcome the difficulties of long-time
integration of the SDEs (raised as ¢ decreases) by using robust structure-preserving schemes. However, for the
Eulerian approach, one needs to solve a four-dimensional PDE (three variables in spatial dimension and one
variable in the temporal dimension) and solutions have sharp gradients as the diffusivity decreases, which makes
the Eulerian approach expensive for computing effective diffusivities.

Numerical results show that our Lagrangian scheme is insensitive to the molecular diffusivity ¢ and compu-
tational cost linearly depends on the dimension d of spatial variables in the passive tracer models (1.1). Thus,
we are able to investigate the convection-enhanced diffusion phenomenon for several typical time-dependent
chaotic flows of physical interests, including the time-dependent ABC flow and the time-dependent Kolmogorov
flow in three-dimensional space. We discover that the maximal enhancement is achieved in the former case,
while a submaximal enhancement is observed in the latter case; see Figures 3 and 4b, respectively. In addition,
we find that the level of chaos and the strength of diffusion enhancement seem to compete with each other in
the time-dependent ABC flow; see Figure 5. To the best of our knowledge, our work is the first in the liter-
ature to develop a convergent Lagrangian method to study convection-enhanced diffusion phenomenon in 3D
time-dependent chaotic flows.

The rest of the paper is organized as follows. In Section 2, we give the definition of the effective diffusivity
matrix using the Eulerian framework and the Lagrangian framework. In Section 3, we propose the stochastic
structure-preserving Lagrangian scheme in computing effective diffusivity for the passive tracer model (1.1). In
Section 4, we provide a sharp convergence analysis for the proposed method based on a probabilistic approach.
In addition, we shall show that our method can be used to solve high-dimensional flow problems and the error
estimate can be obtained naturally. In Section 5, we present numerical results to demonstrate the accuracy and
efficiency of our method. We also investigate the convection-enhanced diffusion phenomenon for time-dependent
chaotic flows. Concluding remarks are made in Section 6.

2. EFFECTIVE DIFFUSIVITY OF THE PASSIVE TRACER MODELS

There are two frameworks to define the effective diffusivity of the passive tracer models. We first discuss the
Eulerian framework. One natural way to study the expectation of the paths for the SDE given by equation (1.1)
is to consider its associated backward Kolmogorov equation [27]. Due to the time-dependence nature of the
velocity field, we need to deal with a space-time ergodic random flow. Specifically, given a sufficiently smooth
function ¢(7,x) in R x RY, let u(t,7,x) = E[¢(t + 7, X¢4-)| X+ = x| and X(t) be the solution to equation (1.1).
Then, u(t, 7,x) satisfies the following backward Kolmogorov equation

ug = Lu, u(0,7,%x) = (7, %). (2.1)
In equation (2.1), the generator £ is defined as
Lu = 0ru+v-Vyu+ DyAyu, (2.2)

where Dy = 02 /2 is the diffusion coefficient, v is the velocity field, and V and A, denote the gradient operator
and Laplace operator, respectively.
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Remark 2.1. Let p(t, 7, x) denote the density function of the particle (¢ + 7, X (¢ + 7)) of equation (1.1). One
can define the adjoint operator £* as L*p = —0,p — V - (vp) + DoAp. Then, p satisfies the Fokker-Planck
equation p; = L*p with the initial density p(¢, 7,x) = po(T, X).

When v is incompressible (i.e., Vx - v(¢,x) = 0, Vt), deterministic and space-time periodic in O(1) scale,
where we assume the period of v is 1 in each dimension of the physical and temporal space, the formula for the
effective diffusivity matrix is [3, 28]

D¥ = Dol + (v(t,x) ® X(t,x)>p, (2.3)

where we have assumed that the fluid velocity v(¢,x) is smooth and the (vector) corrector field x satisfies the
cell problem,

Lx =—v(ty), (t,y)eTxT, (2.4)

and (-), denotes temporal and spatial average over T x T<. Since v is incompressible, the solution x to the
cell problem (2.4) is unique up to an additive constant by the Fredholm alternative. By multiplying x to
equation (2.4), integrating the corresponding result in T x T¢ and using the periodic conditions of x and v, we
get an equivalent formula for the effective diffusivity as follows:

D¥ = DoI + (Vx(t,x) ® Vx(t, X)), (2.5)

The correction to Dol in equation (2.5) is nonnegative definite. We can see that e” DFe > Dy for all unit column
vectors e € R?, which is called convection-enhanced diffusion. By using a variational principle for time-periodic
velocity flows, one can find a upper bound for the effective diffusivity, i.e., there exists a nonzero unit column
vector e € R?, such that

e'DFe ~ L, as Dy — 0, (2.6)

Dy

which is known as the maximal enhancement. More details of the derivation can be found in [4,9,25]. We point
out that many theoretical results were built upon the passive tracer models with time-independent flows. We
are interested in studying the convection-enhanced diffusion phenomenon for time-dependent chaotic flows in
this paper. Especially, whether the time-dependent chaotic flows still have the maximal enhancement.

In practice, the cell problem (2.4) can be solved using numerical methods, such as finite element methods
and spectral methods. However, when Dy becomes small, the solutions of the cell problem (2.4) develop sharp
gradients and demand a large number of finite element basis or Fourier basis functions to resolve, which makes
the Eulerian framework expensive. In addition, when the dimension of spatial variables is high, say d = 3, the
Eulerian framework becomes expensive too.

Alternatively, one can use the Lagrangian framework to compute the effective diffusivity matrix, which is
defined as follows:

((t) = 2:(0)) (5 4) — 2,(0)) )

~ — ]im < < .
Df tli 5 , 1<4,5<d, (2.7)
where X(t) = (21(t),...,24(t))T is the position of a particle tracer at time ¢ and the average (-) is taken over

an ensemble of particles. If the above limit exists, which means the transport of particles is a standard diffusion
process, at least on a long-time scale. For example, when the velocity field is the Taylor-Green velocity field
[9,29], the long-time and large-scale behavior of the passive tracer model is a diffusion process. However, there
are cases showing that the spreading of particles does not grow linearly with time but has a power-law t7, where
v > 1 and v < 1 correspond to super-diffusive and sub-diffusive behaviors, respectively; see e.g., [2,4,23].

We shall adopt the Lagrangian framework in this paper. The Lagrangian framework has the advantages that:
(1) it is easy to implement; (2) it does not directly suffer from a small molecular diffusion coefficient o during



COMPUTING EFFECTIVE DIFFUSIVITIES IN 3D TIME-DEPENDENT CHAOTIC FLOWS 1525

the computation; and (3) its computational cost only scales linearly with the dimension of spatial variables in
the passive tracer models. However, the major difficulty in solving equation (1.1) is that the computational
time should be long enough to approach the diffusion time scale. To address this challenge, we shall develop
robust numerical schemes, which are structure-preserving and accurate for long-time integration. Moreover, we
aim to develop the convergence analysis of the proposed numerical schemes. Finally, we shall investigate the
relationship between parameters of the time-dependent chaotic flows and the corresponding effective diffusivity.

3. STOCHASTIC STRUCTURE-PRESERVING SCHEMES

3.1. Derivation of numerical schemes

To demonstrate the main idea, we first construct stochastic structure-preserving schemes for a two-dimensional

passive tracer model. The derivation of the numerical schemes for high-dimensional passive tracer models will

be discussed in Section 4.5. Specifically, let X = (z1,22)7 denote the position of the particle, then the model
can be written as

dz; = v1dt + odw z1(0) = 1.0,

{ 1 1dt + 1,65 1(0) 1,0 (3.1)

diCQ = ’Ugdt + Jd’LUg’t, 1’2(0) = 2,0,

where w; ¢, © = 1,2 are independent Brownian motions. We assume that v = (v1,v9)T is divergence-free and
mean-zero at any time ¢, i.e.,

Vv = 0401+ 0p,va =0 Vi, (3.2)
and
f’]l‘ Ul(t,$1,$2)d$2 =0 Vl‘l, t,
(3.3)
f’E vg(t,xl,mg)dxl =0 V.’L‘27 t,
where T = [0,1]. We also assume that v is smooth and its first-order derivatives v;(t,x1,22), i = 1,2 are

bounded. These conditions are necessary to guarantee the existence and uniqueness of solutions of the SDE
(3.1); see [27]. Moreover, we assume that the diagonal of the Jacobian of the velocity field v = (v1,v2)T are all
zeros. A typical example is a Hamiltonian system with a separable Hamiltonian, i.e., there exists H (¢, z1,z2) =
Hi(t,z1) + Ha(t, 22) such that,
v = 7812H, Vg = 8£1H (34)
)

In this paper, we denote with slightly abuse of notation that vi(¢,z2) = vi(t,z1,22) and wva(t,z1) =
va(t, x1, 22). These notations simplify our derivation. Whenever a statement corresponds to vy (¢, x2) (or va(t, 21))
is made, it is equivalent to that for vy (¢, z1,22) (or va(t, x1,x2)).

In [32], we proposed a stochastic structure-preserving scheme based on a Lie-Trotter splitting scheme to solve
the SDE (3.1). Specifically, we split the problem (3.1) into a deterministic subproblem,

{dxl = ’Ul(t,.TQ)dt, (35)
d.’ﬂg = ’Ug(t, .’ﬂl)dt,

which is solved by using a symplectic-preserving scheme (e.g., the symplectic Euler scheme for deterministic
equations with frozen time), and a stochastic subproblem,
dz; = odwy 4,
! b (3.6)
dzo = odwa,

which is solved by using the Euler-Maruyama scheme [27]. When o is a constant in (3.6), the Euler-Maruyama
scheme exactly solves equation (3.6)

Now we discuss how to discretize equation (3.1). From time ¢ = t,, to time ¢ = t,,41, where t, 11 = t, + At,
to = 0, and At is the time step, we assume the numerical solution X" = (27, 25)7T is given, which approximates
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the exact solution X(¢,,) to the SDE (3.1) at time ¢,, = nAt. Then, we apply the Lie-Trotter splitting method
to solve the SDE (3.1) and obtain,

(3.7)

x?—H =27+ Ul(tn+%,xg)At +oN7,
a8t = 27 4 vy (thr%,:ﬂf + vl(thr%,xg)At)At +oNZ,

where by =tn + %, NP = VAtéy, N} = /Atéy, and &, & ~ N(0,1) are i.i.d. normal random variables.
In this paper, we view the solution sequence X" = (27, 2%)%, n = 1,2,3,..., generated by the scheme (3.7) as
a discrete Markov stochastic process, which enables us to use techniques from stochastic process to obtain a
sharp convergence analysis for the numerical solutions; see Section 4.

In a 2D Hamiltonian system, when the system contains an additive temporal noise, for each path of the
strong solution of SDE (3.1), the additive noise itself is considered to be a symplectic transform [26]. Therefore,
we state that the scheme (3.7) is stochastic symplectic-preserving since it preserves symplecticity. Specifically,
the scheme (3.7) can be viewed as a composition of two symplectic transforms. In addition, we know that the
numerical solution converges to the exact one as the time step At approaches zero. In high-dimensional systems,
a structure-preserving scheme refers to a volume-preserving scheme; see Section 4.5.

3.2. The backward Kolmogorov equation and related results

We first define the backward Kolmogorov equation associated with equation (3.1) as
uy = Lu, u(0,7,x) = ¢(7,%), (3-8)

where the generator £ associated with the Markov process in equation (3.1) is given by

2
£ =0, +v1(r,22)0, +va(7. 2100, + 5 Oryy + Dras)- (3.9)
Recall that the solution u(t,T,x) to equation (3.8) satisfies, u(t,7,x) = E[¢(t + 7, Xy4,)| X, = x| where X,
is the solution to equation (3.1) and ¢ is a smooth function in R' x R2. In other words, u(t,7,x) is the flow
generated by the original SDE (3.1).

Similarly, we can study the flow generated by the stochastic structure-preserving scheme (3.7). According
to the splitting method used in the derivation of the scheme in Section 3.1, we respectively define £; = 0O,
Lo = 010z, L3 = 0204, and L4 = %2(8351951 + Orya,). Starting from w(0,-, ), during one time step At, we
compute

ot = Liut, wl(0,-,) = u(0,-,-),

ou? = Lou?, u?(0,-,-) :ul(%m ),

o = Laud, u3(0,-,) = u2(At,-, ), (3.10)
ot = Liut, w*(0,-,) = ud(At, -, ),

ou® = Lyud, u(0,-,-) :u4(%,-, )

Then, u®(At,-,-) will be the flow at time ¢t = At generated by our stochastic structure-preserving scheme
(3.7) and it approximates the solution u(At,-,-) to equation (3.8) well when At is small. It is also worth
mentioning that, u3(At, -, -) is the exact flow generated by the deterministic symplectic Euler scheme in solving
equation (3.5). We repeat this process to compute the flow equations of our scheme at other time steps, which
approximate the solution u(nAt,-,-),n =2,3,... to equation (3.8) at different time steps.

Remark 3.1. Given the operators £;, i = 1,2, 3,4, there are many possible choices in setting the coefficients
for each operator £; and designing the splitting method; see Section 2.5 of [14]. Equation (3.10) is a simple
choice that was used in this paper.
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To analyze the error between the flow operator in equation (3.8) and the composition of operators in
equation (3.10), we shall resort to the Baker-Campbell-Hausdorff (BCH) formula, which is widely used in
non-commutative algebra [13]. For example, in the matrix theory,

A, Bt
exp(tA) exp(tB) = exp <t(A +B) + tQ% + 35 ([4. 4, 8] + [B,[B,A4]]) + - ) , (3.11)
where ¢ is a scalar, A and B are two square matrices of the same size, [,] is the Lie-Bracket, and the remaining

terms on the right hand side are all nested Lie-brackets.

In our analysis, we replace the matrices in equation (3.11) by differential operators and the BCH formula
yields critical insights into the particular structure of the splitting error. Let In; denote the composite flow
operator associated with equation (3.10), i.e.,

At At
Tau(0, -, -) := exp(AtLy) exp(7£1) exp(AtLs) exp(AtLs) exp(?/jl)u(o, ) (3.12)
After propagating for time t = At, the exact solution to equation (3.8) started at any 7 can be represented as
u(At, -, ) = exp(AtL)u(0, -, ) = exp (At(Ly + Lo + L3+ L4))u(0, -, ). (3.13)

Therefore, we can apply the BCH formula to analyze the error between the original flow and the approximated
flow. Moreover, we find that computing the kth order modified equation associated with equation (3.1) in the
backward error analysis (BEA) [7,30] is equivalent to computing the terms of BCH formula up to order (At)*
in equation (3.12). To show that the solution generated by equation (3.7) follows a perturbed Hamiltonian
system (with divergence-free velocity and additive noise) at any order k, we only need to consider the (k + 1)-
nested Lie bracket consisting of {GT, 10z, , V204,,
divergence-free fields.

We remark that given any explicit splitting scheme for deterministic systems, by adding additive noise we
shall obtain a similar form of flow propagation. And we shall see in later proof that, the representation of
flow operator in equation (3.12) is very effective in analyzing the order of convergence and volume-preserving
property.

%2(81111 + Oz,0,) } and we can easily see that they generate

4. CONVERGENCE ANALYSIS

In this section, we prove the convergence rate of our stochastic structure-preserving schemes in computing
effective diffusivity based on a probabilistic approach, which allows us to get rid of the exponential growth
factor in the error estimate. We first limit our analysis to 2D separable Hamiltonian velocity fields. Then, in
Section 4.5 we will show that all the derivations can be generalized to high-dimensional cases.

4.1. Convergence to an invariant measure

To compute the effective diffusivity of a passive tracer model using a Lagrangian numerical scheme is closely
related to study the limit of a solution sequence (a stochastic process) generated by the numerical scheme.
Therefore, we can apply the results from ergodic theory to study the convergence behaviors of the solution.

Let (S, X) be a probability space, on which a family P(x, F), x € S, E € X, of probability measure is defined.
We assume x — P(x, F) is measurable, VE € Y. This corresponds to a linear bounded operator on B(.S), which
is the space of bounded measurable functions on S. This operator, denoted by P, is defined by,

Po(x) = /SP(x,dz)(b(z)7 Vo € B(S). (4.1)

Clearly ||P|| < 1. One of the main objectives of ergodic theory is to study the limit of the operator sequence
P™ as n — +o00. The result can be summarized into the following proposition, which plays a fundamental role
in our convergence analysis.
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Proposition 4.1 (Thm. 3.3.1 of [3]). We assume that,

1. S is a compact metric space and X is the Borel o-algebra;

2. there exists a probability measure i on (S, %) such that P(x, E) = [, p(x, y)u(dy);

3. p(z,y) : S x S — RY is continuous;

4. there exists a ball Uy such that n(Up) > 0 and a positive number § > 0 (depending on Uy) such that
p(x,y) >0, ze S, Vy € Up.

Then, there exists one and only one invariant probability measure w on (S, X)) and one has,

sup|[P"o(a) — [ om(da)| < Cliglle ", vo € B(S) (42)

€S
where p = log #(Uo) >0 and C = #(Uo) > 0 are independent of ¢.

Now we study the convergence behaviors of the solution generated by our stochastic structure-preserving scheme
(3.7). We first prove a lemma as follows.

Lemma 4.2. Let Y = R2/Z? denote the physical torus space and T be the time periodic space. Let Iy

denote the transform of the density on'Y during [r,1+ 7] (time period is 1) using the numerical scheme (3.7).
In addition, let I; 11, denote the adjoint operator (i.e., the flow operator) of I7 ;. in the space of B(f/), which
is the set of bounded measurable functions on Y. Then, there exists one and only one invariant probability
measure on (}7, X)), denoted by m., satisfying,

sup |(Er1-)"9) () / o(a ), (dad)| < CllgllLe ™, Vo e BY), (4.3)

zeY

where p > 0, C' > 0 are independent of ¢(-). Moreover, the kernel space of (14— I7 14,) is the constant functions
'Y, where I is the identity operator.

Proof. We shall verify that the transition kernel associated with the numerical scheme (3.7) satisfies the as-
sumptions required by Proposition 4.1. First we know that in the space R?, the integration process associated
with the numerical scheme (3.7) can be expressed as a Markov process with the transition kernel,

n n 1
Kt(X X +1) = oAt

2 2
(:c;hLl —zl—v (t—&-% ,m?)At) + (a:;“rl —z5 —vg (t—i—% ,x;”rl —zT—v1 (t—i—% ,x?)At) At>
exp | — 202 At ;

(4.4)

where X" = (27, 23)7 and X" = (277! 20T are the numerical solutions at time ¢t = t,, and t = t,1,
respectively.
Then, using the periodicity of v, we directly extend equation (4.4) to the torus space Y as

1

KT(XnaXn+1) = Z 2mo2 At

i,JEZL

2 2
< (m?+1+ifx’ffv1(T+%,xg)At) +(m;+l+jfx;fv2 (TJF%7x;a+17937f,v1(7—+%,xg)At) At) )
exp | —

507 AL (4.5)
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Let IN{T,THc At denote the transition kernel obtained by our scheme with starting time 7 for k steps. Then, we
have

k—1
R, ypa (X0, XF) / L o (7 Xt (4.6)
We choose k = —+ and obtain KT r+1. One can see that the kernel KT r+1 is essentially bounded above zero

since KT+mAt in (4 6) are all positive. Moreover, if 0 < At < 1, KT r+1 is a continuous function on the domain
Y x Y. Then by noticing that the domain ¥ x Y is compact, the kernel KT r+1 1s strictly positive. Namely,
there exists 6, > 0 such that KT,TH(XO Xk) > 0., V(XO Xk) €Y x Y. If we apply Proposition 4.1 to Iayr
(whose kernel is K, 1), we prove the statement in (4.3).

Finally, we know that the operator I, 1, is compact since it is an integral operator with a continuous kernel.
By using the Fredholm alternative, we know that dimker(ly — I7 14,) = dimker(Ig — I, ) = 1. Therefore, it
is easy to verify that the constant functions are in the kernel of (I — I 14,). O

Equipped with the Lemma 4.2, we study the convergence rate of the space-time transition kernel associated
with our numerical scheme (3.7).

Theorem 4.3. Let At = %, N is a positive integer. The following properties hold:
(a) Given At, there exists C > 0 and p > 0, such that,

sup | (IX;)" (7, @) — /fb(ﬂ ), (d2f)| < Cllgllp.e™, Vo eB(TxY), (4.7)
where C' and p do not depend on ¢ and 7.
(b) If [ ¢mr =0, then we get
lim ZIE(;S (r, XNt < 00, VreT. (4.8)

n—oo

i=1

(c) The kernel space of (Is — IX,) is {c(7) | ¢(7) is a periodic function in T with period 1}.

Proof. By definition of I, and I, 1., in equation (3.12) and Lemma 4.2, we have (Ia,)Né(7,) = I 14-6(7, ).
To prove the property (a), we need to show that the lower bound of the kernel K. r+1, which is defined in the
proof of Lemma 4.2, does not depend on 7. For all 7 € T, X" = (27, 25)” € T? and X+ = (x?“ xSH) € T?,
we pick ig = [— x”“—i—xl +ur(T+4E, 23) At] and jo = [—ah T +ab o (T4, 2P T —af vy (T+ 4L, ah) At) At
where |a] denotes the largest integer not greater than a. From equation (4.5), we can see that

1
- 27rJ2At

2 2
<:17§"+1+i0—$?—v1 (T—&—%,zg‘)At) +<w;+1+j0—zg—vg (T-‘r At,w’;”rl —z7 —vi (74 At,r2)At) At)
€Xp 207 At

1

1
> —— - = . 4.
= ono2At P ( O'QAt) >0 (4.9)

According to the definition of the kernel KTJ_H; see equation (4.6), we know the minimal value of KT,TH is
above zero and is independent of 7. Now, we apply this observation to Lemma 4.2 and conclude the proof of
the property (a). The property (b) is a simple conclusion of the exponential decay property proved in (a). For
the property (c), we consider the equation I¥,w = w. Then, for a given time 7, we have I 11, w(7, ) = w(r,").
The results in Lemma 4.2 imply that the invariant space of I 4, is constant in the spatial variable. Thus, we
obtain w = w(r). O
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Before we close this subsection, we provide a convergence result for the inverse of operator sequences, which
will be useful in our convergence analysis.

Proposition 4.4. Let X,Y denote two Banach spaces. Assume T,,, T are bounded linear operators from X to
Y, satisfying lim, .o ||Tn — Tllgx,y) = 0, and Tt e B(Y,X). Given f € Y, if T, f, n=1,2,... uniquely
exist, then we have a convergence estimate as follows:

lim |[[(T;,"—=T"")f|| =0. (4.10)
The proof is quite standard. It can also be viewed as a modification of Theorem 1.16 in Section IV of [18].

4.2. A discrete cell problem

In the Eulerian framework, the periodic solution of the cell problem (2.4) and the corresponding formula for
the effective diffusivity (2.3) play a key role in studying the behaviors of chaotic and stochastic flows. In the
Lagrangian framework, we shall define a discrete analogue of cell problem that enables us to compute the
effective diffusivity. Let X° = (29,29)7 be the initial data and X" = (z7,23)7 denote the numerical solution
at t, = nAt that is generated by the scheme (3.7).

First of all, we show that the solutions =] and z% obtained by the scheme (3.7) have bounded expectations
if the initial values are bounded. Taking expectation of the first equation of equation (3.7) on both sides, we
obtain

n—1
Ex} = Ea}' ™" + AtRuv (t,_1,257") = Bal + At Y Boy (1, 25). (4.11)
k=0

As a symplectic scheme in 2D, the numerical scheme (3.7) admits the uniform measure as its invariant measure.
Applying the results (a) and (b) of Theorem 4.3 and using the fact that v is a periodic function with zero mean,
we know that,
sup. |Evl(tk+%,Xk)| <ePhCy sup 01 (g1, %) |oo- (4.12)
X0cy m=1,2,...,N, xc€T?
Here vl(tk+% , Xk) is equivalent to vq (thr% , k), since v, is independent of ¥. By applying triangle inequalities
in equation (4.11) and using the result in equation (4.12), we arrive at,

[Ezy| < [Eaf] + Cilfo1]]oo, (4.13)

where C7 does not depend on n. Using the same approach, we know that expectation of the second component
Ez% is also bounded.

Now, we are in the position to define the discrete cell problem. Starting at time 7 with time step At = %,
we denote the starting time index to be N7. Then, we define

i1 N (7, %) = ALY Eloy(ty +7, XV XN = x], (4.14)
i=0
where the summation is well defined due to the fact stated in equation (4.12). We will show that 91 n(7,x)

satisfies the following properties. Namely, 01 n(7,%) is the solution of the discrete cell problem defined in
equation (4.15).

Lemma 4.5. According to our assumption on v, we know that vy is a periodic function with zero mean on'Y,

VT, i.e., ff/ v1 = 0. Therefore, 01, n(T, ) is the unique solution in By(T x 37) such that

. . At
01N (T, @) = (Lot ) (T, ) + Ator (7 + —

3 , ), (4.15)

where At = % and the operator I, is defined in (3.12). Moreover, 01 n(7, ) is smooth.
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Proof. Throughout the proof, we shall use the fact that if X, Y are random processes and Y is measurable
under a filtration F, then with appropriate integrability assumption, we have

E[XY] = E[E[Xym] =E []E[X\]-‘]Y]. (4.16)

Some simple calculations will give that

3 At - T+ T
01,8 (T, %) — At (T + 7,){) :AtZE[Ul(tH% + 7, XN XN = x|
i=1

=E |4t ; Efon (ty + 7 XN XV TH] XN < ]

=E[o1, 5 (7 + At, XV XN = x]. (4.17)

Recall the definition of the operator I in (3.12), equation (4.17) implies that
. At N
01,8 (7, %) — Atvy (T + ?,X) = (a1, n)(T,x). (4.18)

Suppose we have that I ;w = w. Then, we get (Ia;)Nw = w. According to Theorem 4.3, we know that w = 0
if f{, wdx = 0, Vt. So ker(Ia; — I5) = {0} and ?1 n is unique. Finally, by the definition of 91 n, we obtain that

ﬁl,N(T,X) :AtZE[Ul(ti+% +T7XNT+i)|XNT _ X]
1=0

oo
=AY / vt +7,5) Kr rpiar(x,y)dy, (4.19)
i=0"Y

which indicates that 9; y has the same regularity as v; does. We know that the kernel I~(T7T+i At(x,y) has a fast
decay property, which guarantees the order of the differentiation and summation is interchangeable. O
Remark 4.6. v; and 9; y only depend on the second component of the numerical solution X" = (27, 2%)7.
However, we will write v; and 01 y as functions of X" when we view X" as a Markov process in the convergence
analysis.

Remark 4.7. When the flow is time-independent, we obtain
E[{)LN(X”HMX"] — 01 v(X") = —At1 (X"), a.s. VneN. (4.20)

Therefore, the discrete cell problem defined in (4.15) is a generalization of the discrete cell problem for time-
independent flow problems studied in our previous work [33], although technically it is more involved.

In the remaining part of this paper, we only need the result that 0y, ~(7,%) is unique in an Hoélder space
CoHP»*(TxY) € B(T x Y). To be precise, given a smooth drift function vy, 01 y(7,x) will be in C5*"*>*(Y),
where p; > 2,p2 > 6,0 < a < 1 and the subscript index 0 indicates that it is a subspace with zero-mean
functions.

4.3. Convergence estimate of the discrete cell problem

In this section, we shall prove that the solution 91 n(7,x) of the discrete cell problem (i.e., Eq. (4.15)) converges
to the solution of a continuous cell problem in certain subspace. Here, we choose the space (Cg’()’a (T xY) to
carry out our analysis. However, there is no requirement that we have to choose this one. In fact, any space
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that has certain regularity (belongs to the domain of the operator £) will work. The continuous cell problem
(2.4) is defined for a vector function, whose first component satisfies

EXl = —v1. (421)

For the two-dimensional problem, the operator £ is defined in equation (3.9). Given the fact that v; is a smooth
function defined on T! x Y, which satisfies [ vi(7,x)dx = 0, V7 € T*. Then, equation (4.21) admits a unique
solution xi in Cé"*‘"(Tl X }7) This is a standard result of parabolic PDEs in Hoélder space (see, e.g., the
Thm. 8.7.3 in [19]). The following theorem states that under certain conditions the solution of the discrete cell
problem converges to the solution of the continuous one.

Theorem 4.8. Assume vy is a smooth function defined on T* x Y, satisfying f{/ vi(r, ¢)de =0, V7 € T'. Let
01 and x1 be the solutions of the discrete cell problem (4.15) and continuous cell problem (4.21), respectively.
Then, we have the following convergence estimate,

X1 — 01]] = O(At), (4.22)
where || - || is a function norm associated with the space Cy®* (T x Y).

Proof. Using Proposition 4.4, one can easily verify that £ is a bijection between two Banach spaces (Cg’ﬁ’a (Tt x }7)
and (C(l)’4’o‘(’]I'1 x Y) and its inverse is bounded. Integrating equation (4.21) along time 7 gives,

exp(AtL)x1 — x1 = —v1At + O((At)?) = — Aty (4.23)
where 91 = v1 + O(At). Combining equations (4.18) and (4.23), we obtain
exp(AtL)x1 — Iatr — (x1 — 01) = At(vy — 01). (4.24)
Equation (4.24) shows the connection between x; and 07. After some simple calculations, we get that
L(x1 —01) = (L = L1)(x1 — 1) + Loty + (v1 — 71), (4.25)

where (AtL) I T (ALL)
~ exp(AtL) — Iy ~ At — exp(At
L i=———+—— d Lo=—=2=2"“"\7 7
! At e At
Moreover, we can verify that in the space of bounded linear operators from C(Q)ﬁ’o‘ (Y) to Cé’4’a()~/), there is a

strong convergence in the operator norm || - ||,

£ — L] = O(At) as At — 0. (4.27)

. (4.26)

For the operator Lo, noticing that £ = L1 + L2 + L3+ L4 and operator Iy is defined in (3.12), we can use the
BCH formula and obtain

oxp (B (10, Lol + (Lo, £a] + [£a, £4] + [La, L] + [£2, £4] + [£5, £1]) + O(AD*) — Iy
Ly, = - exp(AtL)
At
At
— 5 (([£a; La] + [La, L2] + [La, £1] + [La, L2] + [L2, L1] + [£s, L4]) + o((At)?). (4.28)
Denoting L3 = Ly + Lo = L4:214 we have Ly — £ in B(Cg’ﬁ’a(ﬁl’l X Y),Cym (T x Y)) as At approaches
zero. Then, applying the Proposition 4.4, we get,

lim o, = lim Li'(—v;) =L (=v1) = x1. 4.2

Ao T A8 (o) = £7 (=) = (4.29)
In addition, combining the results of equations (4.23), (4.27)—(4.29) for the right hand side of equation (4.25), we
know that when At is small enough, the assertion in (4.22) is proved. The constant in the O(At) of (4.22) does
not depend on the total computational time 7', but may depend on the regularities of v1, vo and the constant
0. O
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4.4. Convergence analysis for the effective diffusivity

This section contains the main results of our convergence analysis. We first prove that the second-order moment
of the solution obtained by using our numerical scheme has an (at most) linear growth rate. Secondly, we provide
the convergence rate of our numerical method in computing the effective diffusivity.

Theorem 4.9. Let X" = (z7,25)7 denote the solution of the two-dimensional passive tracer model (3.1)
obtained by using our numerical scheme (3.7) with time step At. If the Hamiltonian function H(t,x1,x2) is
separable, periodic and smooth (in order to guarantee the existence and uniqueness of the solution to the SDE
(3.1)), then we can prove that the second-order moment of the solution X" (which can be viewed as a discrete
Markov process) grows at most linearly, i.e.,

2
max{EHm} is bounded. (4.30)
n n

Proof. We first estimate the second-order moment of the first component of X" = (z7,2%)7, since the other
one can be estimated in the same manner. Simple calculations show that

B[l af 1) = B(f + vyt _y, 2l At + o NP3
= E(z1")? + At(0? + 2E[z} 'y (tn_1,25" D)) + (At)PEvi(t,_1,ab ™). (4.31)

n— )
The term E[z} v, (ﬁn_§ , x5~ 1)] corresponds to the strength of the convection-enhanced diffusion. Our goal here
is to prove that it is bounded over n, though it may depend on v, v5 and o. Noticing that we are calculating
the expectation of (x7)?2, which is not defined in the torus space, however in the following derivation we will
show that it can be decomposed into sums of periodic functions acting on X" = (27, 2%)”. Hence after the
decomposition (see Eq. (4.34)) we can still apply the previous analysis on torus space.

We now directly compute the contribution of the term E[z} vy (t,, 1 771 to the effective diffusivity with
the help of equation (4.17),

At Z_: E[zio1(t;p1,25)] = i: E [z} (01(t;, X") — Eoy (ti1, XX (4.32)
i=0 =0

Let F; denote the filtration generated by the solution process until X, for example, x} € F;. For equation (4.32),
we have

RHS = ZE (El thl) Al(tiJthiJrl))]
- ZE (ti, XY (2} — 27H)] + 01(to, X°)2§ — E[on (£, X™)2}]

:ZE (t5, X)) (1 (t— 1, 25 A+ o N7 )] + 01 (to, X°)a — E[01 (¢, X")2T]. (4.33)

Hence, we obtain the following result

n—1 n—1
1 n 1 1 ) i 1 )
EIE[(ml)2|(gc(l)7x8)} = E(CE?)Q + Ato® + 2Atﬁ E Blajvi(tip 1, 23)] + (At)gﬁ § Ev%(tiJr%,xz)
=0 =

1
:n( N2 + Ato? + (At)? ZEvl Z+1,z2
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+%ZE[ﬁl(ti7Xi)(vl( io1,@y DAL+ oN{T]
i=1
+ %(m(m,xo)x? — E[61 (tn, X™)z}]). (4.34)

By using the Cauchy—Schwarz inequality, we know the term

*ZE (t:, X) (01 (t;_3, 25 ) At + o N )]
S,ZE 110, X0) 4 ((0a(ti g 5 )AN2 4 (oNT)?)]

= ZE 1t X)) + (i (1, 75 1)? (A2 + o2 At]. (4.35)

Noticing that if v; and ¥; are bounded in sup norm, right-hand-side of equation (4.35) is bounded for any n.
Other terms on the right-hand side of equation (4.34) are also bounded, which can be checked easily. Therefore,
we can prove that 2E[(z7)?|(27,29)] is bounded. Repeat the same trick, we know that 1E[(2%)?|(29,29)] is
also bounded. Thus, the assertion in equation (4.30) is proved. (]

In practice, we shall first choose a time step At and run our numerical scheme (3.7) to compute the effective
diffusivity until the result converges to a constant, which may depend on At. As such, we shall prove that
the limit of the constant converges to the exact effective diffusivity of the original passive tracer model as At
approaches zero. Namely, we shall prove that our numerical scheme is robust in computing effective diffusivity.
More details on the numerical results will be given in Section 5.

Theorem 4.10. Let 27, n = 0,1,... be the first component of the numerical solution obtained by using the
scheme (3.7) and At be the time step. We have the convergence estimate of the effective diffusivity as

E(z7)?

=0+ 2/ x1v1 + O(AY), (4.36)
T2

where the constant in O(At) may depend on the reqularity of v1, va and the constant o, but does not depend on
the computational time T .

Proof. We will prove the statement by direct computation. We divide both sides of equation (4.34) by At and
obtain

1 ., 1 At
mE[(!L’l)Q‘((E?,JIS)] At(xl) +o +7;E’U1 z+17x2)
nAtZE (ti X)) (V1 (ti- 1, 25 ) At + o Ny )]
2 ~ ~ ny ..n
+ E(’U (to,XO).’L‘(l) —]E[vl(tn,X ).’171]) (437)

First, we notice that for a fixed At, the terms ﬁ(x?ﬁ and nitﬁl(to,XO)m? converge to zero as n — 00,

where we have used the fact that ¢ (to, X°) is bounded. Also we observe that the term At ?;01 Ev%(ti+%,x§)
is O(At), because the term (v)? is bounded. Then, for a fixed At, we have
lim —\E (X™)z7]| < lim Lnulumm i | < lim |[91]| e E [( z)” +1] =0 (4.38)
n—oo nAt T n—oo \/ﬁ f fAt ’
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where the term ]E[#] is bounded due to the Theorem 4.9 and ||01]|oc — ||X1||oc < 00 due to the Theorem 4.8.

Therefore, we only need to focus on the estimate of terms in the second line of equation (4.37), which
corresponds to the convection-enhanced diffusion effect. Noticing that 1 € C>%°, we compute the Ito-Taylor
series approximation of o (t;, X"),

1A)1 (tl‘, XZ) = ﬁl(tifla Xi_l) —+ ﬁl,xl (tifl, Xi_l) (Ul(tifé s $;71)At + O'Nliil)
+ 01y (b1, X (v2 (g, 2771 At + o Ny

1 4 ,
+ 5(7}1’““"1 (ti1, X1 + 01 g (fim1, X)) 02 At + O((A1)?), (4.39)

where we have used the fact that vy (tF% o (tis, zh ) At) = vy (tz;% ,277") + O(At), when At is small
and v9 is smooth. Since 97 — X1 in (Cg’ﬁ’a, the truncated term O((At)?) in equation (4.39) is uniformly bounded

when At is small enough. Substituting the Taylor expansion of o1 (t;, X*) in equation (4.39) into the target term
of our estimate (i.e., terms in the second line of Eq. (4.37)), we get

E[on (1, X7) (01 (t;_y ") At +oNi )] = E[(vl(ti,%,xzjl)At + aNf’l)-
(131 (ti—l; Xiil) + 171711 (ti—la Xiil) (Ul (tl_% , Jfg_l)At + O'Nli_l)

+ IA)L,EQ (ti—la Xiil) (Ug(ti_% , .CCil_l)At + UNé_l)
1

5 (O (i1, XY 4 01 (i1, X)) 02 A+ O((A1)2))] (4.40)

Combining the terms with the same order of A¢, we obtain
E[61(t:, X) (01(ti_ 1, 25 AL+ o N )]
= AtE [@1 (ti—la Xiil)’Ul (ti—% R l‘;_l) + 0'2’131,11 (ti—la Xiil)] + O((At)2), (441)

where we have used the facts that: (1) X! is independent of Ni~! and Ni™' so the expectations of the
corresponding terms vanish; (2) Nj~* and N; ! are independent so E(N{"*N2™') = 0; and (3) E(N; 1) = At.

Finally, by using the Theorem 4.3 and noticing the invariant measure is the uniform measure, we obtain from
equation (4.37) that

1
lim L[]0, 48)] = % + 2 / (101 + 0%61.0,) + O(AL). (4.42)
Thus, our statement in equation (4.36) is proved using the facts that ©; converges to x;1 (see Thm. 4.8) and
[ 1.2, = 0. O

Remark 4.11. If we divide two on both sides of equation (4.36), we can find that our result recovers the
definition of the effective diffusivity D¥ defined in equation (2.3). Recall that Dy = 02/2. Theorem 4.10
reveals the connection of the definition of the effective diffusivity using the Eulerian framework and Lagrangian
framework; see equations (2.3) and (2.7), which is fundamental in this context. For 3D time-dependent flow
problems, the Eulerian framework has good theoretical values but the Lagrangian framework is computationally
accessible.

Remark 4.12. For the second component of the numerical solution, i.e., 25, n = 0,1,..., we have similar
convergence result in computing the effective diffusivity. First we define 0o(t, 21, x2) := va(t, 1 + v1 (¢, z2) At)
and obtain [ vodz; = 0. Then we define the discrete cell problem v, as we did in equation (4.14). Calculations of
% are essentially the same as the ones obtained in Theorem 4.10 except that we need to substitute 97 into
2 in equation (4.42). Now we consider cell problem L£x3 = —0s. As 02 — v = O(At), we have x2 — x2 = O(At).
Theorem 4.8 extends due to the fact that |0y — Xa|| = O(At) as in Theorem 4.6. The estimation of W
can be obtained in the same manner.
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4.5. Generalizations to high-dimensional cases

To show the essential idea of our probabilistic approach in proving the convergence rate of the numerical
schemes, we have carried out our convergence analysis based on a two-dimensional model problem (3.1). In
fact, the extension of our approach to higher-dimensional problems is straightforward. Now we consider a high-
dimensional problem as follow:

dX = v(t, X)dt + Xdw(t), (4.43)
where X = (z1,22,...,74)7 € R? is the position of a particle, v = (vy,vs,...,v4)7 € R? is the Eulerian
velocity field at position X, X is a d x d constant non-singular matrix, and w(t) is a d-dimension Brownian
motion vector. In particular, we assume the component v; does not depend on x;, i = 1,...,d. Thus, the
incompressible condition for v(t,X) (i.e. Vx - v(t,X) = 0) is easily guaranteed.

For a deterministic and divergence-free dynamical system, Feng et. al. proposed a volume-preserving method
[10], which splits a d-dimensional problem into d — 1 subproblems with each of them being a two-dimensional
problem and thus being volume-preserving. We shall modify Feng’s method (first-order case) by including the
randomness as the last subproblem to take into account the additive noise, i.e.,

* _ .n—1 At n—1 n—1 n—1 n—1 _n—1
= a4 Atoy(t, + 55,2y L xy Ly Ty, Ty ),
* _ n—1 At * n—1 n—1 n—1 _n—1
x5 =xy 4 Atvg(t, + 55,27, 05 L xy ., Ty ),
* _ .n—1 At * ok n—1 n—1 n—1
xy =xy "+ Atog(t, + 55,27, 05,2y, xh Ty ),
(4.44)
* _ n—1 At t At * * * * *
ry=xy 4 Atwg(t, + 55,27, 25, 25, x5, ..., x5 1),
X" =X+ D(W" - W),
where X* = (2%, 25, ...,2%)7, W" = W" ! is a d-dimensional independent random vector with each component

of the form VAt & ~ N(0,1), and X" = (27,%,...,2%)7 is the numerical approximation to the exact
solution X(¢,) to the SDE (4.43) at time ¢, = nAt.

The techniques of the convergence analysis for the two-dimensional problem can be applied to high-
dimensional problems without much difficulty. For the high-dimensional problem (4.43), the smoothness and
strict positivity of the transition kernel in the discrete process can be guaranteed if one assumes that the covari-
ance matrix X' is non-singular and the scheme (4.44) is explicit. According to our assumption for the velocity
field, the scheme (4.44) is volume-preserving for each step. Thus, the solution to the first-order modified equa-
tion is divergence-free and the invariant measure on the torus (defined by RY/Z?, when the period is 1) remains
uniform for all ¢. Finally, the convergence of the cell problem can be studied by using the BCH formula (3.11)
with d + 2 differential operators. Recall that in equation (3.12) we have four differential operators when we
study the two-dimensional problem.

Therefore, our numerical methods are robust in computing effective diffusivity for high-dimensional prob-
lems, which will be demonstrated through time-dependent chaotic flow problems in three-dimensional space in
Section 5.

5. NUMERICAL RESULTS

In this section, we will present numerical examples to verify the convergence analysis of the proposed method in

computing effective diffusivity for time-dependent chaotic flows. In addition, we will investigate the convection-

enhanced diffusion phenomenon in 3D time-dependent flow, i.e., the time-dependent ABC flow and the time-

E(zy(T))*
2T

dependent Kolmogorov flow. Without loss of generality, we compute the quantity , which is used to

approximate D¥} in the effective diffusivity matrix (2.3).
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5.1. Verification of the convergence rate

We first consider a two-dimensional passive tracer model. Let (71, 22)7 € R? denote the position of a particle.
Its motion is described by the following SDE,

{dxl = sin (4:1:2 + 1+ sin(27rt)) exp (cos (43:2 + 14+ sin(27rt)))dt + odwy 4, (5.1)

dz = cos (221 + sin(27t)) exp (sin (221 + sin(2nt)))dt + odwa,

where ¢ = /2 x 0.1, w; ¢, i = 1,2 are independent Brownian motions, and the initial data (z9,29)7 follows
uniform distributions in [-0.5,0.5]2. One can easily verify the velocity field in (5.1) is time-dependent and
divergence-free.

In our numerical experiments, we use Monte Carlo samples to discretize the Brownian motions w; ; and wo +.
The sample number is denoted by Np,.. We choose At,cy = 2% and N, = 3200000 to solve the SDE (5.1)
to compute the reference solution, i.e., the “exact” effective diffusivity, where the final computational time is
T = 3000 to guarantee the convergence of the calculated effective diffusivity along time. In fact, we find that
the passive tracer model will enter a mixing stage if the computational time is bigger than 7" = 1000. It takes
about 17 hours to compute the reference solution on a 80-core server (HPC2015 System at HKU). The reference
solution for the effective diffusivity is D ~ 0.219.

In Figure 6a, we plot the convergence results of the effective diffusivity using our method (i.e., E(z;i(;))?) with
respective to different time-step At at T' = 3000. To minimize error involved in Monte Carlo simulation, the
particle number is the same as in computation of reference solution. In addition, we show a fitted straight line
with the slope 1.04, i.e., the convergence rate is about (At)!4. This numerical result verifies the convergence
analysis in Theorem 4.10.

To further study the accuracy and robustness of our method for long-time integration, we consider a 3D
time-dependent Kolmogorov flow problem. Let (21, x2,23)” € R? denote the position of a particle. The motion
of a particle moving in the 3D time-dependent Kolmogorov flow is described by the following SDE,

dz; = sin (acg +€ sin(27rt))dt + odwy 4,
dzy = sin (acl +€ sin(27rt))dt + odws (5.2)
dzs = sin (IQ +€ sin(27rt))dt + odws ;.

where w1 4, wa; and ws 4 are independent Brownian motions. When e = 0, the velocity field in (5.2) corresponds
to the Kolmogorov flow [11]. The Kolmogorov flow possesses very chaotic behaviors [6], which brings challenges
for our method.

In our numerical experiment, we choose € = 107! and o = v/2 x 10~3 in equation (5.2). We choose At,of = 2%
and N,,. = 480000 to compute the reference solution for the SDE (5.2), i.e., the “exact” effective diffusivity. In
our numerical tests, we find that the passive tracer model will enter a mixing stage if the computational time is
bigger than 7' = 2000. To show the accuracy and robustness of our numerical scheme, we set 7' = 10° here. It
takes about 59 hours to compute the reference solution on the server and the reference solution for the effective
diffusivity is D, =~ 0.693.

In Figure 6b, we plot the convergence results of the effective diffusivity using our method with respect to
different time-step At. To minimize error involved in Monte Carlo simulation, the particle number is the same
as in computation of reference solution. In addition, we show a fitted straight line with the slope 1.22, i.e., the
convergence rate is about (At)!?2. This numerical result again agrees with our error analysis.

5.2. Investigation of the convection-enhanced diffusion phenomenon

As we have already demonstrated in Section 5.1, our method is very accurate and robust for long-time in-
tegration. Here, we will study the dependence of the effective diffusivity D¥ on different parameters in the
time-dependent flows. First of all, we solve equation (5.2) and carry out the test for the 3D time-dependent
Kolmogorov flow.
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FIGURE 1. Time evolution of the ]E(wgigt))z for different Dy’s and €’s. (a) € = 10, (b) e =1, (c)
e=0.1, (d) e=0.

In Figure 1, we show the time evolution of w for different Dq’s (here Dy = 0 /2) and for four different
€’s, where the result in Figure 1d corresponds to the time-independent Kolmogorov flow (see Fig. 6 of [33]).
The parameter € in equation (5.2) controls the strength of the time dependence. For each Dy and €, we use
Npe = 240000 particles to solve the SDE (5.2).

In Figure 4a, we show the time evolution of E[z1(t)?]/(2t) for different ¢’s with Dy = 1075. One can see
that the effective diffusivity Df, converges as e approaches zero. Similar convergence behaviors were observed
for other Dy’s, which are not shown here. The convergence of the effective diffusivity with respect to € can be
rigorously justified through analysis; see Appendix A.

In addition, in Figure 4b by fixing €, we observe a certain amount of enhanced diffusion when Dy decreases.
We find that for each given Dy as € decreases the corresponding effective diffusivity Df; converges to the effective
diffusivity D¥} associated with € = 0. This means the time dependency of € improves the chaotic property of
Kolmorogov flow though, it does not change the pattern of convection-enhanced diffusion in the Kolmogorov
flow. When € < 1 the fitted slope within Dy € [107%,107%] is —0.2, which indicates that D¥ ~ O(1/D§?).
However, the dependency of D, on Dy is quite different from the pattern of the time-dependent ABC flow,
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FIGURE 2. Time evolution of the M for different Dy and €. (a) € = 10, (b) € = 1,
(c) e=0.1,(d) e=0.

which is known as the maximal enhancement and will be discussed later; see Figure 3. We call this behavior a
sub-maximal enhancement, which may be explained by the fact that the Kolmogorov flow is more chaotic than
the ABC flow [11]. The chaotic trajectories in Kolmogorov flow enhance diffusion much less than channel-like
structures such as the ballistic orbits of ABC flows [24, 34].

Next, we use our stochastic structure-preserving scheme to solve time-dependent ABC flow problems. Let
(21, 72,23)T € R® denote the position of a particle in the 3D Cartesian coordinate system. The motion of a
particle moving in the 3D time-dependent ABC flow is described by the following SDE,

dzy = Asin (23 + esin(2mt))dt + C cos (22 + esin(27t))dt + odwy
dzy = Bsin (z1 + esin(2nt))dt + Acos (z3 + esin(2nt))dt + odwa, (5.3)
dzs = C'sin (22 + esin(2nt))dt + Bcos (z1 + esin(27t))dt + odws,,,

where w1 4, wa s and w3 are independent Brownian motions. For e = 0 and o = 0, the velocity field in (5.3)
corresponds to the standard ABC flow [8]. The ABC flow is a three-dimensional incompressible velocity field
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which is an exact solution to the Euler’s equation. It is notable as a simple example of a fluid flow that can
have chaotic trajectories. In our numerical experiments, we set A= B =C = 1.

In Figure 2, we show the time evolution of the W for different Dg’s (here Dy = ¢2/2) and for four
different €’s, where the result in Figure 2d corresponds to the time-independent ABC flow (see Fig. 3 of [33]).
Again the parameter € controls the strength of the time dependence. For each Dy and €, we use N,,. = 240000

particles to solve the SDE (5.3). We find that for each given Dy, the time evolution of the w converges
when € converges to zero. However, we observe two different patterns compared with the results shown in
Figure 1. First, when we decrease Dy, it takes a longer time for the system to enter a mixing stage. Second, we
observe a large amount of enhanced diffusion when Dy decreases.

To further investigate the dependence of D on Dy and ¢, in Figure 3, we show the dependence of effective
diffusivity D¥, on Dy and e. We find that for each given Dy, as € decreases the corresponding effective diffusivity
DE, converges to the effective diffusivity D¥} associated with € = 0. Thus, the time-dependent ABC flow has
a similar convection-enhanced diffusion behavior as the time-independent ABC flow. The fitted slope within
Dy € [1075,1071] is about —1.0, which indicates that D¥ ~ O(1/D}). This result indicates that the D
of the time-dependent ABC flow achieves the upper-bound of equation (2.6), i.e. the maximal enhancement.
This maximal enhancement phenomenon may be attributed to the ballistic orbits of the ABC flow, where the
time-independent case was discussed in [24, 34].

Moreover, our result for Dy € [1073,107!] and € = 0 recovers the same phenomenon as the Figure 2 in [4],
which was obtained by using the Eulerian framework, i.e., solving a cell problem. In Figure 3, our method
can be easily used to compute the effective diffusivity when Dy € [1075,107%]. It will be, however, extremely
expeunsive for the Eulerian framework since one needs to solve a convection-dominated PDE (2.4) in 3D space,
whose Péclet number is proportion to D%).

Finally, we investigate the dependence of D} on the frequency of the time-dependent ABC flow. Specifically,
we solve the following SDE,

dzy = Asin (23 + sin(Qt))dt + C cos (22 + sin(Q))dt + odwy 4,
dzo = Bsin (z1 + sin(Qt))dt + Acos (z3 + sin(Qt))dt + odws,, (5.4)
dzs = C'sin (22 + sin(Qt))dt + B cos (z1 + sin(Qt))dt + odws,
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FIGURE 5. Dependence of D} on the frequency of the time-dependent ABC flow.

where A = B = C = 1 and  is the frequency. Here we first choose At = 277, N,,. = 240000 and T = 10°.
Then, we choose different {2 and compute the corresponding effective diffusivity D, .

In Figure 5, we show the numerical results. We find that when €2 is near 0.1 the diffusion enhancement is
weak. When (Q is away from 0.1, say 2 < 0.05 or £ > 0.2, we observe the maximal enhancement phenomenon.
A similar sensitive dependence on the frequency of time-dependent ABC flows was reported in [5], where the
Lyapunov exponent of the deterministic time-dependent ABC flow problem (i.e., o = 0 in Eq. (5.3)) was studied
as the indicator of the extent of chaos; see Figures 2 and 3 of [5].

When Q = 0, the flow of equation (5.4) is the same as that for € = 0 case in equation (5.3), which will give
the maximal enhancement phenomenon. When {2 is positive, the flow becomes time-dependent and the regions
of chaos expand until the extent of chaos (i.e. the Lyapunov exponent) appears to reach a maximum, which
is corresponding to € = 0.1. It seems that the diffusion enhancement is significantly weakened in this range
of Q. When ) continues to grow, the islands of the integrability regrow and the chaotic regions have shrunk
significantly. We again observe the maximal enhancement phenomenon in this range of 2. Our numerical results
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suggest that the level of chaos and the strength of diffusion enhancement seem to compete with each other.
More intensive theoretic and numerical studies will be reported in our future work.

6. CONCLUSION

In this paper, we developed a stochastic structure-preserving Lagrangian scheme in computing effective diffu-
sivity of passive tracer models in 3D time-dependent chaotic flows and provided a sharp convergence analysis on
the proposed numerical scheme. Our convergence analysis is based on a probabilistic approach, which interprets
the solution process generated by our numerical scheme as a Markov process. By exploring the ergodicity of the
solution process, we gave a sharp and uniform-in-time error estimate for our numerical scheme, which allows
us to compute the effective diffusivity over infinite time. Numerical results verify that the proposed method is
robust and accurate in computing effective diffusivity of time-dependent chaotic flows. We observed the maxi-
mal enhancement phenomenon in time-dependent ABC flows and the sub-maximal enhancement phenomenon
in time-dependent Kolmogorov flows, respectively. Moreover, we found that the time dependency in the velocity
field improves the chaotic property of ABC flow and Kolmorogov flow though, it does not change the pattern
of convection-enhanced diffusion in both flows.

There are two directions we plan to explore in our future work. First, we intend to study the convection-
enhanced diffusion phenomenon and provide a sharp convergence analysis for general time-dependent chaotic
flows, where the flows have a quasi-periodic property in the time domain. In addition, we shall investigate the
convection-enhanced diffusion phenomenon for general spatial-temporal stochastic flows [20, 23] and develop
convergence analysis for the corresponding numerical methods.

APPENDIX A. LIMIT IN THE PARAMETER € FOR A TIME-DEPENDENT CHAOTIC FLOW

We shall prove that when e approaches zero, the effective diffusivity corresponding to the time-dependent chaotic
flow, e.g., the flow in (5.2) will converge to the one corresponding to the time-independent one, e.g., ¢ = 0 in
the flow of (5.2). For notational simplicity, let v = v¢ denote the velocity field in (5.2) and v = v’ denote the
velocity field when € = 0 in v = v. Moreover, we denote L(-) = v*-V,(-)+ Do A, (). Now, the vector corrector
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field x¢ associated with the velocity field v¢ satisfies the following cell problem,

(0r + L)X = —V". (A1)
Let x{ denote the solution of the following equation

(0r + L)xG5 = —v°. (A.2)

We aim to prove x© converges to x{ as € approaches zero. At the same time we know the vector corrector field
X, associated with the velocity field v¥ satisfies the following cell problem,

‘COXO = 7v0’ (A-?))
where £0(-) = v - V,(-) + DoA,(-). Now we consider, x9(¢, ) = X, (), which solves,
(87' + LO)XS = *Vov (A4)

since 9, x9 = 0. Comparing equations (A.2) and (A.4) and using Proposition 4.4, we know that x§ converges to
X when € approaches zero. Finally, comparing equations (A.1) and (A.2), we know x¢ converges to x§ when €
approaches zero. Therefore, we prove x¢ converges to x, when e approaches zero.
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