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AbstractÐ Integrated sensing and communication (ISAC) is a
key enabler for next-generation wireless communication systems
to improve spectral efficiency. However, the coexistence of sensing
and communication functionalities can cause harmful interfer-
ence. In this paper, we propose to use a reconfigurable intelligent
surface (RIS) in conjunction with ISAC to address this issue. The
RIS is composed of a large number of low-cost elements that
can adjust the amplitude and phase shift of impinging signals,
thus providing a relatively high beamforming gain. To maximize
the sum-rate of the communication system, we jointly optimize
the beamformer at the base station (BS) and the phase shifts
at the RIS, subject to a threshold on the interference power, the
unit-norm constraint of the transmit power, and the unit modulus
constraint of the RIS phase shifts. To efficiently tackle this NP-
hard problem, we first reformulate the problem into a more
tractable form using the fractional programming (FP) technique.
Then, we exploit the geometrical properties of the constraints and
adopt an alternating manifold-based optimization to compute the
optimal active beamformer and the RIS phase shifts, respectively.
Simulation results demonstrate that the proposed RIS-assisted
design significantly reduces the mutual interference and improves
the system sum-rate for the communication system.

Index TermsÐ Integrated sensing and communications, recon-
figurable intelligent surface, sum-rate maximization, interference
mitigation, manifold optimization.

Manuscript received 29 September 2022; revised 31 March 2023;
accepted 9 May 2023. Date of publication 22 May 2023; date of current
version 16 August 2023. This work was supported by National Key R&D
Project of China under Grant 2022YFE0111900; in part by the National
Science Foundation under grant CNS-2107182 and ECCS-2030029; in part
by NSF CNS-2107216, CNS-2128368, CMMI-2222810, US Department of
Transportation, Toyota and Amazon; and in part by NSF under Grant CNS-
2128448. The associate editor coordinating the review of this article and
approving it for publication was S. Jin. (Corresponding author: Eyad Shtaiwi.)

Eyad Shtaiwi is with the Department of Electrical and Computer Engineer-
ing, University of Houston, Houston, TX 77004 USA (e-mail: emshtaiw@
cougarnet.uh.edu).

Hongliang Zhang is with the School of Electronics, Peking University,
Beijing 100871, China, and also with the Department of Electrical and
Computer Engineering, Princeton University, Princeton, NJ 08544 USA.

Ahmed Abdelhadi is with the Department of Engineering Technology,
University of Houston, Houston, TX 77004 USA.

A. Lee Swindlehurst is with the Center for Pervasive Communications and
Computing, University of California at Irvine, Irvine, CA 92697 USA.

Zhu Han is with the Department of Electrical and Computer Engineering,
University of Houston, Houston, TX 77004 USA, and also with the Depart-
ment of Computer Science and Engineering, Kyung Hee University, Seoul
446-701, South Korea.

H. Vincent Poor is with the Department of Electrical and Computer
Engineering, Princeton University, Princeton, NJ 08544 USA.

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TCOMM.2023.3277872.

Digital Object Identifier 10.1109/TCOMM.2023.3277872

I. INTRODUCTION

N
EXT-GENERATION communication systems are envi-

sioned to integrate sensing and communication func-

tions together. Such an integrated communication and sensing

(ISAC) system enhances spectrum efficiency and reduces

power consumption. A system that achieves radar and commu-

nication coexistence (RCC) is an example of ISAC. Most com-

mercial communication systems have pushed towards higher

operating frequencies and are accommodated in the sub-6 GHz

band. Recently, a larger portion of the mmWave spectrum has

been allocated for 5G deployments [1], [2]. On the other hand,

radar remote sensing systems such as radar used for geophys-

ical monitoring, air traffic control, weather observation, and

surveillance for military applications primarily occupy a large

portion of the same spectrum resources, e.g., the sub-6 GHz

band. As a result, co-channel radar and communication sys-

tems will cause interference to each other [3], [4]. This has

motivated joint radar and communications system designs,

including proper spectrum sharing and interference mitigation

algorithms, in order to achieve harmonious coexistence [5].

Recently, reconfigurable intelligent surface (RIS) technol-

ogy has been received significant attention due to its capabil-

ity for improving energy and spectrum efficiencies. An RIS

consists of a large number of passive and low-cost elements

that are capable of modifying the impinging electromagnetic

(EM) signal’s phase shift and amplitude. As a result, the RIS

can customize the propagation environment to enhance signals

of interest and suppress interference.

A. Related Work

Over the past decade, a plethora of spectrum-sharing

approaches have been suggested to eliminate or mitigate the

mutual interference between radar and communication systems

for spectrum sharing. The major problem is to avoid harmful

interference and guarantee satisfactory performance when both

the radar and communication systems are simultaneously

active. [11].

In [8], the authors considered a collocated Multiple-Input

Multiple-Output (MIMO) radar and MIMO communication

system based on matrix completion. The fusion center esti-

mates the radar interference at the communication system user

terminals (ComUT) and then subtracts it from the received
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signals. However, this approach is not efficient in certain

cases where the radar transmits with high power. Even when

the power is not high, due to phase shift offsets between

the radar transmitter and ComUTs, direct subtraction leaves

residual interference. Therefore, this approach degrades the

performance of the communication system. In [20], the authors

proposed a signaling design to optimize the performance of

both the radar and communication systems. The proposed

design minimizes the mutual interference between the two

systems and suppresses the interference between the multiple

users of the communication system as well. However, the

proposed approach is sensitive to noisy information such as

bandwidth allocation, user types, and the number of spectrum

users. The multi-objective optimization scheme is also difficult

to generalize. The authors in [21], [22], and [24] considered

cooperative design of the communication and radar waveforms

to mitigate the mutual interference such that both systems

work independently. While most of previous work focuses on

the transmit beampattern design [1], [26], [27], [28], [29], [30],

[31], [32], [33], [34] proposed receive beampattern designs

that maximize the radar signal-to-interference-plus-noise ratio

(SINR) subject to power constraints and a threshold on the

rate of the communication system.

The authors in [36] considered a conventional MIMO radar

system and MIMO communication system and proposed a

joint precoding design of both the radar and communication

transmitters over the same frequency. The precoding matrices

were designed to maximize the mutual information and the

SINR at the radar receiver with constraints on the signal-to-

disturbance ratio (SDR), power budget, and data rate. Results

showed that the optimized radar transmit precoder can mitigate

clutter, reduce the radar interference at the ComUTs, and maxi-

mize the SINR at the radar receiver. The work in [40] proposed

an interference management approach based on interference

alignment (IA) for the RCC system. The authors proposed a

joint precoder-decoder design by formulating an optimization

problem that maximizes the SINRs of both the radar and the

communication system. In [48], the authors studied the joint

design of the communication transmit covariance matrix and

the radar waveform to maximize the achievable rate for the

communication system subject to energy constraints.

Dual-function radar communication (DFRC) systems were

investigated in [41], [42], [43], [44], [45], and [46]. The

authors of [41] proposed a RIS-assisted DFRC system to

enhance the secrecy rate. The authors in [42], [45], and [46]

proposed deployment of an RIS to improve target detection

when a line-of-sight (LoS) signal path either does not exist or

is weak. These papers considered DFRC systems where the

RIS is deployed to enhance the radar performance. The DFRC

requires an additional self-interference mitigation approach,

unlike the separated radar and communication transmitters.

In some situations (e.g., military applications), dual integration

between the radar and communication systems is not allowed.

B. Contributions

In this paper, we propose a new scheme to improve the

performance of multi-user (MU)-MIMO RCC systems by

deploying an RIS. In this proposed approach, we exploit

the beamforming capability of the RIS to mitigate the mutual

interference between the communication and radar systems.

Our approach aims to improve the performance of the commu-

nication system without interrupting the operation of the radar

system. In particular, we study active beamforming at the base

station (BS) and passive beamforming at the RIS to maximize

the achievable sum-rate for the ComUTs while guaranteeing

specific performance requirements for both systems.

We first formulate the sum-rate maximization problem based

on the proposed system model. The formulated optimization

problem is non-convex due to the non-convexity of both the

objective function and the constraints. We use the fractional

programming (FP) technique to transform the original problem

into a more tractable form by introducing an auxiliary variable

for each SINR [55]. Moreover, we exploit the differential

properties of the constraints using manifold optimization.

By exploiting the underlying geometries of the feasible set,

the geometrical structures can deliver high-quality solutions to

the NP-hard problem with a much lower computational cost.

Therefore, we propose a manifold-based alternating optimiza-

tion algorithm which tackles the beamformer designs directly

on a Riemannian manifold [10]. Moreover, the optimization

problem is reformulated as an unconstrained problem by

establishing the geometrical structure of the feasible sets. The

main contributions of this work are summarized as follows:

• We study an RIS-assisted MU-MIMO RCC system in

which an RIS is leveraged to improve the sum-rate of

the communication system. The proposed framework can

mitigate the mutual interference (MUI) between the radar

and communication systems. Our objective is to maxi-

mize the sum-rate for the ComUTs by jointly designing

the active and passive beamforming at the BS and RIS,

respectively, subject to the non-convex unit-norm power

and the unit modulus constraints. This paper is one of the

early attempts that address the sum-rate maximization for

the RIS-aided MIMO RCC.

• We transform the formulated maximization problem into

a simpler form using FP [55]. Then, we reformulate the

constrained optimization problem into an unconstrained

one by using the geometric properties of the constraints.

Moreover, the unity modulus of the RIS phase shifts

resembles a multiplication of multiple complex unit circle

manifolds, while the search space for active beamforming

lies in the oblique manifold.

• We propose a Riemannian conjugate gradient (RGC)

method to solve the sum-rate maximization problem in

the RIS-assisted MIMO RCC system. We provide a

conjugate gradient (CG) method to optimize the active

and passive beamformers that are replaced by complex

unit circle and complex oblique manifolds. Specifically,

we deploy the line search approach over two mani-

folds. Moreover, we divide the original problem into two

sub-problems over two different manifolds. We re-express

the objective functions in such a way that we are able to

compute the Riemannian gradients.

• Our simulation results demonstrate that the RIS is ben-

eficial in improving the sum-rate performance for the
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Fig. 1. RIS-assisted MIMO RCC system.

communication system and reducing the interference

from the BS to the radar system. In particular, numerical

simulations show the advantages of RIS-assisted ISAC

in improving the communication system sum-rate and

mitigating the mutual interference between both systems.

In our earlier conference paper [52], we presented the

RIS-assisted RCC system framework and proposed a simple

local search approach to optimize the beamforming at the BS

and the RIS phase shifts.

C. Organization and Notation

The rest of this paper is organized as follows. Section II

presents the system model of our assumed RIS-assisted MIMO

RCC system. In Section III, we discuss the performance

metric of interest and formulate the design problem. Then,

we introduce the proposed algorithm to jointly optimize the

active and passive beamforming in Section IV. Section V

presents numerical results to demonstrate the performance of

our proposed approach and its effectiveness. Finally, Section

VI concludes the paper.

Notations: Throughout this paper, scalars are denoted by

lower-case letters. Bold lower case letters and bold upper-case

letters denote vectors and matrices, respectively. A calligraphy

upper-case letter represents a set. For a vector x, ||x||2 defines

its Euclidean norm and x† represents its conjugate transpose.

IN denotes an N × N identity matrix. The symbols (·)T ,

(·)∗ and (·)H denote transpose, conjugate, and Hermitian

transpose, respectively. The operator vec(·) stacks the columns

of a matrix to construct a vector, tr(·) represents the trace of a

matrix, 0N denotes the N -dimensional zero vector, diag(A)
extracts the diagonal elements of matrix A to construct a

vector, 1 indicates the all-ones vector, |a| denotes the modulus

of a, ⊗ and ⊙ denote the Kronecker product and the Hadamard

product, respectively, and Re{x} indicates the element-wise

real part of x.

II. SYSTEM MODEL

In this paper, we propose an RIS-assisted MIMO RCC

system as shown in Fig. 1. Specifically, we consider a time

division duplex (TDD) downlink system that includes a BS,

an RIS, a MIMO radar, and multiple single-antenna users

(UEs). Here, the RIS is deployed to improve the received

SINR and reduce the mutual interference. We assume a

quasi-static flat fading channel model where the channel varies

independently among coherence blocks and remains constant

within the transmission block. We also assume that a central

control unit links the BS, the RIS, and the radar, and thus the

channel information for all links is available at the BS and the

radar [12].

In this work, we assume that line-of-sight (LOS) paths

between the BS and UEs and between the radar transmitter and

UEs are not available. The BS is equipped with M antenna

elements, and the RIS has N reflecting elements. The BS and

the radar share the same frequency spectrum. In this paper,

we consider a collocated MIMO radar with with Lt and Lr

transmitting and receiving antennas, respectively, so that the

Angle-of-Arrival and the Angle-of-Departure are the same [6].

The collocated MIMO radar has a uniform linear array (ULA)

configuration with elements spacing on the order of the half

the wavelength. The collocated MIMO radar is widely used

since it gives better target parameter identification and spatial

resolution. Moreover, for the radar target, we adopt a point

target model where the target’s scatterer an infinitesimal spatial

extent [7]. The point target model is considered a good

assumption and has been widely used in the radar theory

especially for collocated MIMO radar cases when the target

is located in the far-filed of the radar array, i.e., there are a

large distance between the radar and the target compared to

the elements inter-spacing distance. For simplicity and without

loss of generality, we assume Lt = Lr = LR.

The RIS can be modeled using a diagonal matrix Ω =
diag(ω1, ω2, . . . , ωN ) where the reflection coefficient ωi =
Aie

jΩi comprises an amplitude coefficient Ai ∈ (0, 1], and

a phase coefficient Ωi ∈ [0, 2π]. In order to exploit the

maximum reflection capability of the RIS, the amplitude

coefficients in this work are set to 1, i.e., Ai = 1 [50].

The channel between the K ComUTs and the RIS is

Ht =
[

h̃1, h̃2, · · · , h̃K

]T

∈ CK×N with h̃H
i ∈ CN×1 being

the channel vector between the RIS and the ith UE. GB ∈
CN×M and GR ∈ CN×LR are channels between the RIS

and the BS, and the RIS and radar, respectively. Let Hc =
[h1,h2, · · · ,hK ]

T ∈ CK×M represent the cascaded channel

from the BS to these K UEs via the RIS. Here, hi =
h̃iΩGB ∈ C1×M represents the communication channel

vector between the BS and the ith UE via the RIS. In addition,

the cascaded channel between the radar transmitter and the

UEs is denoted as Fc =
[

f̃1, f̃2, · · · , f̃K

]T

∈ CK×LR with

f̃i = h̃iΩGR ∈ C1×LR denoting the interference channel

vector from the radar transmitter to the ith ComUT. Moreover,

the interfering channel between the BS and Radar is G =
[g1,g2, . . . ,gM ] ∈ CL×M . Since both the BS and the radar

system operate on the same frequency resource, the received

signal at the ith UE is expressed as [37]

yc
i [l] = hi

K∑

k=1

wksk[l] +
√

PR f̃isl + ni[l], i = 1, 2, . . . ,K,

(1)
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where wk and sk[l] are the beamforming vector and the

transmitted symbol to the kth UE at time l, where l =
{1, 2, . . . , T} and T denotes the communication frame length.

The received noise at the ith UE is ni[l] ∼ CN (0, σ2
c ). The

radar transmitter has a total transmit power budget PR, and sl

represents the orthogonal waveforms used by the radar system,

i.e., 1
Lo

Lo∑

l=1

sls
H
l = I, where Lo represents the communication

system frame length. Without loss of generality, we assume

that each column of the beamforming matrix has a unit norm

such that the beamforming vector for the kth user satisfies

||wk||2 = 1, ∀k ∈ {1, 2, · · · , K}.

After compensating the range-Doppler parameters, the sig-

nal received from a single point target at an angle θ,

in the far-field with constant radial velocity and in a single

range-Doppler bin of the radar is given by [35] and [56]

yR
l = α

√

PRaR(θ)aT
T (θ)sl

+
(
GH

R ΩGB + GH
)

K∑

k=1

wkdk[l] + nl, (2)

≜ α
√

PRA(θ)sl + G̃

K∑

k=1

wkdk[l] + nl, (3)

where α, nl = [n1[l],n2[l], . . . ,nM [l]]T , aR, aT , and G̃ =
[g̃1, g̃2, . . . , g̃M ] ∈ CL×M are the complex path-loss, the

received noise vector at the l-time index, the receive steering

vector, the transmit steering vector, and the cascaded interfer-

ence channel matrix between the BS and the radar receiver,

respectively. α and θ are unknown deterministic parameters

represent the complex amplitude and the direction of arrival

of the target, respectively. Specifically, the angle θ represents

the azimuth angle of the point target. Due to the far-field

assumptions, α is assumed to identical for the receive and

transmit array. In this paper, we use the Saleh-Valenzuela chan-

nel model in which the wireless channel is characterized using

the parameters of the multipath components which include

complex path losses, delays, angle-of-arrivals, and angle-of-

departures [9], [57], [58]. Therefore, the channel between any

two nodes in the system is assumed to be described as

Hgen =

√
µtµr

Υn

Υn∑

υn=0

κυn
Λt (θυn , ϕυn)ΛT

r (θυn , ϕυn) , (4)

where µt and µr are the numbers of antennas at the transmitter

and receiver, respectively. The number of sub-paths between

the transmitter and receiver is denoted by Υn, while κυn

represents the pathloss of the υn
th path. In addition, the

steering vectors of the transmitter and the receiver arrays are

given by Λt (θυn , ϕυn) and Λr (θυn , ϕυn), with θυn and ϕυn

representing the azimuth and elevation angles of arrival and

departure of the υn
th subpath, respectively [13]. The steering

vectors are a function of the carrier wavelength λ and the

antenna array configuration. In this paper, we consider uniform

linear array and uniform planar array structures. The steering

vector for a uniform planar array with N1 and N2 on the

horizontal and vertical axes, respectively, can be expressed as

aUPA(θ, ϕ) = 1√
N1N2

[1, . . . , ejkd(m sin(θ) sin(ϕ)+n cos(ϕ)), . . . ,

ejkd((N1−1) sin(θ) sin(ϕ)+(N2−1) cos(ϕ))]T , where d is the inter-

element spacing, 0 ≤ m < N1 and 0 ≤ n < N2 are

the antenna element indices and the antenna array size is

N1N2, and k = 2π/λ [14]. For an NULA-element uni-

form linear array, the steering vector can be expressed as

aULA(θ) = 1√
NULA

[
1, ejkd sin(θ), . . . , ej(NULA−1)kd sin(θ)

]T
.

Note that the steering vector of the uniform linear array

structure is invariant in the elevation angle, therefore, we do

not include ϕ. Furthermore, we assume that the inter-element

spacing for the arrays is equal to λ/2, and therefore, the

channels among different antenna elements are indepen-

dent [15]. We also assume the channel vectors, i.e., h̃i ∀i ∈
{1, 2, · · · , K}, are modeled as complex Gaussian since the

ComUTs are equipped with omni-directional antennas.

In this paper, we rely on the following assumptions:

1) We ignore the interference caused by false targets and

clutter [37]. Therefore, the communication system is the

only source of interference in the radar system [4], [16],

[17], [18], [19].

2) The channel state information (CSI) is assumed to

be known at the BS. For the communication system,

there are several techniques to estimate the channels.

The authors in [62] proposed an approach that exploits

the properties of symmetric positive definite matrices.

Similarly, the interference channels can be computed

by assuming coordination between both the radar and

BS [64]. Equivalently, the acquisition of the CSI of the

interference channels can be performed by radar fusion

or coordination center.

3) The duration for a communication system symbol is

the same as the duration of the sub-pulse of the radar

system. This assumption is valid in practical scenarios;

for example, the symbol duration for LTE systems and

the S-band radar sub-pulse duration are the same [8].

4) The radar transmit waveforms, i.e., S = [s1, s2, . . . , sL],
are set to be orthogonal according to assumptions in the

collocated MIMO radar literature [35]. In other words,

the coherence matrix of the baseband equivalent signals

is given by

Rs =
1

Lo

Lo∑

l=1

s[l]sH [l] =








1 β12 · · · β1L

β21 1 · · · β2L

...
...

. . .
...

βL1 βL2 · · · 1








, (5)

where l, and βn′k′ represent the time index and the

complex correlation coefficient between the n′th and the

k′th signals, respectively. The phases of βn′k′∀n′, k′ =
1, 2, . . . , L modify the beam direction of the coherent

component of the transmitted signals. In this paper,

we assume that βn′k′ = 0, n′ ̸= k′ and the coherence

matrix is an identity matrix, i.e., Rs = I.

5) The channels Ht, Fc, and G̃ are flat Rayleigh fading

and are assumed to be statistically independent, and

the radar signals are statistically independent of the

communication signals [3], [4], [8], [23].

In the rest of the paper, we omit the time index l for

convenience unless otherwise mentioned.
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III. PROBLEM FORMULATION

In this section, we formulate a sum-rate maximization

problem for the proposed RIS-assisted RCC system. We aim

to select the optimal phase shifts for the RIS elements and the

beamformer at the BS to not only maximize the sum rate for

the communication system, but also mitigate the interference

between the radar and the communication systems. To be

specific, the optimal phase shifts matrix and the beamforming

vectors need to meet the following requirements:

• Eliminate the mutual interference between the communi-

cation and the radar system by maintaining the interfering

power from the communication system to be below a

certain threshold p̂0.

• Maintain the transmit power within the budget for both

the radar transmitter and the BS. We investigate active

and passive beamforming designs for the BS and RIS,

respectively, focusing on optimization of the communi-

cation system performance metric. In this paper, we aim

to maximize the sum-rate under the constraints of the

total transmit power for the communication system.

Under the aforementioned assumptions and based on the

system model in (1) and (3), the received (SINR) at the ith

ComUT which is denoted by ρi can be expressed as

ρi =
|hH

i wi|2
K∑

k=1,k ̸=i

|hH
i wk|2 + PR∥fi∥2 + σ2

c

=
tr
(
h∗

i h
T
i Wi

)

tr



h∗
i h

T
i

K∑

k=1
k ̸=i

Wk



+ tr
(
f∗i fT

i PR

)
+ σ2

c

, (6)

where Wi = wiw
H
i . Therefore, the normalized achievable

sum-rate of the communication system assuming that all

ComUTs utilize the same bandwidth is given by

R =
C

B
=

K∑

i=1

log2(1 + ρi), (7)

where B and C denote the available spectrum bandwidth

and the system capacity, respectively. The main challenge for

the coexistence design is to eliminate the mutual interference

between the two systems. The interference power of the BS

transmission on the radar system can be expressed as

Pint =

L∑

m=1

∣
∣
∣
∣
∣
g̃T

m

K∑

k=1

wk

∣
∣
∣
∣
∣

2

=

L∑

m=1

tr

(

g̃∗
mg̃T

m

K∑

k=1

wkw
H
k

)

= tr
(

G̃∗G̃T Πc

)

,

(8)

where Πc =
K∑

k=1

wkw
H
k . Since we consider a downlink

scenario, the ComUTs will not transmit interfering signals to

the radar receiver. Therefore, the BS is the only source of

interference to the radar system. The optimization problem that

maximizes the overall achievable rate R for the communica-

tion system and meets the transmit power and BS interference

power constraints is formulated as

maximize
{wk},Ω

R =
K∑

i=1

log2(1 + ρi) (9a)

subject to |ωn| = 1,∀n = 1, . . . , N (9b)

Pint ≤ p̂0 (9c)

||wk||2 = 1 (9d)

Pk ≤ PC

K ,∀k ∈ K, (9e)

where p̂0 is the maximum tolerable interference-to-noise ratio

at the radar receiver from the communication BS. The con-

straint (9e) denotes the total transmit communication system

power where PC represents the budget of the communication

BS transmit power consumption and Pk is the average transmit

power for each communication system user.

It can be easily noted that problem (9a) is non-convex

due to the existence of the interference, and thus finding

the solution is challenging. Fortunately, the fractional pro-

gramming (FP) technique can translate (9a) into a more

tractable form [55]. The FP approach applies the Lagrangian

dual transform techniques to move the SINR ratio, i.e., ρi,

outside the logarithm function. The transformation is done by

introducing an auxiliary variable and is capable of converting

(9a) into a sum-of-ratios form described by

maximize
W,Ω, ν

L (wk,Ω, ν)

subject to (9b) − (9e), (10a)

where ν = {ν1, · · · , νK} and νi is the introduced auxiliary

variable for each SINR ratio ρi. Here, the new objective

function L (wk,Ω, ν) is given by

L (W,Ω, ν) =

K∑

i=1

log (1 + νi) −
K∑

i=1

νi

+

K∑

i=1

(1 + νi)Ai(W,Ω)

Ai(W,Ω) + Bi(W,Ω)
︸ ︷︷ ︸

Sum-of-ratio term

, (11)

where ρi = Ai(W,Ω)
Bi(W,Ω) . The following proposition shows that

the transformed and original problems have the same solution.

Proposition 1: The two problems in (9a) and (10a) are

equivalent in the sense that {W,Ω} are the solution to (9a)

if and only if they are the solution to (10a), and the optimal

objective values of these two problems are also equal.

Proof: For fixed wk,Ω, the new objective function is

a concave and differentiable function over ν, therefore, the

optimal ν can be determined by setting ∂L/∂νi to zero, ∀i,
i.e., ν⋆

i = ρi [55]. □

Therefore, for a fixed ν, problem (10a) is equivalent to

maximize
W,Ω

L̃1 (W,Ω)

subject to (9b) − (9e), (12a)
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where

L̃1 (W,Ω) =

K∑

i=1

(1 + νi)|hH
i wi|2

K∑

k=1

|hH
i wk|2 + PR∥fi∥2 + σ2

c

.

To simplify, we incorporate the interfering power con-

straint (9c) into the objective function as a penalty term.

The penalty-based approach approximates the constrained

optimization problem by incorporating some or all the con-

straints to the objective function as a penalty term [60], [61].

Penalizing the constraints forces the infeasible points to get

relatively high cost compared to the feasible points, and force

the optimizer to get closer to the feasible points. It has been

proven that the original problem and the penalty problem are

equivalent. Specifically, we add the square error between the

interfering power and the threshold, i.e., sum-square penalty,

to the objective function. The sum-square penalty is computed

as [59]

λ(Pint) = (p̂0 − Pint)
2

=
(

p̂0 − tr
(

G̃∗G̃T Πc

))2

. (13)

Therefore, (12a) can be reformulated as

maximize
W,Ω

L1 (W,Ω) (14a)

subject to (9b), (9d), (9e), (14b)

where L1 (W,Ω) = L̃1 (W,Ω) − λ(Pint) =

L̃1 (W,Ω) − ||p̂0 − tr
(

G̃∗G̃T Πc

)

||2.

The optimization problem in (14a) is non-convex, because

of the coupling between the optimization parameters in (9b)

and (9d). To address this issue, we first decouple the con-

straints in (9b) and (9d) and optimize in an alternating matter.

Specifically, we decouple the beamforming at the BS and the

RIS phase shifts by optimizing one variable at a time assuming

the other one is fixed. Moreover, we first fixed the active

beamforming matrix at the BS to optimize the RIS passive

beamforming by solving (15a). After obtaining the optimal

RIS phase shifts, we optimize the active beamforming at the

BS by assuming the RIS phase shifts is given by (16a). The

procedures continue until convergence.

In subsections IV-A and IV-B, we provide methods to

find the optimal solution Ω∗ by fixing W, and then find

the solution W∗ by fixing Ω by exploiting the differential

geometry of the constraints. This manifold-based optimiza-

tion approach has shown advantages over conventional opti-

mization techniques in terms of computational and spectral

efficiencies. Moreover, the low-dimentionality feature of the

smooth manifolds helps to efficiently solve the non-convex

problem. Next, we will provide a preliminary introduction for

the readers on manifold optimization.

Optimizations on manifolds have been studied extensively

during the last decade [51]. Exploiting the differentiable

geometries of the constraints can deliver much lower compu-

tational costs and high quality solutions for NP-hard problems.

Therefore, we propose algorithms using alternating manifold

optimization (AMO) which tackles the optimization problem

directly on Riemannian manifolds and sub-manifolds. We view

the feasible set for the optimization problem as Riemannian

manifolds in particular the complex circle manifold and the

oblique manifold. The active transmit beamforming and the

RIS phase shifts of the constrained optimization problem are

reformulated as an unconstrained problem using the aforemen-

tioned manifolds. Instead of using algorithms on Euclidean

space, we provide gradient ascent, and conjugate-gradient

methods to solve the optimization problem using the Rieman-

nian trust-region method.

A. Problem Reformulation

We employ alternating optimization to solve (14a). Specifi-

cally, for a fixed value for the auxiliary variable, i.e., ν⋆
i = ρi,

(14b) can be solved iteratively by fixing W and solving for

Ω, and in the next phase, the solution W is obtained by fixing

Ω. The power allocation can be easily performed using [25],

thus constraint (9e) can be neglected. Consequently, (12a) is

transformed to the following two optimization problems

maximize
Ω

f1 (Ω) (15a)

subject to (9b), (15b)

and

maximize
W

f2 (W) (16a)

subject to (9d), (16b)

where expressions for f1 (Ω) and f2 (W) will be given later.

For ease of presentation, let q = [e−jω1 , · · · , e−jωN ] ∈ C
1×N .

Therefore, channels hi and f̃i can be re-written as

hi = qdiag(h̃i)GB = qΥBi ∈ C1×M , (17)

fi = qdiag(h̃i)GR = qΥRi ∈ C1×LR . (18)

Substituting (17) and (18) in (12a) yields

f1 (Ω) =

K∑

i=1

(1 + νi)|qςi,i|2
K∑

k=1

|qςi,k|2 + PR∥qΥRi∥2 + σ2
c

− λ(Pint),

(19)

where ςi,k = ΥBiwk, and

f2 (W) =
K∑

i=1

(1 + νi)|hH
i Wυi|2

K∑

k=1

|hH
i Wυk|2 + PR∥fi∥2 + σ2

c

− λ(Pint),

(20)

where W = [w1,w2, · · · ,wK ] ∈ C
M×K , and υi = [IK ]i is

the ith column of an identity matrix. such that Wυk = wk.

Next, we provide the Euclidean gradients of both objective

functions, f1 (Ω) and f2 (W) in (21) and (22), as shown at

the bottom of the next page, respectively.

IV. THE PROPOSED APPROACH

In this section, a manifold-based optimization approach is

developed to solve (15a) and (16a), respectively. Applying

manifold optimization achieves a good balance between per-

formance and the computational complexity. The basic princi-

ple of the concept behind AMO approaches is to reformulate
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the problem as an unconstrained problem over the mani-

fold instead of performing the optimization on the ambient

Euclidean space. In the following subsections, we introduce

two methods to solve (15a) and (16a) using a line search over

the two manifolds, respectively.

A. Phase 1: RMO-Based RIS Phase Shifts Design

In this subsection, we propose a Reimannian Manifold

Optimization (RMO) to solve the problem formulated in (15a).

Due to the constant modulus constraint (CMC), the problem

is well-known to be an NP-hard problem. Note that other

approaches such as the monotonically error-bound improving

technique (MERIT), semi-definite relaxation with random-

ization (SDR), and the majorization-minimization framework

could also be used. Some of these methods require relatively

high computational cost due to the presence of the non-convex

CMC.

The geometrical structure of the CMC in (15a) allows

formulation of a Riemannian manifold or sub-manifold that

transforms the constrained optimization problem into uncon-

strained one. Then, line search methods can be applied on

the manifolds instead of the ambient Euclidean space. To find

the unconstrained gradient-based optimization algorithm on

Riemannian manifolds, we first reformulate (16a) into the

following unconstrained problem [38]

maximize
Ω∈M

f1 (Ω), (23a)

where M is the Riemannian manifold that defines the con-

straint for the problem (15a).

The optimal solution for (15a) can be viewed as a search of

a product over N complex circles. In other words, the feasible

search space of the original problem can be considered as

S × S · · · × S
︸ ︷︷ ︸

N times

(24)

where S is a complex circle defined as S △
= {ωi ∈ C : ωi

∗ωi =
Re{ωi}2 + Im{ωi}2 = 1}. The set S can be thought of as a

Riemannian sub-manifold of C, and therefore, the product of

multiple complex circles in (24) is a sub-manifold of C
N .

Thus, the feasible set of the N RIS reflection coefficients is

itself a smooth Riemannian sub-manifold of C
N and known

as the complex circle manifold (CCM), and is defined as [39]

SN △
= {ω ∈ C

N : |ωl| = 1, l = 1, 2, . . . , N}. (25)

The proposed approach applies gradient ascent on SN which

is similar to that on the ambient Euclidean space.

The proposed approach consists of two phases, namely,

evaluating the ascent direction by finding the Riemannian

gradient of the current solution, then increasing the objective

function using the line search until a stopping criteria is met.

Since the gradient ascent is performed on the CCM, the

search direction will be computed on the manifold, i.e., SN ,

itself rather than in the ambient Euclidean space. Conse-

quently, the search direction is determined by the Riemannian,

or intrinsic, gradient of the objective function. Computing the

Riemannian gradient requires the tangent space which consists

of a set of all the vectors tangent to the manifold. The tangent

space to the CCM admits a closed-form formula as follows

TΓ(i)
SL =

{
η ∈ C

L+1 : Re
{
η∗ ⊙ Γ(i)

}
= 0

}
. (26)

The Riemannian gradient of f1(Ω) at a point Γ(k) ∈ SN = M
is ∇Mf1(Γ(k)), which represents a vector in the tangent space.

For the CCM, the Riemannian gradient is computed by the

projection of the conventional gradient onto the tangent space

by a projection operator PTΓ(k)
M(∇Mf1(Γ(k))).

The computation of the projection for the CCM is derived

from those for the (real) unit circle manifold which is defined

by C1 △
= {q ∈ R

2 : qT q = 1}. The projection of a vector

∇qf1 (Ω) =
K∑

i=1

(1 + νi)







2ςH
i,iqςi,i

K∑

k=1

|qςi,k|2 + PR∥qΥRi∥2 + σ2
c

− 2
K∑

s=1

2|qςi,i|2
(

ςH
i,sqςi,s + 2PR(qΥRi)

H
ΥH

Ri

)

(
K∑

k=1

|qςi,k|2 + PR∥qΥRi∥2 + σ2
c

)2







+ 4

LR∑

i=1

(

p̂0 − tr
(

G̃∗G̃T Πc

)) ((
q
(
diag(gH

rr,i)
∗G∗

BGT
Bdiag(gH

rr,i)diag(gH
rr,i)GBGH

B diag(grr,i)
))

g∗
i G

T
Bdiag(gH

rr,i)
)
Πc + giG

H
B ∗ diag(grr,i)Πc. (21)

∇Wf2 (W) =

K∑

i=1

(1 + νi)







2hH
i υiWhiυ

H
i

K∑

k=1

|hH
i Wυk|2 + PR∥fi∥2 + σ2

c

− 2

K∑

s=1

2|hH
i Wυi|2hH

i υsWhiυ
H
s

(
K∑

k=1

|hH
i Wυk|2 + PR∥fi∥2 + σ2

c

)2







+ 4

LR∑

l=1

(
p̂0 − g̃lW1K1⊤

K g̃H
l

)
g̃lg̃

H
l W1K1⊤

K . (22)
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w ∈ C
L onto the tangent space TzSL is given by

PTzSL(w)

=






w1r − Re{w∗
1z1}z1r + j(w1i − Re{w∗

1z1}z1i)
...

wLr − Re{w∗
LzL}zLr + j(wLi − Re{w∗

LzL}zLi)






=






w1 − Re{w∗
1z1}z1

...

wL − Re{w∗
NzL}zL




 = w − Re{w∗ ⊙ z} ⊙ z.

(27)

Therefore, the Riemannian gradient of the objective function

in (15a) is computed by the projection of the Euclidean

gradient computed in (21) onto the tangent space which is

given by

∇SLf1

(
Γ(i)

)
=ProjTΓ(i)

SL

(
∇f1

(
Γ(i)

))
(28)

=∇f
(
Γ(i)

)
− Re

{

∇f1

(
Γ(i)

)∗ ⊙ Γ(i)

}

⊙ Γ(i).

(29)

After obtaining the Riemannian gradient, the current solution

on the CCM is updated iteratively using the following expres-

sion

Γ(k+1) = Γ(k) + βkη(k), (30)

where Γ = [ω1, ω2, · · · , ωN ], βk ∈ R and η(k) ∈ C
N are

the step-size and the search direction, respectively. The most

common search direction is given by the negative gradient

of the objective function represented by the steepest ascent

direction. Then, the update formula in (30 ) is obtained on the

tangent space along the direction of the projection with the

defined step-size by Γ̄(k) = Γ(k) − βPTΓ(k)
M(∇Γf1(Γ(k))).

The updated value does not lie on the manifold surface, and

thus we need to map it back to the manifold via the retraction

operator as follows Γ(k+1) = R(Γ̄(k)).
The derivation for retraction for the CCM is an extension for

the (real) unit circle manifold, i.e., C1. The retraction operator

in SL is

R(w) =







w1r√
w2

1r
+w2

1i

+ j w1i√
w2

1r
+w2

1i

...
wLr√

w2
Lr

+w2
Li

+ j wLi√
w2

Lr
+w2

Li







=






w1

|w1|
...

wL

|wL|




 = w ⊙ 1

|w| . (31)

Consequently, the current solution point Γ̄k+1 is updated using

the retraction mapping in (31), as given by

Γ̄(k+1) = Γ(k+1) ⊙
1

|Γ(k+1)|
. (32)

The solution for (P5.1) over the CCM is given by the

following steps and summarized in Algorithm 1

Algorithm 1 Complex Circle Manifold Based Scheme for RIS

Phase Shift Design

Input: Γ(0) ∈ M = SN , β step-size, and stopping

criteria threshold ϵ.

Output: A solution Γ∗ for (P5.1) over SN .

(1) Set k = 0.

(2) Evaluate the intrinsic (Riemannian) gradient and the

decent direction η(k).

(3) Project the search dirction η(k) onto the tangent space

using (27) by PTΓ(k)
SL

(

η(k)

)

= η(k)−Re{η(k)
∗⊙Γ(k)}⊙

Γ(k).
(4) Update Γk on the tangent space using Γ̄(k) = Γ(k) +

βPTΓ(k)
SL

(

η(k)

)

.

(5) Compute Γk+1 using retraction in (31) as Γ(k+1) =
R
(
Γ̄(k)

)
.

(6) Stop if |f̄1(Γ(k+1)) − f̄1(Γ(k))| < ϵ.

(7) Set k = k + 1.

(8) GOTO step (1).

B. Phase 2: OMO-Based Transmit Beamforming Design

We reformulate the constraint (9d) in (16a) as an oblique

manifold (OM), OB. The oblique manifold OB(n1, n2)
defines the set of all n1 × n2 matrices with columns of unity

norm [53]. In other words, the complex OB(n1, n2) denotes

the embedded sub-manifold of the n1 × n2 complex matrices

which all have columns with a unit Euclidean norm [54],

where

OB(n1, n2) =
{
B ∈ C

n1×n2 : In1
◦
(
WWH

)
= In1

}
.
(33)

The dimension of OB(n1, n2) is dim(OB) =
n1(n2 − 1). Therefore, the beamforming matrix

W = [w1,w2, · · · ,wK ] ∈ C
M×K with ||wi||2 = 1

∀i = 1, · · · , K defines a complex oblique manifold W such

that

W =
{
W ∈ C

M×K : IM ◦
(
WWH

)
= IM

}
. (34)

It can be shown that (16a) can be written as the following

unconstrained problem

maximize
W∈W

f2 (W). (35a)

To compute the Riemannian gradient of the objective func-

tion in (35a) we need to define both the tangent and normal

spaces on the oblique manifold W at a point. Let TWW and

NWW denote the tangent and normal spaces to W at the point

W and given by, respectively,

TWW =
{

W∥ ∈ C
M×K : IM ◦ ℜ

{

WWH
∥

}

= OM

}

,

(36)

and

NWW =
{
W⊥W : W⊥ ∈ C

M×Mdiagonal
}

, (37)

where W⊥ = IM ◦ ℜ
{

W(∇ML1b (W))
H
}

W.

As a result, we have the following proposition.
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Proposition 2: The Riemannian gradient of L1b (W) at

point W is obtained by projecting the Euclidean gradient on

the tangent space TWW and can be expressed as

∇WL1b (W) − W⊥W (38)

where W⊥W ∈ NWW . Equivalently,

∇WL1b (W) = ∇L1b (W) (39)

−
(

IM ◦ ℜ
{

W(∇L1b (W))
H
})

W.

Proof: The proof is provided in Appendix A. □

As mentioned before, a line search on a manifolds can be

seen as an extension to that on a Euclidean space. Let W(t) be

the beamforming matrix at the tth iteration, the update formula

to maximize the objective function in (35a) is given by

W(t+1) = PW
(
W(t) + α(t)W⊥(t)

)
, (40)

where PW (·) is the projection onto the oblique manifold, and

α(t) is the search step-length, assumed to be the Armijo step-

length. At first, the step-size α0 is set to be 1 along with ξ0 =1.

For t ≥ 1, the step-size is successively reduced by a certain

factor, as in the backtracking line-search [63]. The step-size

updating process satisfies

L1b

(

W(t+1)
)

− L1b

(

W(t)
)

≤−1

2
α(t)∥vec(gradf2(Wt))∥2.

(41)

In fact, the projection of a point P onto a set W minimizes

the distance of P to W . The projection of W onto a manifold

W is given by

PW (W) =
(
IM ◦

(
WWH

))−1/2
W. (42)

Performing line search algorithms on Riemannian mani-

folds, including the oblique manifold W , requires a retraction

definition. In order to guarantee that the generating W(t)’s stay

on the manifold, the retraction maps between points on the

manifold and its tangent space [49]. For simplicity, we adopt

the projection concept in this paper, i.e.,

⟨W1,W2⟩ := trace(WT
1 W2), (43)

It is known that coupling the Armijo’s step-size with the SD

algorithm always converges to a local minimum [51].

The termination criteria for the SD-OMO algorithm is

defined when the gradient at iteration t + 1 satisfies [53]

∥vec(gradf2(Wt+1))∥∞ < ϵ(1 + ∥vec(gradf2(W0))∥∞),
(44)

where ϵ is an accuracy parameter that we set to 10−7.

C. Complexity Analysis

The computation of the gradients in (21) and (22), and their

projections onto the tangent spaces of M and W , respectively,

determine the complexity of the overall algorithm. We present

the analytic complexity in terms of floating point operations

(flops) which include any multiplication, division, addition,

or subtraction operation of two floating point numbers. The

complexity of each iteration in the proposed approach is as

follows:

Algorithm 2 Line Search Approach for Transmit Beamform-

ing W

Input: W0 = IM×K , α(k) step-size, and stopping criteria

threshold ϵ0.

Output: Optimal W∗.

1: for k = 0 do

2: Compute the Euclidean gradient in (22).

3: Evaluate the intrinsic (Riemannian) gradient using

(39).

4: Evaluate W⊥ = IM ◦ ℜ
{

W(∇ML1b (W))
H
}

W.

5: Compute the Armijo step-size.

6: Evaluate
(
W(t) + α(t)W⊥

(t)
)
.

7: Evaluate the Projection using (40).

8: if

∥vec(gradf2(Wt+1))∥∞ < ϵ(1+∥vec(gradf2(W0))∥∞)

then Stop

9: end if

10: end for

• The gradients in (21) and (22) are O(K4(ML)2 + N4)
and O(K2M + N2MK + N2KLR).

• The projection operations in (39) and (42) are O(N) and

O(M3/3 + M2K + M).
• Update formulas are 2N + 1 and MK(2M − 1) multi-

plications and O(M3/2) for matrix inversion.

V. NUMERICAL RESULTS

This section presents the results of Monte Carlo simula-

tions to validate the effectiveness of the proposed RIS-aided

MIMO radar and MU-MIMO communication spectrum shar-

ing system. We average the results over 2, 000 independent

realizations. All channel matrices are generated as independent

and identically distributed matrices. For simplicity, we assume

that the radar transmitter and the communication BS are both

equipped with uniform linear arrays with an inter-element

spacing of λ
2 . However, we assume a uniform planar array

configuration at the RIS, where the size of the RIS N =
Nh × Nv and we set Nh = 10. The array responses for the

transmit and receive radar array are equal aT = aR = a.

The average noise power is set to −30 dB, the BS power

budget is P = 40 dBm, and the radar SNR is defined as

SNRR = PR|α|2L/σ2
R [35], where L is the length of the

communication frame.

Next, we present the following benchmark approaches with

which to compare our proposed approach.

1) Random Phase Shifts: In this benchmark scheme, the

phase shift matrix is set randomly, while, the beamform-

ing matrix is computed by solving (35a).

2) Zero-forcing (ZF) Beamforming: ZF-beamforming is

defined as

WZF =
1

fZF
· HH

(
HHH

)−1
, (45)

where fZF refers to the noise amplification factor,

i.e., normalization factor, which guarantees the transmit
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Fig. 2. Sum-rate for the communication system versus number of iterations
for different BS power budgets.

Fig. 3. The sum-rate against communication system SNR comparison with
benchmark schemes.

power is not increased after applying the beamforming.

In our case, the normalization factor is given by fZF =√

tr
{

(HHH)
−1
}

. The phase shift matrix is updated

by solving (23a). We alternate to find the optimal phase

shift matrix and the beamforming matrix.

3) Maximum Ratio Transmission (MRT) Beamforming:

The MRT beamformer is expressed as

WMRT =
H

||H||2F
. (46)

As with the ZF approach, the phase shift matrix is

updated by solving (23a). We alternate to optimize the

phase shift and the beamforming matrices.

Fig. 2 depicts the convergence of the proposed approach

with N = 10, M = K = 8, and L = 1 for different BS power

budgets. It can be observed that the sum-rate monotonically

increases with the number of iterations and converges in about

10 iterations for different BS power budgets. It is also seen that

the sum-rate increases as the BS power budget PC increases

as well. Specifically, the proposed approach takes less than

Fig. 4. Communication system sum-rate against the number of the RIS
reflecting elements of with different received radar SNR.

Fig. 5. Communication system sum-rate against the number of the reflecting
elements of the RIS with different communication system SNR.

5 iterations when PC = 20dBm and 30dBm, respectively,

while 10 iterations are required for PC ≤ 0dBm. Conse-

quently, Fig. 2 demonstrates the effectiveness of the proposed

approach in mitigating the mutual interference between the

radar and communication systems and improving the sum-rate

for the communication system. As a result, the proposed

algorithms are guaranteed to converge. In Fig. 3, we compare

the sum-rate obtained by the proposed approach with the

benchmark schemes. We set N = 120, M = 12, K = 10, and

the receive radar SNR = 0 dB. It can be observed that both ZF

and the random RIS phase shift approaches fail to find the opti-

mal BS beamformer and RIS phase shifts. The performance

of ZF highly depends on the number of users and the SNR

regime. Specifically, the ZF reaches its optimal performance

when the ComUTs channels are orthogonal. In addition, the

ZF does not consider the noise and the radar interference thus

it performs poorly. On the other hand, the MRT beamforming

method aims to maximize the received power for ComUTs

without considering the interference. However, the proposed

approach outperforms MRT.

In Figs. 4-5, we show the impact of the number of RIS

reflecting elements N on the performance of the proposed
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Fig. 6. The sum-rate against communication system SNR for different K.

Fig. 7. The sum-rate against received radar SNR for different K, when
N = 100.

approach. Fig. 4 compares the sum-rate for the communication

systems with respect to (w.r.t.) the received radar SNR for dif-

ferent N . Fig. 5 shows the sum-rate w.r.t. the communication

system SNR for varying N . It can be seen that the sum-rate

for the ComUTs increases with N despite the existence of

radar operation, since a larger RIS is able to provide a higher

passive beamforming gain and a better capability to reduce the

MUI and the interference power from the BS.

In Fig. 6, we compare the sum-rate against communication

system SNR for different numbers of ComUTs. In Fig. 6,

we set N = 100, Pr = 10 dB, and p̂0 = -30 dBm. Unsur-

prisingly, the sum-rate decreases as the number of ComUTs

K increases, since the MUI term grows. Furthermore, it can

be observed that the communication system performance in

the proposed framework is enhanced by increasing the SNR

for the communication system. On average, the sum-rate is

increased by 170% and 60% when the number of ComUTs

decreases from K = 8 to K = 5 and the communication

system SNR increases from 5 dB to 30 dB, respectively.

Fig. 7 depicts the sum-rate for the communication sys-

tem, where different received radar SNR and numbers of

ComUTs are considered. We assume N = 100, p̂0 = -30

Fig. 8. The ComUTs sum-rate against received radar SNR for different M ,
when N = 100.

Fig. 9. The sum-rate against communication system SNR for different M .

dBm M = 20, K = 4, and a communication system SNR

of 5 dB. As the results show, the sum-rate decreases as the

radar SNR and number of ComUTs increase. The received

radar SNR increases by either increasing the radar transmit

power Pr, or reducing the interference. As a consequence

of growing Pr, the communication SINR decreases as does

the sum-rate. Moreover, the proposed approach guarantees the

operation of the radar system by reducing the interference

through optimization of the RIS phase shifts matrix and the

BS beamformer. Subsequently, the SINR for the ComUTs

decreases with the radar SNR.

Figs. 8-9 depict the effect of the number of BS antennas

M on the communication system performance. As the results

illustrate in Figs. 8-9, the sum-rate of the communication

system increases with M since the array gain provided by

the BS increases. A sum-rate enhancement of 180% can be

achieved for the ComUTs by increasing M from 4 to 8.

Moreover, the increase in communication system SNR leads

to enhanced ComUTs sum-rate, as shown in Fig. 8. On the

other hand, ComUTs sum-rate decreases with an increase of

the received radar SNR as shown in Fig. 9.
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Fig. 10. The ComUTs sum-rate against communication system SNR for
different radar transmit power budget PR.

Fig. 11. The ComUTs sum-rate against communication system SNR for
different received radar SNR.

Fig. 10 compares the ComUTs sum-rate w.r.t. the com-

munication system SNR for varying radar transmit power

budgets. It can be seen that the proposed scheme provides

a monotonic increase in the communication system sum-rate

as the communication system SNR increases. However, the

ComUTs sum-rate decreases with an increase in the radar

transmit power budget as the interfering power from the radar

transmitter increases. Fig. 11 illustrates the performance of the

proposed scheme versus the communication SNRs for different

received radar SNR. It is obvious that there is a trade-off

between the communication and radar systems performance.

The sum-rate of the ComUTs provided by the proposed

approach increases with increased of the communication sys-

tem SNR and decreased received radar SNR.

Fig. 12 captures the RIS capability to eliminate the mutual

interference, i.e., Pint/p̂0, between the radar and communi-

cation systems. We study the mutual interference versus on

the radar system versus the communication transmit power.

We assume that the p̂0 = 0 dBm M = 20, K = 4. It can

be seen that the RIS is capable of maintaining the interfering

power within threshold value. In addition, we can see that

Fig. 12. The normalized mutual interference power against communication
system SNR for different RIS elements.

the mutual interference level decreases with the increase of

the number of the RIS elements. Since the RIS ability to

beamform and boost the received SNR enhances with the

increase of reflecting elements number.

VI. CONCLUSION

In this paper, we have investigated a new approach to

improve the performance of a MU-MIMO radar and com-

munication coexistence system by exploiting the deployment

of an RIS. We have formulated the sum-rate maximization

problem for the communication system by optimizing the

transmit beamforming vectors and the RIS phase shifts to

maximize the communication system performance subject to

constraints on the interference from the communication system

to the radar system and the transmit power budget. We have

proposed a search algorithm based on manifold optimization,

and then implemented using alternating optimization. The

original problem was transformed into a simpler form using

the FP method, and a line search approach was conducted over

the manifold instead of using algorithms on the Euclidean

space. Moreover, we divided the original problem into two

sub-problems over two different manifolds. The simulation

results demonstrated the efficiency and effectiveness of the

proposed approach. Our approach was able to maximize

the communication system sum-rate while maintaining the

communication system interference below a certain threshold.

Numerical results showed that there is a trade-off between

communication and radar system performance and that we

can enhance the performance of both systems by increasing

the number of the RIS reflecting elements, since a larger RIS

is able to provide a higher passive beamforming gain and is

more capable of reducing the mutual interference between the

radar and communication systems.

APPENDIX A

The tangent space to the embedded sub-manifold W is

given in (36). The oblique manifold is a regular sub-manifold

such that there is a unique differentiable structure on the
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manifold. That allows expressing the canonical inner product

using sub-manifold theory as follows

⟨A,B⟩ △
= ℜ

{
tr
(
AHB

)}
, (47)

where A, B ∈ C
M×K . Equivalently, (47) treats C

M×K as

R
2M×2 K . The normal space defined in (37) represents the

orthogonal complement of the tangent space in (36) with

respect to the metric of the ambient Euclidean space A, i.e.,

and it depends on the embedding in the Euclidean space.

According to (47), we have

〈
W∥,W⊥

〉

A = ℜ
{

tr
(

W∥
HW⊥

)}

= 0, (48)

where W∥ ∈ TWW and W⊥ ∈ NWW . Accord-

ing (36) and (48), the normal space to W at a

point W1 is NW1
M =

{
DW1 : D ∈ C

M×Mdiagonal
}

.

Using ℜ
{

tr
(

(∇L1b (W1) − DW1)
H
DW1

)}

= 0 yields

W1 = IM ◦ ℜ
{

W1(∇L1b (W 1))
H
}

W1. Therefore, let

∇ML1b (W) denote the Riemannian gradient of the objective

function in (35a) at the point W. The Riemannian gradient

is computed by projecting the gradient onto the tangent space

TWW , i.e.

∇WL1b (W ) = ∇L1b (W)

−
(

IM ◦ ℜ
{

W(∇L1b (W ))
H
})

W. (49)
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