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Simultaneous Spatial and Temporal Assignment
for Fast UAV Trajectory Optimization Using

Bilevel Optimization
Qianzhong Chen , Sheng Cheng , and Naira Hovakimyan

Abstract—In this letter, we propose a framework for fast tra-
jectory planning for unmanned aerial vehicles (UAVs). Our frame-
work is reformulated fromanexistingbilevel optimization, inwhich
the lower-level problem solves for the optimal trajectory with a
fixed time allocation, whereas the upper-level problem updates the
time allocation using analytical gradients. The lower-level problem
incorporates the safety-set constraints (in the form of inequality
constraints) and is cast as a convex quadratic program (QP). Our
formulation modifies the lower-level QP by excluding the inequal-
ity constraints for the safety sets, which significantly reduces the
computation time. The safety-set constraints are moved to the
upper-level problem, where the feasible waypoints are updated
togetherwith the time allocation using analytical gradients enabled
by the OptNet. We validate our approach in simulations, where
our method’s computation time scales linearly with respect to the
number of safety sets, in contrast to the state-of-the-art that scales
exponentially.

Index Terms—Constrained motion planning, aerial systems:
applications, optimization and optimal control.

I. INTRODUCTION

TRAJECTORY planning has long been a critical problem
in robotics. As trajectory planning affects the quality of

robots’ motion to a great extent, people have long been investi-
gating this problem for various kinds of robots [1]. Pioneered by
Mellinger et al. [2], the minimum-snap method has been dom-
inantly used in trajectory planning of UAVs with differentially
flat dynamics (e.g., quadrotors). Such amethod takes the snap of
the whole trajectory as cost and generates the planning problem
in the form of a quadratic program (QP). Meanwhile, various
equality or inequality constraints with different requirements on
the trajectory can be added to the QP, making it convenient for
addressing more complex tasks.
One of the most important features of a trajectory plan-

ning algorithm is that it needs to quickly generate a feasible
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trajectory for the givenUAV. The computational efficiency is not
a significant issue if the optimization problem is convex, e.g.,
the minimum-snap formulation [2] with fixed time allocation to
the adjustable waypoints.
However, the optimization problem normally becomes non-

convex when the time allocation is included as an optimization
variable. Since time allocation can largely affect the quality
of the planned trajectory, researchers are searching for more
efficientways to optimize time allocation for trajectory planning.
Early trials have used heuristics [3] and decoupling methods [4],
although they both can lead to inefficient trajectories and burden-
some computation time.Mellinger et al. [2] propose to solve this
problem by gradient descent, which can be seen as the prototype
of the bilevel optimization method, though the finite difference
is used to approximate the gradient. Sun et al. [5] finalize the idea
of using bilevel optimization to determine time allocation using
analytical gradients. In their design, the lower-level problem
optimizes the trajectory with fixed time allocation, which is
generated by the upper-level problem that optimizes the time
allocation using analytical gradients.
Another feature that burdens computational efficiency is the

requirement of collision avoidance. To fulfill the collision-free
requirement, a flight corridor, which is a space with safety
assurance, must be specified in advance. Ways to plan a tra-
jectory with flight corridors vary, e.g., sampling method [2],
two-staged planning strategy [6], Bernstein polynomials [5],
[7]. Notwithstanding, all of the methods mentioned above are
characterized as inequality constraints, introducing burdens on
QP’s computation time as a QP can be solved in a much shorter
time when equality constraints are involved only.
We propose a bilevel optimization framework to plan a trajec-

tory subject to variable time allocation and safety-set constraints.
Our formulation is similar to that of [5]: the lower-level problem
is convex and solved for the global minimum; the upper-level
problem is non-convex, and a new “solution” is obtained by
one-step gradient descent to reduce the optimization cost. The
uniqueness of our approach is that we exclude the inequality
constraint for the safety set in the lower-level problem, making
it a QP with equality constraints only. Specifically, the feasible
waypoints in the safety set originally characterized by the in-
equality constraints are fixed in the lower-level problem. Such
a formulation can significantly reduce the computation time on
the lower-level QP since it can be turned into an unconstrained
optimization problem. Correspondingly, the upper-level prob-
lem will adjust the time allocation and the feasible waypoints
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using analytical gradients that are efficiently obtained via Opt-
Net [8]. Compared with the upper-level problem formulation
in [5], where only the time allocation is updated via analytical
gradients, the extra computation time to obtain the gradient for
the spatial update (of the feasible waypoints) is negligible. This
comparison concludes themajor reasonwhyour formulation can
significantly reduce the computation time of that in [5], where
we validated the comparison in simulations with a scalability
test. While both methods minimize the cost to a similar level,
our approach’s computation time scales linearlywith the number
of waypoints, whereas the one by [5] scales exponentially.
Our contributions are summarized as follows: 1.We reformu-

late the bilevel optimization in [5] by excluding the inequality
constraints in the lower-level problem, which leads to drastically
reduced computation time for an optimal solution. 2. We use
analytical gradients in the upper-level problem to simultaneously
update the spatial and temporal assignment, which is more
accurate and efficient than using finite-difference methods or
other numerical approximations.
The remainder of the letter is organized as follows: Section II

reviews the related work. Section III introduces the background
of trajectory planning and the existing bilevel optimization
formulation. Section IV shows our formulation of the bilevel
optimization, with simulations results given in Section V show-
ing the advantage of our method in drastically reducing the
computation time. Finally, Section VI summarizes the letter and
discusses future work.

II. RELATED WORK

A. Trajectory Planning

A general introduction to trajectory planning is provided
in [1]. The authors of [2] first introduce themethod ofminimum-
snap that leverages quadrotors’ differential flatness and apply
monomial polynomial parametrization to the planning trajec-
tory. Themethod uses snap information to build the cost function
and formulate the optimization problem in the form of a convex
QP. The problem can be solved efficiently with off-the-shelf
solvers, making it possible for real-time onboard motion plan-
ning. Moreover, the QP formulation permits more features of
trajectory planning to be integrated using equality or inequality
constraints. Based on this formulation, the authors of [7] replace
monomial polynomials with Bernstein polynomials to confine
the whole trajectory in a convex hull with safety assurance.
Another variant uses B-spline instead of monomial polynomials
to include curvature constraints on the planned trajectory [9].

B. Time Allocation

Asmentioned above, trajectory planning in the form of piece-
wise polynomials is a well-studied problem when the temporal
assignment is fixed. However, as temporal assignment deter-
mines the coefficients in the cost function, it affects the resultant
optimal trajectory to a great extent. People have long found it
difficult to efficiently obtain an optimal time allocation, espe-
cially when planning the trajectory in a complex environment.
The authors of [10] formulate the problem in the QP form
with a time penalty and conduct gradient descent to iteratively

find a better time allocation. However, the computation time of
the method becomes the major obstacle to widely using it in
real-time trajectory planning. Heuristics methods [3] have also
been used to achieve better time allocation. Notwithstanding,
such methods do not guarantee optimal time allocation and can
lead to suboptimal trajectories. Another strategy to find optimal
time allocation is to decouple trajectory planning into two prob-
lems: a spatial one and a temporal one, and then make use of
convex second-order conic program (SOCP) reformulation to
find optimal time allocation [4]. However, this method may be
infeasible when the initial and final states are not static.

C. Bilevel Optimization

A bilevel optimization is a type of mathematical program
where one optimization problem (the lower-level optimization
problem) is embedded inside another optimization problem (the
upper-level optimization problem), and the lower-level opti-
mization problem is constrained by the upper-level optimization
problem [11]. The hierarchical nature of bilevel or multi-level
optimization makes it rather appropriate for solving complex
optimization problems with more than one level, i.e., the coeffi-
cients of the lower level’s optimization problem are dependent
on the upper level’s optimization results. In robotics, bilevel
optimization has been deployed in optimal control [12] and
various kinds of robots’ motion planning [13], [14], [15]. Sun
et al. [5] present a method using bilevel optimization to conduct
trajectory optimization with optimal time allocation. The time
allocation is solved in the upper-level problem and passed to the
lower-level one as a parameter. The analytical gradients of the
optimal cost with respect to the time allocation are obtainedwith
Karush-Kuhn-Tucker (KKT) conditions of the lower-level prob-
lem.Using the analytical gradientwith line search, the cost in the
upper-level problem is reduced, and the updated time allocation
updates the parameters in the lower-level problem to generate
the trajectory. In the bilevel optimization problem, the derivation
of gradients is crucial. One method of obtaining gradients is
by analyzing the sensitivity of the optimization problem [16].
A similar approach for obtaining the analytical gradient of the
solution of a QP with respect to the QP’s parameters via implicit
differentiation over the KKT condition is shown in [8].

III. BACKGROUND

We use piecewise polynomials of time to parameterize the
UAV trajectories. Since the differential flatness of UAVs’ dy-
namics excludes the necessity of explicitly enforcing dynam-
ics (e.g., quadrotors [2]), we can characterize the trajectories
as a smooth curve in the space of flat outputs σ : [t0, tm] →
R3 × SO(2) asσ(t) = [x(t), y(t), z(t), ψ(t)]�, which contains
the coordinates of the vehicle’s center of mass in the world
coordinate system r = [x, y, z]� and yaw angle ψ. Consider
m piecewise polynomials that characterize the entire trajec-
tory, where each piece is an n-th order polynomial, i.e., for
i ∈ {1, 2, . . . ,m},

σi(t) =

n∑
k=0

σikt
k, t ∈ [ti−1, ti), σik ∈ R4. (1)
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The problem is to find the polynomial coefficients
{σik}i∈I,k∈K and the temporal assignment T = [t1, t2, . . . ,
tm−1]

� such that the following cost function is minimized

m−1∑
i=0

∫ ti+1

ti

μr

∥∥∥∥dkrr(t)

dtkr

∥∥∥∥
2

+ μψ

∥∥∥∥dkψψ(t)

dtkψ

∥∥∥∥
2

dt, (2)

where kr and kψ refer to the order of derivative of the coordinate
r and yaw angle ψ, respectively. For the minimum-snap cost
in [2], kr = 4 and kψ = 2 are used. The constraints include
convex set Ci ⊆ R3 of adjustable waypoints at time instances,
i.e.,

r1(t0) ∈ C0, ri(ti) ∈ Ci, i ∈ {1, 2, . . . ,m}. (3)

The sets {Ci}i=0:m serve as one type of safety constraint, e.g.,
each set can be a corner connecting two corridors such that the
UAV must pass through the set to ensure safety. (The usage of
Bernstein polynomials can characterize the corridors as safety
sets [5], [7], which is out of the scope of this letter and will not
be discussed.)
Without loss of generality, the feasible sets Ci’s are polytopes,

yielding simple characterization by linear inequalities. The con-
tinuity between adjacent polynomials is enforced by

dk1ri(ti)

dtk1
=

dk1ri+1(ti)

dtk1
,
dk2ψi(ti)

dtk2
=

dk2ψi+1(ti)

dtk2
, (4)

for i ∈ {1, 2, . . . ,m− 1}, k1 ∈ {0, 1, . . . , kr}, and k2 ∈
{0, 1, . . . , kψ}. Finally, the temporal constraint requires the time
allocation to satisfy

T ∈ T = {[t1, . . . , tm−1]
�|t0 < t1 < . . . < tm−1 < tm}.

(5)
The optimization problem seeks to find the polynomial coeffi-

cientsσ and temporal assignment T that minimize the objective
function in (2) subject to the constraints in (3)–(5). Since poly-
nomials are highly structured basis functions with coefficients
captured by σ, the problem can be conveniently presented as

minimize
σ,T∈T

J(σ,T ) = σ�P (T )σ + σ�q(T )

subject to G(T )σ � h,

A(T )σ = b, (P)

where σ denotes a permutation of all polynomial coefficients
{σik}i∈I,k∈K. The inequality constraintG(T )σ � h associates
with the safety-set constraint (3), whereas the equality constraint
A(T ) = b associates with the continuity constraints (4). All the
coefficients P (T ), q(T ), G(T ), h, A(T ), and b are derived
basedon theobjective function (2) and the constraints (3) and (4).
The matrix P (T ) is positive semi-definite.
In general, the problem (P) is a non-convex problem. There-

fore, bilevel optimization has been widely applied to solve the
problem (P), e.g., [2], [5], [10]. The bilevel optimization has an
upper-level problem:

minimize
T∈T

J(σ∗,T )

subject to σ∗(T ) ∈ argmin
σ

{J(σ,T ) : σ ∈ F}, (6)

where the F denotes the feasible set of σ such that F =
{σ : G(T )σ � h, A(T )σ = b}. Embedded in the upper-level
problem, the lower-level problem is

minimize
σ

J(σ,T )

subject to G(T )σ � h,

A(T )σ = b. (7)

Note that in the lower-level problem, the time assignment T
is a parameter of the problem with a known value (obtained
via solving (6)). Hence, (7) reduces to the minimum-snap for-
mulation in [2] and turns into a quadratic program, which is
convex and efficiently solvable. The challenges come from the
upper-level optimization (6), which is non-convex. A typical
approach in solving (6) is to use gradient descent, where the
temporal assignment T is iteratively updated. In [2], the descent
direction is obtained by computing the directional derivative
along unit vectors. In [5], the descent direction is the gradient
of the optimal lower-level cost ∇T J

∗(σ∗(T ),T ), which is
computed as an analytical gradient by implicit differentiation
of the KKT condition of the low-level problem (7).

IV. METHOD

In this section, we describe our reformulation of the bilevel-
optimization problem based on [5]. Our reformulation can dras-
tically reduce the computation time to that of [5] by reducing
the computation time of the lower-level QP problem. Such a
QP problem is reported in [5] to dominate the computation time
despite being convex. We keep equality constraints only in the
lower-level problem, which turns into an unconstrained problem
that can be solved in a shorter time.
Our formulation starts by introducing a new optimization

variable, which allows decomposing the inequality constraint
G(T )σ � h into an equality constraint and an inequality
constraint. Specifically, let the adjustable waypoint ξi ∈ R3

be the new optimization variable such that ξi ∈ Ci for i ∈
{0, 1, . . . ,m}. Then the constraint (3) breaks down to

ξ0 = r1(t0), ξ0 ∈ C0, ξi = ri(ti), ξi ∈ Ci, (8)

for i ∈ {1, . . . ,m}. Correspondingly, the inequality constraint
G(T )σ � h turns into

C(T )σ = ξ, Rξ � s, (9)

where ξ� = [ξ�0 ξ�1 . . . ξ�m]. The matrix C(T ) evaluates the
positions of the trajectory on the allocated time instances in T ,
whereas the inequality Rξ � s is the half-space representation
of the polytopes {Ci}i=0:m. With the newly introduced variable
and constraints, problem (P) turns into

minimize
σ,ξ,T∈T

J(σ,T ) = σ�P (T )σ + σ�q(T )

subject to Rξ � s,

C(T )σ = ξ,

A(T )σ = b. (AP)

The introduction of the new variable ξ and additional constraints
preserves the equivalence between (P) and (AP): from a solution
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of one problem, a solution of the other is readily found, and
vice versa [17]. Similar to (P), problem (AP) also can be solved
using bilevel optimization. However, the formulation of (AP)
permits only keeping the equality constraints in the lower-level
optimization:

minimize
σ

J(σ,T )

subject to C(T )σ = ξ,

A(T )σ = b, (LLP)

where the spatial and temporal assignments, ξ and T , are gen-
erated from the upper-level optimization:

minimize
ξ∈X ,T∈T

J(σ∗,T )

subject to σ∗(ξ,T ) ∈ argmin
σ

{J(σ,T ) : σ ∈ F(ξ,T )}.

(ULP)

Here, the set F(ξ,T ) denotes the feasible set of σ such that
F(ξ,T ) = {σ : C(T )σ = ξ, A(T )σ = b} and X denotes the
feasible waypoints such that X = {ξ : Rξ � s}.
Remark 1: Our formulation can be extended to include dy-

namic constraints of aUAV, e.g., velocity and acceleration limits.
Such constraints can be cast as convex sets Cv

i and Ca
i for feasible

velocities and accelerations, respectively. In other words, we
have

v1(t0) ∈ Cv
0 , vi(ti) ∈ Cv

i , a1(t0) ∈ Ca
0 , ai(ti) ∈ Ca

i , (10)

for i ∈ {1, 2, . . . ,m} (analogous to (3) for the feasible way-
points), which can be augmented to the inequality constraints
G(T )σ � h in (P). Subsequently, the decomposition in (9) will
include the augmented velocity and acceleration assignments.
Therefore, our design of lower- and upper-level problems also
applies to the dynamic constraints, where the upper-level one
determines the temporal allocation and augmented spatial as-
signments (for position, velocity, and acceleration), and the
lower-level one determines the polynomial coefficients to meet
these assignments.
A few notes follow our construction of the lower-upper-level

problems. First, the lower-level optimization is still a convex
problem: a quadratic program with equality constraints only.
The insight here is to significantly reduce the computation time
of the quadratic program by keeping the equality constraints
only. Such a problem can be reduced to an equivalent uncon-
strained problem by introducing Lagrangian multipliers, which
reduces to solving a system of linear equations [17]. Second,
the upper-level problem, despite different forms than in [2],
[5], [10], is generally hard to solve due to its non-convexity.
Coordinate-descent may be applied to successively solve (LLP)
and (ULP) in a row despite the fact that the computation time can
be forbidden for real-time planning. Instead, we use gradient-
descent on (ULP) to only update on ξ and T once (LLP) is
solved. Consequently, the updated values of ξ andT are plugged
into (LLP) as parameters. In order to update ξ and T , we need
∂J∗/∂ξ and ∂J∗/∂T to update ξ and T by

ξ←PX

(
ξ−α1

(
∂J∗

∂ξ

)�
)
, T ← PT

(
T−α2

(
∂J∗

∂T

)�
)
,

(11)

Algorithm 1: Solution Method of (AP).
Input: Initial temporal assignment T 0, initial spatial
assignment ξ0, spatial step size α1, temporal step size α2,
and termination condition C.
Output: Optimal spatial and temporal assignment (ξ∗,T ∗)
and polynomial coefficients σ∗.
1: (ξ,T ) ← (ξ0,T 0)
2: While C is FALSE do
3: Solve the (LLP) using a QP solver (with the

parameters P (T ), q(T ), A(T ), b, C(T ), ξ) to
obtain the optimal solution σ∗ and optimal value J∗

4: Obtain the gradients ∂J∗/∂ξ and ∂J∗/∂T using
OptNet [8] and chain rule in (13)

5: Use the projected gradient descent in (11) to update
ξ and T .

6: (ξ∗,T ∗) ← (ξ,T )
7: end while
8: return (ξ∗,T ∗) and σ∗.

where α1, α2 > 0 are the user-selected step sizes and PY(y)
denotes the projection operator [18] that projects y onto the set
Y . The step sizes α1 and α2 dominate the update of the spatial
assignment and time allocation, respectively. Since the two vari-
ables ξ and T in space and time have totally different physical
units, individual step sizes are needed for efficient parameter
updates. For the gradient descent, the key is to obtain the partial
derivatives ∂J∗/∂ξ and ∂J∗/∂T , which stand for the sensitivity
of the optimal cost of (LLP) to ξ and T , respectively. We use
OptNet [8] to obtain these twogradients. Specifically, theOptNet
allows computing the analytical gradient of the optimal cost with
respect to the coefficients of a QP (e.g., P (T ), q(T ), C(T ),
A(T ), ξ, and b in (LLP)) by implicitly differentiating the KKT
condition. Using the method enabled by OptNet, we can directly
obtain

∂J∗

∂ξ
,

∂J∗

∂P (T )
,

∂J∗

∂q(T )
,

∂J∗

∂C(T )
,

∂J∗

∂A(T )
. (12)

Using chain rule, we can obtain

∂J∗

∂T
=

∂J∗

∂P (T )

∂P (T )

∂T
+

∂J∗

∂q(T )

∂q(T )

∂T

+
∂J∗

∂C(T )

∂C(T )

∂T
+

∂J∗

∂A(T )

∂A(T )

∂T
, (13)

where ∂P (T )
∂T , ∂q(T )

∂T , ∂C(T )
∂T , ∂A(T )

∂T are easy to compute since
P (T ), q(T ), C(T ), A(T ) are explicit functions of T . We
summarize our solution method to (AP) in Algorithm 1.

V. SIMULATION RESULTS

All the simulations shown in this section are implemented
using MATLAB R2021b on a computer with a 2.20 GHz Intel
i7-8750H CPU. We use quadprog as the QP solver, in which
we choose the interior-point method instead of the active-set
method in quadprog because the former provided better so-
lution quality with shorter computation time than the latter in
our simulations. This observation is consistent with the solver
comparison shown in [5]. We compare our method with that
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Fig. 1. Optimal costs of the trajectories planned by the proposedmethod under
the combination of different step sizes α1 (spatial) and α2 (temporal).

of [5] (referred to as “compared method” in this section) in three
experiments. In the first one, we fix the number of adjustable
waypoints and show a breakdown of the computation time. In
the second one, we conduct a scalability experiment to show
how the computation time scales with the number of adjustable
waypoints. In the third one, we fix the number of adjustable
waypoints and include the dynamic constraints. Note that the
number of adjustable waypoints equals the number of safety
sets as indicated in (8).

A. Trajectory Planning With Two Adjustable Waypoints

We randomly select four waypoints, forming a path with a
total length of 10 m. Initially, we allocate 2 s to each trajec-
tory segment. The start and end points are fixed with velocity,
acceleration, jerk, and snap set to 0. Two adjustable waypoints
are constrained in safety sets C1 and C2, which are cubes with
0.6m side lengths centered at the initial waypoints. The scenario
is illustrated in Fig. 3. Our method optimizes the time alloca-
tion and spatial assignment for the two adjustable waypoints,
whereas the compared method only updates the time allocation
(the adjustable waypoints are solved in their lower-level prob-
lem). The iterations terminate when the relative cost reduction
between consecutive iterations is within 3%.
The hyperparameter choice of the spatial and temporal step

sizes, α1 and α2, largely determine the performance and com-
putation time of the proposed method. We first investigate the
optimal cost and total computation time subject to different
combinations ofα1 andα2, where the results are shown inFigs. 1
and 2. It can be observed that whenα1 ≥ 0.2, increasingα1 does
not lower computation time, and when α2 ≤ 0.08, decreasing
α2 does not reduce the optimal cost significantly. Therefore, we
choose α1 = 0.2 and α2 = 0.08 to balance the optimality and
computation time, where we use this combination of step sizes
in the simulations next.
Fig. 3 shows the gradually updated trajectory in the first 20

iterations. Compared to the stretched initial trajectory, the final
trajectory in iteration 20 is better shaped, indicating the benefit

Fig. 2. Total computation time of the trajectory planned by the proposed
method under the combination of different step sizes α1 (spatial) and α2

(temporal).

Fig. 3. Example with four random waypoints, where two middle ones are
adjustable.

Fig. 4. Cost reduction through iterations in the case with two adjustable
waypoints.

of simultaneously conducting spatial and temporal assignments.
Meanwhile, the adjustable waypoints are contained within the
cubic safety sets and close to the initial waypoints. The cost
reduction is demonstrated in Fig. 4, where both the proposed
method and compared method are initialized with identical tem-
poral assignments and terminate on the 13th iteration according
to the 3% relative cost reduction. It can be seen that bothmethods
achieve similar optimal costs in a similar number of iterations.
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TABLE I
COMPARISON ON THE OPTIMAL COSTS AND COMPUTATION TIME TILL

CONVERGENCE

TABLE II
BREAKDOWN OF THE AVERAGED COMPUTATION TIME AND ITS STANDARD

DEVIATION FOR ONE ITERATION

The optimal cost and computation time of the two methods
are shown in Table I. The comparison shows that the proposed
method reaches a slightly smaller cost with a significant time
reduction compared to [5] with the same iterations. We dissect
the computation in each iteration into four parts and count the
individual computation time. The averaged computation time
and its standard deviation is shown in Table II. In the compared
method, the computation time of solvingQPfluctuates due to the
inequality constraints in the QPs. Specifically, the change in the
time coefficients dramatically affects the parameters of the QP
problem, causing the number of iterations and computation time
to vary in a wide range for solving the QP. Since the compared
method updates the adjustable waypoints in the lower-level QP,
the spatial update time is not applicable. It can be observed that
the large gap in total computation time mainly comes from the
discrepancy in the time of solving the QP in these two methods.
Besides, we observe that the QP solver’s reported iterations are
consistently 1 when running the proposed method, whereas the
number could vary from 5 to 20 when running the compared
method. These observations are consistent with our previous
analysis that the merits of the proposed method mainly lie in the
exclusion of inequality constraints when solving QP.
We also study how the size of the safety sets affects the perfor-

mance of the two methods. Keeping all other conditions fixed,
we expand the side length of the two cubic safety sets to 0.9 m
and 1.2 m.With new safety sets, we conduct the simulations and
record both methods’ optimal cost and computation time, which
are shown in Table III. The results show that for both methods,
the optimal cost and total computation time decline remarkably
when the side length of the safety sets expands from 0.6 m to
0.9 m. However, the values remain almost unchanged when the
side length of safety sets expands from 0.9 m to 1.2 m. It occurs
because the optimal waypoints are on the boundary of the cubes
with 0.6 m side length, in contrast to those in the interior of the
cubes with 0.9 m side length. In other words, the optimization
constraints change from active to inactive when the side length
of safety sets sides expands from 0.6 m to 0.9 m. Therefore,

TABLE III
COMPARISON ON OPTIMAL COST AND COMPUTATION TIME FOR SAFETY SETS

WITH DIFFERENT SIZES

Fig. 5. Example with twelve random waypoints, where ten middle ones are
adjustable.

expanding from 0.6 m to 0.9 m lowers the cost and computation
time dramatically. However, expanding from 0.9m to 1.2m does
not have the same effect since the optimal waypoints are all in
the interior of the safety sets. Regardless of the size of safety sets,
the proposed method has the advantage of shorter computation
time while achieving almost the same planning quality as the
compared method for all three cases.

B. Scalability Experiment With Multiple Adjustable Waypoints

We conduct the scalability experiment to test the scalability
of the proposed method and also demonstrate the proposed
method’s merit in computation time when planning more com-
plex trajectories. In this experiment, we conduct a series of
tests with the number of adjustable waypoints spanning from
one to ten. The start and end waypoints are fixed at (0, 0, 0)
and (10, 10, 10), respectively, with velocity, acceleration, jerk,
and snap set to 0 at both waypoints. The adjustable waypoints
are initialized as the vertices of a slalom path and are evenly
distributed in the z-axis (see Fig. 5 for an illustration with
ten adjustable waypoints). Therefore, the planned trajectories
twist and turn around the line connecting the start and end
waypoints, causing a dramatic change in the cost as the number
of adjustable waypoints increases (the cost increases from 20 to
833,536 as the waypoints increase from one to ten). The total
time of the trajectory is 8 s. The initial time allocated to the
adjustable waypoints is equally distributed in the 8 s interval.
For both methods, the adjustable waypoints are constrained
within a cube with 0.6 m side length centered at the initially
selected waypoints. For all cases, the termination criterion is set
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Fig. 6. Average computation time in one iteration with error bars showing the
standard deviations.

Fig. 7. Comparison of the optimal cost as the number of adjustable waypoints
increases.

to 5% relative reduction (which is met within 20 iterations for
both methods). Figure 5 shows an example with ten adjustable
waypoints. Similar to what has been observed in Fig. 3, the final
trajectory in iteration 20 is better shaped and less stretched than
the initial trajectory.
The total computation time (when the 5% relative cost re-

duction is reached) of the two methods scales similar to that
of a single iteration shown in Table II. The time comparison is
demonstrated in Fig. 6. It is clear that the proposed method has a
great advantage compared with [5]: The computation time of the
proposed method scales linearly with the number of adjustable
waypoints, whereas the comparedmethod in [5] scales exponen-
tially. Specifically, we conduct a regression analysis of the com-
putation time of the twomethodswith the safety set size of 0.6m.
Denote the computation time by t. Then forN ∈ {1, 2, . . . , 10}
number of safety sets, the proposed method’s computation time
fits t = 7.52N − 3.42 with an R-square score of 0.99 (the ex-
ponential regression t = 11.45 exp (0.19N) gives anR-score of
0.97, which has less fidelity than the linear fit). The compared
method’s computation time fits t = 72.06 exp (0.31N) with an
R-square score of 0.98 (the linear regression t = 170.32N −
370.94 gives an R-score of 0.93, which has less fidelity than
the exponential fit). Furthermore, the standard deviations are
shown in Fig. 6 by error bars, which indicate the more consistent
computation time of the proposed method than the compared
method.
The optimal costs of the twomethods are shown in Fig. 7. The

proposed method either reaches a smaller cost or is within 20%
of the cost obtained by the compared method. Summarizing the
comparison in Fig. 6 and Fig. 7, we conclude that the proposed

Fig. 8. Example with five random waypoints subject to dynamic constraints,
where the three middle ones are adjustable.

method can deliver similar performance in the planned trajectory
with the benefit of significantly reducing the computation time.
We further compare the two methods subject to larger safety

sets. By expanding the side length of safety sets from 0.6 m to
1.2 m and keeping all other conditions unchanged as above, we
display the average computation time in one iteration and opti-
mal cost of both methods in Fig. 6 and Fig. 7. The results show
that the computation time and the optimal cost of both methods
decrease with the expansion of safety sets. Meanwhile, under
larger safety sets, the proposed method still has the advantage
of generating trajectories with similar quality while significantly
reducing the computation time than the compared method.

C. Trajectory Optimization With Dynamic Constraints

We randomly select five waypoints, forming a path with a
total length of 20 m. Initially, we allocate 2 s to each trajectory
segment. The start and end points are fixed with velocity, ac-
celeration, jerk, and snap set to 0. Three adjustable waypoints
are constrained in the cubic safety sets with 0.6 m side lengths
centered at the initial waypoints. Meanwhile, the maximum
velocity and acceleration are set to 5m/s and5m/s2, respectively,
on the three adjustable waypoints. The scenario is illustrated in
Fig. 8.
Our method optimizes the time allocation and the augmented

spatial assignment for the three adjustable waypoints in the
upper-level problem, whereas the compared method updates the
time allocation only in their upper-level problem and solves
the adjustable waypoints velocity and acceleration subject to
the maximum in their lower-level problem. The cost reduction
is demonstrated in Fig. 9, where both the proposed method
and compared method are initialized with identical temporal
assignments. Under the termination condition of 3% relative
cost reduction, the compared method terminates at the 6th iter-
ation, and the proposed method terminates at the 25th iteration.
Meanwhile, the proposed method’s optimal cost is within 3.5%
of the cost obtained by the compared method.
Table IV shows the optimization results of two methods.

Though the proposed method takes more iterations to terminate,
the remarkable advantage in computation time of one iteration
still makes the proposed method use much less time to plan
a trajectory in contrast with the compared method, while a
similar optimality is achieved in both methods. The breakdown

Authorized licensed use limited to: University of Illinois. Downloaded on August 24,2023 at 20:37:52 UTC from IEEE Xplore.  Restrictions apply. 



CHEN et al.: SIMULTANEOUS SPATIAL AND TEMPORAL ASSIGNMENT FOR FAST UAV TRAJECTORY OPTIMIZATION 3867

Fig. 9. Cost reduction through iterations with three adjustable waypoints
subject to dynamic constraints.

TABLE IV
COMPARISON ON THE OPTIMAL COSTS AND COMPUTATION TIME TILL
CONVERGENCE WHEN THE DYNAMIC CONSTRAINTS ARE PRESENT

TABLE V
BREAKDOWN OF THE AVERAGED COMPUTATION TIME AND ITS STANDARD

DEVIATION FOR ONE ITERATION WHEN THE DYNAMIC CONSTRAINTS

ARE PRESENT

of the average computation time for one iteration and their
standard deviations are demonstrated in Table V. It is clear that
the major gap between the two methods in computation time
is caused by the gap in solving the lower-level QP. For each
adjustable waypoint, the compared method needs to solve 18
inequality constraintswhile the proposedmethod delegates them
to the upper-level problem and solves the lower-level problem
with equality constraints only, reducing the time consumption
significantly.

VI. CONCLUSION

We present a novel method of UAV trajectory planning based
on bilevel optimization by simultaneously conducting spatial
and temporal assignments.Our bilevel optimization is composed
of a lower-level problem that is a QP with equality constraints
only (which contributes majorly to the reduced computation
time) and an upper-level problem that uses analytical gradients

to make the spatial and temporal update on the adjustable
waypoints. Simulation results show that our method has great
advantages in computation time compared to the existing bilevel
optimization method, where the former scales linearly and the
latter scales exponentially to the number of adjustable way-
points. Future work will deploy our method on a real quadrotor
to demonstrate its capability for onboard and real-time trajectory
planning in complex environments.
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