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ABSTRACT: Augmented Reality (AR) headsets are being used in different contexts (e.g., the oil industry, healthcare, 

military); however, there is a lack of research and design recommendations on how information should be presented in 

the AR headset displays, especially for aiding users’ situational awareness. We present two studies: one examining if 

existing findings on the perceptibility of three types of visual stimulus (color, text, shapes) can be applied to AR headsets 

for critical information, and one analyzing three different presentation styles (Display, Environment, Mixed Environment) 

for textual secondary information in AR headsets. Our study on secondary information is an extension of prior work. For 

critical information, we found that existing visual perception findings can be applied to AR headsets; there is a hierarchy 

of salient visual features. Understanding that we can utilize prior work on visual features helps in designing salient 

critical information for AR headset displays. For secondary information, we found that having the text in the Display 

and Environment presentation styles assisted in participants’ perception and comprehension when compared to the 

Mixed Environment presentation style. Based on our results, we provide design recommendations on how to present 

critical and secondary information in AR headset displays to aid in users’ situational awareness, which is essential in 

safety crucial domains such as the military.  
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1. Introduction  

Augmented reality (AR) systems combine virtual 

elements with the real-world environment [1]. Compared 

to more traditional AR platforms (e.g., tablets, 

smartphones, computers), AR headsets are becoming 

more popular due to providing more mobility, hands-free 

capabilities, and user immersion [2,3]. AR headsets are 

entering the consumer market [4], and are also being 

employed in industrial settings [5]. However, prior 

research studies have focused on examining the 

applicability of using AR headsets in various 

environments and not on investigating how to design the 

information in the display, especially for aiding users’ 

situational awareness. Situational awareness consists of 

three levels: perception and detection of elements in the 

environment (level 1), comprehension and interpretation 

(level 2), and prediction of the future status of the 

environment (level 3) [6,7]. Situational awareness is 

separate from users’ decision making [7] and is essential 

in safety crucial domains [8]. A lack of situational 

awareness has been attributed to tragedies, such as aircraft 

crashes [8], oil spills [9], and errors in anesthesia [10].  

Since AR keeps users aware of their surroundings 

while providing additional virtual information in real-

time, AR has the capability to increase users’ situational 

awareness. Prior work has examined applying AR 

headsets for users’ situational awareness in a wide range 

of contexts, such as the military [11], maintenance [12], 

construction [13], and healthcare [14]. However, prior 

work has mainly studied the applicability of AR instead of 

investigating how to design the visual information for 

aiding users’ situational awareness (e.g., [14–17]). In 

addition, there has been conflicting results with using AR, 

such as both higher and lower situational awareness 

[15,16,18] and cognitive workload [19,20]. Therefore, it is 

important to study how the design of information affects 

users’ situational awareness, since not considering the 

design and simply applying AR to situations may not be 

beneficial (e.g., lower situational awareness).  
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In this paper, we examine how the presentation of 

visual information in AR headsets can affect users’ 

situational awareness (i.e., level 1 perception and level 2 

comprehension). In terms of information necessity, visual 

information can be separated into two categories: central 

or critical information (e.g., hazard warnings, essential 

information) and peripheral or secondary information 

(e.g., current time, nonessential information) [21]. Critical 

information is essential to comprehend when completing 

a task, while secondary information may be beneficial but 

not necessary. Therefore, we conducted two separate 

studies focusing on critical and secondary visual 

information. In our critical information study, we focused 

on perception through examining if existing findings on the 

perceptibility of three types of visual stimulus (color, text, 

shapes) can be applied to AR headsets. Previous work in 

visual perception has found a hierarchy of salient features. 

For instance, people can more easily detect color than 

shapes and text [22,23]. However, it is unclear if these 

findings translate to AR headsets due to these headsets 

possessing technological and perceptual challenges. The 

low resolution and loss of visual acuity in AR headsets can 

negatively affect legibility, object recognition, and depth 

perception [24,25]. Also, the environment and 

transparency of virtual elements can impact users’ color 

perception in AR headsets [24,26]. Understanding if we 

can apply existing perception findings to AR headsets will 

aid in the design of salient critical information. In our 

experiment, participants had to monitor visual stimulus in 

an AR headset while completing math problems on a 

tablet, and press a physical button when they noticed a 

specific visual condition in the headset (Figure 1). The 

math problems were used as a cognitively demanding task 

for the participants to focus on. The visual stimulus was 

locked to the AR headset display view. We designed the 

stimulus to always be present because critical information 

should be prominent and immediately perceptible [27,28]. 

While visual saliency is essential for critical 

information, secondary information does not have this 

restriction, and therefore can display larger quantities of 

detailed information as text (date, time, descriptions, etc.). 

Since secondary information does not need to be as 

visually salient, there are more opportunities to integrate 

it with the environment. Therefore, for our second study, 

we investigated three different presentation styles for 

textual secondary information in the context of aiding both 

perception and comprehension: locked to the display view 

(Display), located in the environment (Environment), and 

a mix of both (Mixed Environment). As in the critical 

information study, participants had to monitor the textual 

information in an AR headset while solving math 

problems. Our study on secondary information is an 

extension of prior work [29]. This paper updates and 

expands upon the original work by adding additional 

literature, an exploratory study on the location of 

elements, the experiment on critical information, and 

more results from the study on secondary information.  

In our critical information study, we found similar 

results to prior work with participants having a faster 

response time for color, and a slower response time and 

higher cognitive workload for text. In our secondary 

information study, we found that the Display and 

Environment presentation styles improved perception 

and comprehension of textual secondary information; 

participants had a higher recall of information. Our results 

provide a new understanding of how different types of 

visual stimulus for critical information and different 

presentation styles for textual secondary information in 

AR headsets can aid users’ situational awareness. We 

contribute design recommendations on how to present 

visual information in AR headsets for users’ situational 

awareness. Recognizing how to design visual information 

in AR headsets to improve situational awareness has a 

wide range of implications in safety crucial environments, 

such as surgery.  

2. Related Work 

We focus our review of prior work on two categories: 

(1) using AR for situational awareness and (2) examining 

the presentation of information in AR headsets.  

2.1. AR for Situational Awareness  

Prior work has started studying using AR for users’ 

situational awareness in safety domains, such as the 

military [14,16,17,30,31]. The authors in [31] created an AR 

system (FlyAR) to support Unmanned Aerial Vehicle 

(UAV) flight navigation. FlyAR supports live flight 

supervision by overlaying the flight path onto a live video 

stream on a tablet PC, as well as using graphical elements 

to show height and distance between points. The authors 

in [16] also developed an AR system for UAV operators, 

in which flight data was overlaid onto a video stream of 

the flight on a computer screen. Before the AR system, 

operators would have to look at two separate screens. The 

authors found that the AR system improved the operators’ 

situational awareness. In the security domain, [32] 

proposed a conceptual AR computer-based design for 

combining social media data (e.g., twitter posts) with 

contextual information (e.g., Google Maps) to increase 

 

Figure 1: Study setup for critical information study: view from 

right-handed participant during color visual condition (color red 

is in AR headset display). 
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emergency operators’ situational awareness. The authors 

iterated on the design based on a workshop with AR and 

situational awareness experts but did not implement and 

evaluate the designs in a real-world context. 

AR has also been analyzed in the context of driving 

[17,33,34]. In [17], the authors proposed an AR car 

windshield system to increase drivers’ situational 

awareness by providing warning information to the 

driver. For example, it would detect another vehicle and 

add color depending on how close the vehicle was. The 

authors in [33] designed an AR driving system that 

provides warnings on the car windshield for pedestrian 

collision (e.g., a yellow outline). The authors conducted a 

driving simulator study and found that the AR visual cues 

enhanced drivers’ awareness of pedestrians. In [34], the 

authors examined object segmentation visualizations for 

automated vehicles. They found that including the 

segmentation visualizations over the car windshield, 

instead of a tablet on the console, resulted in participants 

having lower cognitive workload and higher situational 

awareness, especially for color segmentations over both 

dynamic and static objects.  

While the studies listed above investigated using AR 

for situational awareness, they only analyzed traditional 

displays (e.g., car windshields, computer screens), not AR 

headsets. AR headsets provide more user immersion and 

freedom, as well as contextual integration with the 

environment. Previous studies have started to examine 

using AR headsets for aiding users’ situational awareness, 

such as to monitor patient information [14,15]. In [14], the 

authors investigated if AR headsets can aid 

anesthesiologists in monitoring patient information 

during surgery. They conducted a simulated operating 

environment study and found that the anesthesiologists 

that used the AR headset spent less time looking at the 

anesthesia machine and detected patient events faster. The 

authors in [15] analyzed if AR headsets could help nurses’ 

patient alarm management decisions and situational 

awareness by showing patient vital signs. The authors 

found that using the AR headsets resulted in nurses 

having higher situational awareness, less errors in 

recognizing alarms, and faster alarm reaction times.    

Prior work has also examined employing AR headsets 

in the military and security domains [11,30,35,36]. In [11], 

the authors developed an AR headset system that displays 

tactical information (e.g., navigation waypoints) for 

soldiers on foot. The authors in [35] analyzed using an AR 

headset to show real-time navigational information for the 

US Coast Guard. They ran a training simulation and found 

that the AR headset increased operator track keeping and 

situational awareness; however, it lowered operator 

responsiveness. For remote pilots of UAVs, [36] 

investigated using AR headsets to show telemetry details. 

The authors found that the AR headsets allowed the pilots 

to focus more on keeping the aircrafts in their field of view, 

instead of looking at the ground control station.  In [30], 

the authors examined using AR headsets to provide 

distributed team awareness, specifically in the security 

domain (e.g., collecting evidence). One team member 

would be physically present in the environment with an 

AR headset while a remote team member would be 

watching a video stream from the headset camera on a 

computer screen. The remote member could add and edit 

virtual content displayed in the collaborator’s headset 

(e.g., arrow pointing to specific evidence). They found that 

the team member wearing the AR headset had higher 

cognitive workload and lower alertness, while the remote 

team member had a higher understanding of the situation.  

AR headsets are also being utilized in other domains to 

aid in users’ situational awareness, such as firefighting 

[37,38] and agriculture [39]. The authors in [37] analyzed a 

proof-of-concept design for using an AR headset in a 

simulated fire scenario. In the design, the optimal path to 

the fire would be displayed, as well as fire extinguisher 

locations. They found that the proof-of-concept reduced 

travel distance and improved firefighting efficiency. In 

[38], the authors designed and built an AR headset 

prototype, which displayed thermal imaging and object 

segmentation visualizations to help firefighters see their 

environment during situations with limited sight (e.g., 

heavy smoke). For agriculture, [39] created an AR system 

to help farmers monitor their agricultural machines. The 

locations and status of the machines would be shown in 

the AR headset display.  

These studies highlight the applicability of using AR 

headsets in domains that require situational awareness; 

however, they did not analyze how to present the visual 

information in the headsets. None of the studies compared 

different designs of information, which can impact users. 

Prior work has shown that AR headsets can result in 

slower completion times [40,41], higher discomfort [42], 

and higher cognitive workload [43] when compared to 

traditional methods (e.g., paper instructions). Therefore, 

not considering the design of information and simply 

applying AR headsets to different contexts may not be 

beneficial. We go beyond prior work by examining 

different types of visual stimulus for critical information 

and different presentation styles for secondary textual 

information in the context of situational awareness.  

2.2. Presentation of Information in AR Headsets 

Prior work has started to examine the presentation of  

information in AR headsets [23,44–49]. During a 

maintenance assembly task, [48] compared using an AR 

headset (3D animations vs. video instructions) to 

traditional paper-based instructions. The authors found 

an improvement in participants’ task performance (e.g., 

faster completion time, fewer errors) when using the AR 

http://www.jenrs.com/
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headsets compared to paper instructions. For the AR 

headset, while it varied between 3D animations and video 

instructions, the participants could always see textual 

instructions and an image of the current tool they needed; 

the text design remained the same. The authors found that 

3D animations, when compared to videos, in an AR 

headset lowered task completion times. In [47], the 

authors investigated different AR headset interface 

designs during a warehouse job simulation (i.e., finding 

order parts). The designs included text-based versus 

graphic-based designs, as well as always-on versus on-

demand information. They found that graphic-based and 

always-on information helped users’ task performance by 

reducing completion times and errors. The authors in [49] 

examined user preferences on how to convey information 

in industrial AR interfaces. The study consisted of a 

questionnaire with mockup images of an AR interface. The 

3D CAD models were the most preferred, with text being 

the least preferred. However, the study only focused on 

assembly, did not use an actual AR device, and did not 

examine different designs and presentations of text. In 

addition, prior work recommends that text should not be 

completely removed for task instructions [50]. 

In [51], the authors developed an AR headset prototype 

to help users understand conversations in a noisy echoic 

environment. The prototype distinguishes between 

speakers by putting a symbol above their head (i.e., a blue 

triangle with a white flag and number). When a speaker 

talks, the audio is transcribed and displayed in the AR 

headset. The text is shown in black on a static off-white 

panel at the bottom of the display along with the number 

associated with the current speaker. The authors did not 

look at different text designs, only feasibility of the 

prototype. In [44], the authors analyzed different text 

positions in an AR headset for reading. When the text was 

in the top-right, users had higher cognitive workload and 

lower comprehension when compared to the center and 

bottom-center locations. The center and bottom-center 

locations resulted in users having lower cognitive 

workload and higher comprehension. They also examined 

two presentation styles: line-by-line scrolling and word-

by-word. The word-by-word style resulted in higher user 

comprehension when users were sitting and reading, 

while the line-by-line scrolling style had higher 

comprehension when users were walking and reading.  

Previous studies have investigated text and 

background panel colors in AR systems. The authors in 

[52] found that using white text with a blue panel 

background was the best for user readability in AR 

headsets. In [53], the authors conducted a crowd-sourcing 

study on user preferences for colors for text and 

background panels in AR smartphone applications. Most 

of the participants preferred red or blue background 

panels with white text. However, prior work has also 

recommended transparent backgrounds [45], which was 

not an option for participants in [53]. The authors in [45] 

conducted a user study, in which participants organized 

items in a grocery store while viewing product 

information in an AR headset in two modes:  see through 

mode (i.e., transparent) or panel overlay (i.e., opaque 

background). The participants preferred the product text 

to be displayed in the center of the headset in see through 

mode (i.e., no background) for readability, as well as being 

able to easily switch between the information and 

environment. In [54], the authors tested different AR 

headset text magnification designs for low-vision users. 

The authors found that the participants liked the 

transparent background panels and that anchoring 

content in 3D space can support a more natural and 

flexible reading experience.  

These prior studies examined the presentation of 

information in AR headsets, but mainly focused on 

readability and user preferences instead of situational 

awareness. It is important to examine how information 

should be presented in AR headsets to aid in users’ 

awareness since these devices are being used in a wide 

range of contexts that require situational awareness (e.g., 

healthcare). For our studies, we focused on analyzing how 

different presentation styles for textual secondary 

information and different types of visual stimulus for 

critical information in AR headsets can aid in users’ 

perception and comprehension (i.e., the first two levels of 

situational awareness).  

3. Exploratory Study: Location 

We first conducted an exploratory study to determine 

the best location to place the visual stimulus in our 

experiments. We wanted to choose the location, in which 

the participants would have the fastest reaction time 

possible. For this study, participants had to press a 

physical button when they noticed a dot appear in a Meta 

2 AR headset [55]. The study was conducted in a 

windowless room with consistent lighting and took 5 to 10 

minutes. In the application, a white 3D cube (25.4 

millimeter (mm) edge length) remained in the middle of 

the field-of-view, while white dots (6.35 mm diameter) 

would appear in different locations along the periphery. 

Even though prior work has shown that reaction time 

increases for stimulus in the periphery [56,57], we focused 

on peripheral locations because we wanted to examine the 

perception of information that would not block the users’ 

view or distract them from their main task. The 

participants were instructed to focus on the 3D cube and 

to hit the button when they noticed a white dot appear. 

The dot would appear in one of sixteen locations along the 

periphery; there was 75 mm between each dot to create all 

sixteen locations. When the participant pressed the button 

or if the participant did not notice the dot after 2 seconds, 

the dot disappeared. The next dot would then appear in a 

http://www.jenrs.com/
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different location after a random time interval (1-4 

seconds). Each participant viewed 80 dots total (5 dots per 

location). The location order was originally randomized, 

and then the same order was used for every participant. 

Participants volunteered without compensation. 

3.1. Equipment 

The AR application was created using Unity [58], and 

was run on a Meta 2 AR headset [55]. The headset features 

a 90-degree field-of-view with a 2560 x 1440 resolution. 

The physical button had a 76.2 mm diameter. We used a 

rectangular cardboard box (228.6 mm x 152.4 mm x 76.2 

mm) as a base for the button.  

3.2. Participants 

We had a total of 12 adult participants (M = 23.42 years, 

SD = 3.55); however, we excluded one female participant 

for not wearing their corrective lenses. Therefore, we had 

a total of 11 participants for analysis (M = 23.09, SD = 3.53). 

Out of the 11 participants, six participants were female, 

one participant was left-handed, and five participants had 

used an AR headset at least one time before. All of the 11 

participants had normal or corrected-to-normal vision 

(e.g., eyeglasses). 

3.3. Data Analysis and Results 

For analysis, we examined the participants’ response 

time by location. Response time was calculated as the time 

it took a participant to press the button after a dot 

appeared in the headset. We excluded the times in which 

the participant did not notice the dot and it disappeared. 

We grouped the 16 individual locations into three 

categories: left, center, and right. The center included the 

six dot locations at the top and the bottom not located on 

the left and right edges. A Shapiro-Wilks test found that 

the data was normal; however, a Mauchly Test for 

Sphericity showed that the data did not have equal 

variances (p < 0.01). A one-way repeated measures 

ANOVA (RM-ANOVA) with a Greenhouse-Geisser 

correction found a significant main effect of location on 

response time (F1.17,10.54 = 9.48, p < 0.01). A Bonferroni post-

hoc comparison showed that the participants had a 

significantly faster response time for the center locations 

(M = 0.399s, SD = 0.086) compared to the right-side 

locations (M = 0.444s, SD = 0.172); this is similar to prior 

work, which has found lower detection accuracy for the 

right-side of the visual field [59]. There was no significant 

difference in response time between the center and left-

side locations (M = 0.418s, SD = 0.138). 

To further analyze the locations, we examined: (1) the 

corner locations compared to the remaining locations, and 

(2) the top locations versus the bottom locations. For both 

the corner locations and the top versus bottom locations, a 

Shapiro-Wilks test found that the data was normal, and a 

Levene’s test showed that the data met the assumption of 

equal variances. A paired-sample t-test found a significant 

main effect of corner locations on response time (t (9) = 

2.92, p < 0.05). The participants had a significantly slower 

response time (M = 0.452s, SD = 0.202) for the corner 

locations compared to the remaining locations (M = 0.408s, 

SD = 0.102). A paired-sample t-test found no significant 

difference between the top and bottom locations (t (9) = 

1.27, n.s.). 

Based on our results, we decided to place the different 

types of visual stimulus in the top-center of the field-of-

view for our first study on critical information, to increase 

perceptibility. For our second experiment on presentation 

styles for secondary information, we placed the textual 

information on the left-side of the field-of-view (avoiding 

the corner locations). We decided to place the secondary 

information on the left-side because we did not want the 

quantity of the information to block the participant’s view, 

and there was no significant difference in response time 

between the center and left-side locations. Also, people 

exhibit a leftward visual bias, known as pseudoneglect 

[60,61], which results in higher detection accuracy and 

faster motion processing for elements on the left when 

compared to the right [59,61,62]; even for computer 

screens [59]. Although pseudoneglect occurs in both right-

handed and left-handed people, it is not evident in 

cultures that read right-to-left [63]. Therefore, it is 

important to keep in mind users’ cultural groups and 

differences when placing elements in headset displays. 

4. Experiment 1: Critical Information  

In our critical information study, we focused on 

examining three different types of visual stimulus in an 

AR headset: color, text, and shapes. These types of visual 

stimulus are commonly utilized to denote information, 

such as in warning signs [64]. The goal was to analyze if 

prior results on the perceptibility of types of visual 

stimulus could be applied to AR headsets. Previous work 

in visual perception has found a hierarchy of salient 

features. For instance, people more easily detect color than 

shapes and text [22,23]. However, it was unclear if these 

findings translate to AR headsets due to these headsets 

possessing technological and perceptual challenges. The 

low resolution and loss of visual acuity in AR headsets can 

negatively affect legibility, object recognition, and depth 

perception [24,25]. Also, the environment and 

transparency of virtual elements affects users’ color 

perception in AR headsets [24,26]. Determining if we 

could apply existing findings to AR headsets allows us to 

further understand how to design critical information. 

4.1. Participants 

We had a total of 37 adults participate (M = 22.19 years, 

SD = 5.59); however, we excluded one female participant 

due to equipment failure, resulting in a total of 36 

participants for analysis (M = 22.22 years, SD = 5.67). 
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Twelve participants were female, two participants were 

left-handed, and ten participants had used an AR headset 

before. We did not recruit participants who were color-

blind or dyslexic, and all of our participants had normal or 

corrected-to-normal vision. 

4.2. Method and Design 

While wearing an AR headset, participants completed 

multiplication problems on a touchscreen tablet and 

different types of visual stimulus appeared in the headset: 

color, text, or shapes (Figure 2). The participants would 

only see one type of visual stimulus at a time, not a mix of 

all three. We placed the stimulus in the top-center of the 

headset field-of-view based on our results from our 

exploratory study.  

For each visual stimulus type (e.g., color), the visual 

condition displayed would constantly change (e.g., 

switching between different colors). Participants were 

instructed to hit a physical button with their non-

dominant hand when they saw a specific visual condition 

(e.g., color red). The participants took part in the study for 

approximately 60 minutes in a windowless room, and 

either volunteered without compensation or received 

extra credit in a course they were taking. 

After consenting to participate, participants completed 

a demographic questionnaire. The participants then 

completed a 4-minute practice round of multiplication 

problems on the tablet without wearing the AR headset to 

get comfortable with the math application; which was not 

used in analysis. After the math practice, participants put 

on the AR headset and began the main study. In the main 

study, there were six study blocks (approximately 4-

minutes each), two blocks per visual stimulus type (color, 

text, shapes). After completing two blocks for a visual 

stimulus type, the participants would take the NASA Task 

Load Index (TLX) [65] for that visual type, which is used 

to determine participants’ perceived cognitive workload. 

The participants would then complete the next two blocks 

for a different visual type, the NASA TLX, and then move 

on to the last visual type blocks. The order of the visual 

types was counterbalanced across participants. After the 

participants completed the six study blocks, they were also 

asked questions about their subjective preference. 

4.2.1. AR Application Design 

 Each visual stimulus type had a total of four different 

options that would constantly change in the headset in a 

randomized order and for a randomized duration. The 

four options for each type of visual stimulus included: (a) 

color: red, green, yellow, and blue; (b) text: “red”, “green”, 

“yellow”, and “blue”; and (c) shapes: circle, triangle, star, 

and square. All types of visual stimulus had the same color 

saturation and brightness and had the same width (12.7 

mm). For color, only the color of the circle changed (Figure 

2a). Both the text and shapes (Figures 2b and 2c) were 

white, since black is transparent in AR headsets. The text 

height was 5 mm, which is consistent with Meta AR design 

recommendations [66], and in Liberation Sans font since 

prior work recommends using sans-serif fonts for text 

readability [67]. 

During each study block, the participant would view a 

total of 32 visual conditions (4 options x 8 occurrences). For 

example, if it was a color block it would constantly change 

between the four colors, and each specific visual condition 

(e.g., color blue) would appear eight times. The current 

visual condition (e.g., color red in Figure 2a) would remain 

in the headset display for a random time interval (6 to 9 

seconds) before switching to the next visual condition. If 

the participant pressed the button it would automatically 

switch to the next visual condition, regardless of the 

amount of time left for the current visual condition. The 

last visual condition in that block would remain visible in 

the headset until the participant finished the current math 

problem and then both applications would end. Each 

study block was approximately 4 minutes. The blocks 

were not exactly 4 minutes because each visual condition 

would change after a random time interval, and the study 

block would not end until the participant finished the last 

math problem.  

Since there were only two blocks for each type of visual 

stimulus, we had to determine the two visual conditions 

for when the participant would hit the button. For color, 

the participants hit the button when they saw the color red 

for one block and the color green for the other block 

because adults have faster reaction times for red and green 

colors, compared to yellow and blue [68]. For text, the 

participants hit the button when they saw the word “red” 

for one block and the word “blue” for the other block. 

Prior work has shown that word processing time increases 

as the number of letters increase [69], therefore we chose 

the two shortest words (out of the four options) to have 

the fastest reaction time possible. For shapes, the 

 

 

  

 

(a)  (b) 

 

 (c) 

Figure 2: Types of visual stimulus from participant view from AR 

headset: (a) color, (b) text, and (c) shapes. 
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participants hit the button when they saw a circle for one 

block and a triangle for the other block. We chose a circle 

and triangle because they are used by the International 

Organization for Standardization (ISO) to represent 

mandatory actions and warnings [64]. 

4.2.2. Math Application Design  

We decided for the participants to focus on math 

problems while monitoring the visual stimulus in the AR 

headset because mental math calculation uses people’s 

working memory [70]. Working memory falls under short-

term memory and is necessary for sudden perceptual 

cognitive tasks, such as language comprehension and 

reasoning [71]. By having participants focus on a task that 

uses their working memory, we can examine the salient 

properties of the different types of visual stimulus in the 

AR headset. We purposefully designed our math 

application to be more cognitively taxing (i.e., utilize more 

working memory) in order to keep the participants’ 

attention on the math application, instead of the visual 

stimulus in the AR headset; not primarily focusing on the 

information in the headset is consistent with demanding 

real-world settings (e.g., surgery).   

 Our math application consisted of single-digit x three-

digit multiplication problems (Figure 3). We chose 

multiplication problems because they have a slower solve 

time compared to addition problems [72]; therefore, 

requiring more of the participants’ attention. We also 

implemented other design decisions to make the 

application more cognitively taxing, such as presenting 

the single-digit first because prior work has shown that 

adults are slower when the smaller number is first [73]. 

The single-digit ranged from 2 to 9 because multiplication 

with 0 or 1 utilizes retrieving a rule (e.g., everything 

multiplied by 0 equals 0) instead of a solution [74]. The 

three-digit also did not end in 0 or 1, and did not include 

three of the same digit (e.g., 444) due to the tie-effect [75]. 

The tie-effect states that response time for an operand pair 

with identical digits is faster. None of the multiplication 

problems repeated in the math application.  

Figure 3 shows a screenshot from our math 

application. The current math problem would appear at 

the top of the screen (e.g., 6 x 826). The participants had an 

area to work out the problem using a stylus pen, before 

inputting their answer and hitting a button to go onto the 

next problem. The participants had to input an answer to 

move on, but the answer did not have to be correct. Each 

participant finished the number of problems they could do 

in the set block time. We instructed the participants to take 

their time and focus on getting correct answers. 

4.3. Equipment 

Both the AR application and multiplication application 

were created using Unity [58]. The AR application was run 

on the same Meta 2 headset as the exploratory location 

study, and the math application was run on a Wacom 

Cintiq Companion Hybrid tablet [76]. The tablet has a 1080 

x 1920 resolution, and the screen is 13.3 inches, measured 

diagonally. The physical button was the same button that 

was used in the location study.  

4.4. Data Analysis and Results 

We analyzed the types of visual stimulus (color, text, 

shapes) by examining the response time and error rate for 

the visual stimulus, the math solve time, and the 

participants’ cognitive workload and preference. 

4.4.1. Response Time 

We determined response time by calculating the time 

it took a participant to press the button after the correct 

visual condition appeared in the AR headset. When 

calculating response time, we did not include any 

incorrect button hits; for example, if the participant hit the 

button when the square shape appeared when the correct 

condition was a triangle. A Shapiro-Wilks test on response 

time per visual stimulus showed that the data was non-

normal (W = 0.97, p < 0.01). We applied a log-transform 

[77] to the distributions and used the transformed data for 

analysis, but the mean response times we report are the 

actual measured values. A Mauchly Test for Sphericity 

showed that the data had equal variances. A one-way 

repeated measures ANOVA (RM-ANOVA) found a 

significant main effect of type of visual stimulus (color, 

text, shapes) on response time (F2,70 = 34.84, p < 0.0001). A 

Bonferroni post-hoc comparison showed that the 

participants had a significantly faster response time for 

color (M = 1.33s, SD = 0.37), than shapes (M = 1.67s, SD = 

0.4) or text (M = 1.92s, SD = 0.54).  

We further analyzed response time by examining all 

separate visual conditions (color red, color green, circle 

shape, triangle shape, “red” text, and “blue” text) (Figure 

4). A Shapiro-Wilks test on response time per visual 

condition showed that the data was skewed (W = 0.95, p < 

0.0001). We applied a log-transform [77] to the 

distributions and used the transformed data for analysis, 

but the mean response times reported in the paper are the 

actual measured values. A Mauchly Test for Sphericity 

showed that the data did not have equal variances (p < 

 

Figure 3: Screenshot from our math application. 
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0.05); therefore, we applied a Greenhouse-Geisser 

correction. A one-way RM-ANOVA found a significant 

main effect of type of visual condition (color red, color 

green, circle shape, triangle shape, “red” text, and “blue” 

text) on response time (F3.99,139.41 = 23.03, p < 0.0001). A 

Bonferroni post-hoc comparison showed that the 

participants had a significantly faster response time for 

color red (M = 1.17s, SD = 0.4) and a significantly slower 

response time for “blue” (M = 2.14s, SD = 0.68) when 

compared to all other visual conditions. There was no 

significant difference between the circle shape (M = 1.62s, 

SD = 0.59) and triangle shape (M = 1.69s, SD = 0.48).  

Altogether, participants had the fastest response time for 

color, more specifically for the color red, and had the 

slowest response time for text.  

4.4.2. Error Rate  

In our study, we examined three possible types of 

errors: not hitting the button when the correct visual 

condition appeared (missing the correct visual condition), 

hitting the button for the wrong visual condition (wrong 

button hit), and overall error rate (i.e., combining the two 

types). A Shapiro-Wilks test on error rate per visual 

stimulus found that the data was severely skewed for all 

three types: missing the correct visual condition (W = 0.68, 

p < 0.0001), wrong button hit (W = 0.56, p < 0.0001), and 

overall error rate (W = 0.77, p < 0.0001). For overall error 

rate, a Mauchly Test for Sphericity found that the data met 

the assumption of equal variances; therefore, we applied 

the Aligned Rank Transform [78]. A one-way RM-

ANOVA found no significant effect of visual stimulus 

type on overall error rate (F2,70 = 2.89, n.s.). All types of 

visual stimulus had a low error rate: color (1.65%), text 

(1.3%), and shapes (1.04%). 

Next, we analyzed when the participants missed the 

correct visual condition. A Mauchly Test for Sphericity 

found that the data met the assumption of equal variances; 

therefore, we applied the Aligned Rank Transform [78]. A 

one-way RM-ANOVA found no significant effect of visual 

stimulus type on missing the correct visual condition (F2,70 

= 0.54, n.s.). We analyzed the wrong hit errors (e.g., hitting 

the button for the text “green”, when the condition was 

“blue”). A Mauchly Test for Sphericity showed that the 

data did not have equal variances (p < 0.0001). Since the 

data was not normal and did not meet the assumption of 

equal variances we conducted a Friedman test, which 

found a significant main effect of visual stimulus on 

hitting the button for the wrong condition (χ2 (2) = 9, p 

<0.05). A Bonferroni post-hoc comparison showed that 

color had significantly more wrong hit errors than shapes 

and text; there was no difference between text and shapes. 

To examine the wrong hit errors further, we analyzed 

all separate visual conditions (color red, color green, circle 

shape, triangle shape, “red” text, and “blue” text). A 

Mauchly Test for Sphericity showed that the data did not 

have equal variances (p < 0.0001). Since the data was not 

normal and did not meet the assumption of equal 

variances we conducted a Friedman test, which found a 

significant main effect of type of visual conditions on 

wrong hit errors (χ2 (5) = 34.8, p <0.0001). A Bonferroni 

post-hoc comparison found that only color green had 

significantly more wrong hit errors than all other visual 

conditions. There was a total of 39 wrong hit errors, and 

66.7% (26/39) of them were during the color green 

condition. During the color conditions, the colors red, 

green, blue, and yellow would cycle in the headset. We 

found that 96.15% (25/26) of the wrong hits during the 

color green condition were hit when the color was yellow. 

Participants frequently commented on having a hard time 

differentiating yellow and green. For instance, P6 stated 

“Color required the least mental thought with the exception that 

the yellow and green are similar, and when I saw yellow I had to 

make sure it wasn't green.” This is most likely due to the AR 

headset display quality, as it can affect users’ color 

perception [24,26]. Generally, the three types of visual 

stimulus did not have a significant difference in error rate 

and participants discerned the correct visual condition, 

resulting in low error rates.  

4.4.3. Math Solve Time 

We examined the participants’ math solve time to 

investigate if participants were focusing on the math 

application for each visual stimulus type. We were not 

interested in how fast the participants completed the math 

problems since we told the participants to take their time, 

but rather analyzed the math solve time to make sure they 

were consistently focusing on the math application 

between the different study blocks. A Shapiro-Wilks test 

on response time per visual stimulus showed that the data 

was non-normal (W = 0.85, p < 0.0001). We applied a log-

transform [77] to the distributions and used the 

transformed data for analysis. A Mauchly Test for 

Sphericity showed that the data had equal variances. A 

one-way RM-ANOVA found no significant effect of visual 

stimulus type on math solve time (F2,70 = 0.56, n.s.). The 

consistency in solve time between the different types of 

 

Figure 4: Average response time for all visual conditions. Error 

bars indicate 95% confidence interval.  
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visual stimulus corroborates that participants considered 

the multiplication problems their main task. 

4.4.4. Perceived Cognitive Workload 

The participants completed the weighted NASA TLX 

[65] for each type of visual stimulus (color, text, shapes). A 

Shapiro-Wilks test found that the data was normal, and a 

Mauchly Test for Sphericity showed that the data met the 

assumption of equal variances. A one-way RM-ANOVA 

found a significant main effect of type of visual stimulus 

on perceived cognitive workload (F2,70 = 8.97, p < 0.001). A 

Bonferroni post-hoc comparison found that text (M = 

45.08, SD = 17.33) had a significantly higher perceived 

cognitive workload compared to color (M = 36.46, SD = 

18.35) and shapes (M = 38.43, SD = 17.04); there was no 

significant difference between color and shapes. The 

participants found text to be more cognitively demanding. 

4.5. Subjective Preference 

At the end of the study, we asked the participants to 

rank the three types of visual stimulus in their order of 

preference: from most preferred to least preferred (1 to 3). 

A Friedman test found a significant relationship between 

preference rank and type of visual stimulus (χ2 (2) = 47.2, 

p <0.0001). A Bonferroni post-hoc comparison found that 

color (M = 1.31, SD = 0.52) and shapes (M = 1.81, SD = 0.52) 

were ranked significantly higher than text (M = 2.89, SD = 

0.40). Color was highly preferred, with 72% (26/36) of the 

participants ranking it as their first choice. Text was 

overwhelmingly the least preferred, with 92% (33/36) of 

the participants ranking it last. The participants preferred 

color and shapes over text for critical information.  

4.6. Discussion 

For our experiment on critical information, we found 

that existing perception findings can be applied to AR 

headsets. Our results are consistent with literature on 

visual perception [23,79], which shows a hierarchy of 

salient visual features. People can more easily detect color, 

followed by shapes, and then text. Participants in our 

study frequently remarked about not having to divert 

their focus away from the math problems to discern the 

different colors. AR headsets can lead to difficulties in 

object recognition and legibility, as well as impact users’ 

color perception [24]. Having an inaccurate perception of 

color comprises the users’ interpretation of display 

elements which is necessary in contexts that rely on color-

coding (e.g., military). Therefore, understanding that we 

can utilize prior work on visual features helps in designing 

salient critical information for AR headsets. Also, 

understanding how to design salient information in AR 

headsets is important because visual salience can help 

working memory [80], which is crucial during complex 

tasks. The AR headset system for helping farmers operate 

and monitor agricultural machines in [39] provided 

warnings in the display if something was wrong with the 

machines. The warning consisted of the word “ALERT” in 

black text on a red background in the periphery of the 

display. While the authors use color, it might be more 

beneficial to utilize a distinct shape instead of text. Also, 

the authors should place the warning in the center location 

instead of the periphery to increase saliency.  

In addition, examining differences between specific 

conditions led to further insight into how to design critical 

information for AR headsets. When we analyzed the two 

separate visual conditions for color (red and green), we 

found a significant difference in response time. The 

participants had a faster response time for color red when 

compared to all other visual conditions, including color 

green, which is consistent with prior work [81]. Color also 

had significantly more wrong hit errors than shapes and 

text, which we found was due to the color green condition. 

The participants frequently confused yellow and green, 

which strengthens the argument for utilizing high contrast 

elements in AR [28], especially for critical information. 

Yellow and green are analogous colors, as they are 

grouped next to each other on the color wheel. Designers 

should consider color choice for critical information in AR 

headsets and avoid using analogous colors to denote 

separate information. 

Shapes were the second most effective in aiding 

awareness for critical information. The majority of the 

participants (25/36) ranked shapes as their second choice, 

and shapes had the second fastest participant response 

time. One interesting factor that the participants 

mentioned was looking for specific aspects of the shapes 

to determine if it was the correct visual condition, such as 

corners. For example, P16 stated “Shapes were a mix, since 

looking for points like a triangle could cause you to mix up 

shapes like stars as well.” In addition to designers avoiding 

analogous colors, designers should also avoid using 

shapes that have similar characteristics (e.g., points).  

Text was the least effective in helping awareness for 

critical information; the participants had the slowest 

response time, highest cognitive workload, and lowest 

preference for text. The majority of the participants (33/36) 

ranked text as their least preferred, due to having to pay 

more attention and actually read the text. We did find a 

significant difference in response time between the two 

visual conditions in which the participant had to press the 

button (“red” and “blue”), which aligns with prior work 

on processing times based on word length [69]. Our study 

confirms that designers should consider word length 

when designing for critical information in AR headsets. 

Depending on the context, including text in an AR headset 

may be necessary to effectively communicate the desired 

information. For instance, prior work recommends that 

text should not be completely removed for instructions, as 

it can lead to fewer errors and faster learning times [50]. 
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We recommend that there needs to be a balance between 

providing the information and not cognitively 

overloading the user. Based on our findings, designers 

should incorporate more visually salient information (e.g., 

color, shapes) when possible, for critical information in AR 

headsets to aid in situational awareness. 

5. Experiment 2: Secondary Information 

While visual saliency is essential for critical 

information, secondary information does not have this 

restriction, and therefore can display larger quantities of 

detailed information. Since secondary information does 

not need to be as visually salient, there are more 

opportunities to integrate it with the environment. 

Therefore, we examined three textual presentation styles 

for secondary information: locked to the display view 

(Display), located in the environment (Environment), and 

a mix of both (Mixed Environment). We chose to study 

text because it is commonly used to denote information in 

AR headset applications and may be necessary depending 

on the context [14,23,30,44,46]. This experiment is an 

extension of prior work [29].  

5.1. Participants 

We had 33 adults participate in our study (M = 21.55 

years, SD = 3.55); however, we excluded one male 

participant due to equipment failure and two participants 

(one female, one male) for self-reported peripheral vision 

loss. Therefore, we had 30 participants (M = 21.63 years, 

SD = 3.69) for analysis, which consisted of seventeen 

males, twelve females, and one non-binary participant. 

Two of the participants were left-handed, seventeen had 

prior experience with AR headsets, and all had normal or 

corrected-to-normal vision.  

5.2. Method and Design 

During the study, participants completed 

multiplication problems on a touchscreen tablet (same as 

our first study) while viewing textual secondary 

information in an AR headset in three different 

presentation styles. The participants took part in the study 

for approximately 60 minutes in a windowless room, and 

either volunteered without compensation or received 

extra credit in a course they were taking. 

The structure of the study was similar to our first 

experiment. After consenting to participate, participants 

completed a demographic questionnaire. The participants 

then completed a 5-minute practice round of 

multiplication problems on the tablet without wearing the 

AR headset to get comfortable with the math application; 

which was not used in analysis. After the math practice, 

participants put on the AR headset and completed three 

study blocks (5-minutes each), one per presentation style 

(Display, Environment, Mixed Environment). After 

completing a block, the participants would take the NASA 

TLX [65] for that presentation style, and then we would 

ask the participants to recall the last textual information 

displayed in the headset. We did not explain beforehand 

that we would ask them to recall the last presented 

information in the headset, which allowed us to examine 

if there was a difference in perception and comprehension. 

We counterbalanced the order of the presentation styles 

across participants.  

5.2.1. Secondary Textual Information  

The content of the secondary textual information 

included the participant’s average math problem 

completion time, the participant’s math accuracy, and a 

random word (Figure 5). Before the start of each study, we 

explained the content and how it would be presented in 

the headset to the participant; the information was always 

presented in the same order. Like in our first study, the 

text was in Liberation Sans font since prior work 

recommends using sans-serif fonts for readability [67]. 

Each textual element was placed 75 mm apart.  

The participant’s average math problem completion 

time was presented in minutes and seconds (e.g., “2:36”). 

The math accuracy was the number of correct problems 

over total completed (e.g., “2/3”). Both the average 

completion time and accuracy were updated in real-time 

after the participant completed a problem. For the random 

word, the text would randomly cycle between four words: 

“apple”, “banana”, “lemon”, and “orange”. Each word 

would remain in the headset for a random time interval 

(20 to 40 seconds) before switching. We used the random 

word as a substitute for information that may be necessary 

but not essential for situational awareness.  

5.2.2. AR Textual Presentation Styles  

The three different presentation styles included: 

Display, Environment, and Mixed Environment. For the 

 

 

  

 
(a)  (b) 

 
 (c) 

Figure 5:  Presentation styles in AR headset: (a) Display, (b) 

Environment, and (c) Mixed Environment (Images from [29]). 
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Display presentation style, the textual information was 

locked to the left-hand side of the AR headset field-of-view 

and superimposed over the users’ environment (Figure 

5a). As mentioned earlier, we decided to place the 

secondary information on the left-side because we did not 

want the quantity of the information to block the 

participant’s view, there was no significant difference in 

response time between the center and left-side locations in 

our exploratory study, and people exhibit pseudoneglect 

(i.e., leftward visual bias) [60,61]. Same as our first 

experiment, text height was 5 mm and white, which is 

consistent with recommendations [66]. The information 

was always present in the AR headset field-of-view, which 

is different than the Environment presentation style. For the 

Environment style, the text was superimposed and fixed 

in the environment to the left of the participant; therefore, 

it was more conformal to the environment. Consistent 

with design recommendations, the text was 500 mm away 

from the participant with a height of 10 mm [66]. In Figure 

5b of the Environment style, the participant is looking 

directly at the text in the headset. If the participant looked 

away from the text (e.g., down or to the right) they would 

not be able to see the information. The Mixed Environment 

presentation style was a mix of both of the previous styles. 

The text was superimposed and always present in the AR 

headset field-of-view (same as Display) but was 500 mm 

away from the participant with a height of 10 mm (same 

as Environment). Although the text was always present in 

the headset, having the text 500 mm away from the 

participant placed the textual information more into the 

participant’s central view (Figure 5c).  

5.3. Equipment 

Both the AR application and multiplication application 

were created using Unity [58]. The AR application was run 

on the same Meta 2 AR headset [55] as the previous 

studies, and the math application was run on the same 

Wacom tablet [76] as the critical information study. 

5.4. Data Analysis and Results 

We analyzed the presentation styles by investigating 

participants’ accuracy of recalled information, math solve 

time, cognitive workload, and subjective preference.  

5.4.1. Information Recall 

After each study block, we asked the participants to 

recall the last textual information that was displayed in the 

AR headset (i.e., average math time, math accuracy, 

random word). The participants were unaware that we 

were going to ask this information; therefore, they were 

truly unsuspecting for the first study block but became 

aware for the remaining two study blocks. To capture this 

difference we split our analysis into two categories: first 

response recall (first presentation style) and habituated 

response recall (other styles). First response recall captures 

the natural perceptibility of the presentation styles, while 

habituated response recall is more aligned with real-life 

settings in which the users are conscious of what 

information they have to monitor. For both first response 

and habituated response recalls, we calculated the 

percentage of correct answers for each participant’s 

presentation style. A participant’s answer had to directly 

match the last information presented in the AR headset to 

be considered correct. A Shapiro-Wilks test showed that 

the data was non-normal for both first response recall (W = 

0.85, p < 0.001) and habituated response recall W = 0.87, p < 

0.0001). They both met the assumption of equal variances, 

so we applied the Aligned Rank Transform [78]. 

For first response recall, a one-way ANOVA found no 

significant effect of type of presentation style on recall 

accuracy (F2,27 = 1.64, n.s.); there was no significant 

difference between the Display (M = 60.0%, SD = 21.1%), 

Environment (M = 67.5%, SD = 23.7%), and Mixed 

Environment (M = 50.0%, SD = 20.4%) styles. However, for 

habituated response recall, a one-way RM-ANOVA found a 

significant main effect of type of presentation type on 

recall accuracy (F2,44.05 = 8.91, p < 0.0001). A Bonferroni post-

hoc test showed that participants had a significantly 

higher habituated response recall accuracy for the 

Environment style (M = 83.8%, SD = 18.6%) than the Mixed 

Environment style (M = 51.2%, SD = 30.9%) (Figure 6); 

there was no significant difference between the 

Environment and Display (M = 68.8%, SD = 21.3%) styles. 

We examined each secondary information separately, and 

only found a significant effect of presentation style on the 

random word accuracy (p < 0.001, Fisher’s exact test [82]). 

A pairwise test of independence with a Bonferroni 

correction only found a significant difference between the 

Environment and Mixed Environment styles. The 

Environment style had a higher number of correct recall 

events for the random word than the Mixed Environment 

style (18 correct vs. 6 correct).  

5.4.2. Math Solve Time 

As in the first study, we examined the participants’ 

math solve time to investigate if participants were  

 
Figure 6: Habituated response recall accuracy by secondary 

information presentation style. Error bars represent 95% confidence 

interval. 
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focusing on the math application for each presentation 

style. A Shapiro-Wilks test found that the data was 

severely skewed (W = 0.70, p < 0.0001) and a Mauchly Test 

for Sphericity showed that the data did not have equal 

variances (p < 0.0001). Since the data was not normal and 

did not meet the assumption of equal variances we 

conducted a Friedman test, which did not find a 

significant effect of presentation style on math solve time 

(χ2 (2) = 3.27, n.s.). The consistency in solve time between 

the different types of presentation styles corroborates that 

participants considered the math as their main task.  

5.4.3. Perceived Cognitive Workload 

We analyzed the participants’ perceived cognitive 

workload for each presentation style. A Shapiro-Wilks test 

on cognitive workload per presentation style showed that 

the data was non-normal (W = 0.96, p < 0.05), and the data 

met the assumption of equal variances using a Mauchly 

Test for Sphericity; therefore, we applied the Aligned 

Rank Transform [78]. A one-way RM-ANOVA found no 

significant effect of type of presentation style on perceived 

cognitive workload (F2,58 = 0.12, n.s.). There was no 

significant difference in participants’ perceived cognitive 

workload between the three presentation styles: Display 

(M = 31.5, SD = 17.5), Environment (M = 31.73, SD = 16.04), 

and Mixed Environment (M = 30.9, SD = 13.89).  

5.4.4. Subjective Preference 

After the participants completed the study blocks, we 

asked them to rank the three types of presentation styles 

in their order of preference: from most preferred to least 

preferred (1 to 3). A Friedman test found no significant 

relationship between preference rank and type of 

presentation style (χ2 (2) = 4.2, n.s.). There was no 

significant difference in preference between the styles: 

Display (M = 1.9, SD = 0.8), Environment (M = 1.8, SD = 

0.85), and Mixed Environment (M = 2.3, SD = 0.75).  

5.5. Discussion 

The only significant difference we found between the 

three presentation styles (Display, Environment, Mixed 

Environment) was for habituated response recall accuracy. 

The Environment presentation style had a higher 

habituated response recall accuracy than the Mixed 

Environment style. With further examination, we only 

found a significant effect of presentation style on the 

random word accuracy. During the study, participants 

frequently mentioned that they were more interested in 

the math completion time and accuracy, instead of the 

random word, since they were related to the main task and 

their performance. Therefore, the Environment 

presentation style resulted in higher user perceptibility, 

since it aided in the awareness of information that did not 

capture the participants’ attention (i.e., random word).   

For the Mixed Environment style, having the textual 

information further into the participants’ central field of 

vision made it more distracting to the participants. For 

example, P13 stated “The mixed environment was too 

distracting and put too much pressure on me to get more 

problems right”, and P21 stated “It [The Mixed Environment 

style] would block some of my work or the math problem.” With 

the Environment presentation style, the participants could 

look at the information when they wanted. One 

participant (P8) stated “[The Environment style] didn't get in 

my way so I didn't have to block it out of my vision while 

completing the math problems. It was nice to look up at it when 

I felt the need to.” Although the Display style was always 

present in the headset field-of-view like the Mixed 

Environment style, participants remarked that it was 

easier to disregard since it was more in the periphery. Both 

the Display and Environment presentation styles allowed 

the participants to view, as well as tune out, the secondary 

information whenever they preferred. This resulted in a 

stronger focus when the participants did pay attention to 

the information, which led to higher recall accuracy.  

Both the Display and Environment styles aided user 

perception and comprehension for secondary textual 

information. However, prior work has found that text 

notifications locked to the field-of-view in both virtual 

reality (VR) [83] and AR [84] headsets result in a higher 

sense of urgency. For instance, the authors in [83] found 

that text notifications locked to a VR headset display 

resulted in users viewing them as more imperative than 

text notifications in the environment. Also, the authors in 

[84] conducted a study examining different locations of 

notifications in an AR headset display during social 

conversations. The notifications placed in the direct center 

of the field-of-view were perceived as urgent and 

intrusive, when compared to notifications that were 

slightly offset. Secondary information should be subtle 

and in the background, while, as mentioned in our first 

experiment, critical information should be salient and 

require promptness [27]. Therefore, we recommend that 

AR headset application designers use the Environment 

style for supplementary secondary information and the 

Display style for information that requires urgency to 

increase users’ perception and comprehension.  

6. Limitations and Future Work 

Our results provide insight into the design of critical 

and secondary information in AR headset displays for 

users’ situational awareness (i.e., perception and 

comprehension); however, there are some limitations. 

First, we only examined three types of visual stimulus for 

critical information and three secondary information 

presentation styles. In addition, we mainly focused on 

perception (level 1). Future work can analyze different 

types of information, as well as comprehension (level 2) 

and prediction (level 3). Another limitation for the first 

http://www.jenrs.com/


 J. Woodward et al., Designing Critical and Secondary Information 

www.jenrs.com                           Journal of Engineering Research and Sciences, 2(3): 01-15, 2023                                      13  
 

study was that the visual stimulus constantly changed, 

which could have prompted the participants to be more 

aware and closely monitor the stimulus. Prior work has 

found that motion has a high perception accuracy for 

peripheral visual notifications on computer screens (i.e., 

participants were able to quickly perceive the 

notifications), but it can also distract from the primary task 

[59,85]. Although the constant change may have prompted 

the participants, it does not detract from our main goal of 

comparing different types of stimuli.  

7. Conclusion  

We conducted two studies on how to present critical 

and secondary information in AR headsets to aid in users’ 

situational awareness: one examining if existing findings 

on the perceptibility of three types of visual stimulus 

(color, text, shapes) can be applied to AR headsets for 

critical information, and one analyzing three presentation 

styles for textual secondary information (Display, 

Environment, Mixed Environment). Our results showed 

that the Display and Environment presentation styles 

improved the awareness of textual secondary information; 

participants had a higher recall of information when 

compared to the Mixed Environment presentation style. 

For critical information, we found similar results to prior 

work; the participants perceived color faster, and had a 

slower response time and higher cognitive workload for 

text. We contribute design recommendations on how to 

present critical and secondary information in AR headset 

displays to aid in users’ situational awareness, which is 

essential to understand in safety crucial domains such as 

the military and healthcare.  
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