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Currently there are no assessment instruments available for upper-division thermal physics, though
several introductory assessments are currently available. Notably missing from these introductory
assessment are items targeting statistical mechanics. This leaves a gap in the content that can be assessed
by upper-division thermal physics faculty. In this paper, we present a new, upper-division thermal physics
assessment that explicitly addresses both classical thermodynamics and statistical mechanics: The Upper-
level Statistical and Thermodynamics Evaluation for Physics (U-STEP). We piloted the U-STEP in
multiple classes across various institutions during three semesters, and collected over 600 student responses
in total. Here, we present multiple measures of validity and reliability for the U-STEP. We utilized classical
test theory to determine item difficulties and discriminations, and differential item functioning to identify
potential bias in assessment items that can manifest as performance gaps between different genders and
races. The completed U-STEP will be the first upper-division thermal physics assessment available, and
one of the first standardized physics assessments to explicitly address identification of possible item bias
during the development process.
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I. INTRODUCTION

Assessments that address students’ conceptual under-
standing of physics play an important role for both physics
educators and physics education researchers. They can be
used by educators to measure the impact of instructional
approaches or curricular changes, and by researchers to
guide curriculum development or instructional interven-
tions. Despite the widespread presence of standardized
assessments in most of the core physics content areas at
both introductory and upper-division levels, limited assess-
ments are available for thermal physics beyond the intro-
ductory level. Thermal physics, which includes both
classical thermodynamics and statistical mechanics, is a
core course required for attaining a physics bachelor’s
degree at most institutions. However, to date there are no
upper-division thermal physics assessments. A shortage
of validated assessments in the realm of upper-division
thermal physics presents challenges in measuring student
understanding of this content to inform course transforma-
tions. In order to improve course instruction and student
outcomes, researchers and instructors must first have some
method of evaluating what students know.

One challenge influencing the development of an upper-
division thermal physics assessment is the varying nature of
content foci across different thermal physics courses [1].
This presents difficulties when identifying which topics to
focus on for developing a broadly usable assessment.
However, by asking faculty about content priorities in
their upper-division thermal physics courses in our prior
work [1], we were able to narrow topics to include on an
assessment. By doing this, the assessment becomes more
likely to be useful for a wide range of courses by addressing
content relevant for many instructors.
Additionally, capturing student reasoning, as opposed to

solely knowledge of an answer to amultiple-choice question,
is an important consideration for many upper-division
courses and provides deeper insight into student under-
standing. Capturing student reasoning can better inform
course transformations to improve student learning by
providing more fine-grained insight into students’ under-
standing. Free-response (FR) assessments can capture rich
reasoning patterns; however, they are harder to score effi-
ciently. One alternative to FR items that still solicits some
student reasoning is coupled, multiple-response (CMR)
items, which capture reasoning through multiple-response
questions [2]. To date, we know of one CMR-based, upper-
division, content-focused physics assessment—the CUE-
CMR [3]. However, CMR-based assessments to address
lab skills, such as the Physics Lab Inventory of Critical
Thinking (PLIC) [4] and Modeling Assessment for Physics
Laboratory Experiments (MAPLE) [5] are also available or
under development. The Physics Inventory of Quantitative
Literacy (PIQL) also utilizes a similar structure for items [6].
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Another consideration when developing standardized
assessments is the possible appearance of performance
differences between different genders and races, which could
be caused by bias within an item (which, for example, can be
attributed towording or context). Performance differences on
assessments in physics are often used to inform pedagogical
interventions [7], but if the differences in performance are
attributable to bias instead of actual learning gaps, these
efforts may be misinformed or ineffective. Analysis of
gender- and race-based performance gaps to identify item
bias are historically rarely done during the development
process of physics assessments [8]. These types of analyses
can aid in the identification of issues within assessment
items that contribute to performance differences (i.e., bias).
Identifying and addressing these issues can minimize per-
formance gaps that could be attributed to something outside
of meaningful differences in student performance. Thus,
interventions based upon any remaining performance gaps
would be better informed and based on true differences in
performance on the assessment. A common way to identify
possible contributions to performance gaps that could stem
from the assessment items themselves is differential item
functioning (DIF), which involves identifying assessment
items for which otherwise similarly performing students
perform differently.
In this paper, we present a new, upper-division thermal

physics assessment—the Upper-level Statistical and
Thermodynamics Evaluation for Physics (U-STEP)—
which is composed of CMR items and multiple-
choice items that have been examined to identify DIF.
We present background on thermal physics, assessment,
and approaches taken for validation (Sec. II); a description
of the U-STEP (Sec. III); context and methods (Sec. IV);
and results of our validation analyses (Sec. V–IX). We
conclude with a discussion of future work (Sec. X),
limitations, and conclusions (Sec. XI).

II. BACKGROUND

Thermal physics education research spans the space of
many disciplines, including biology, chemistry, engineer-
ing, and physics, and is becoming increasingly present in
the literature [9,10]. These studies have utilized various
methods to investigate student conceptual understanding
through isolated thermal physics problems, small quizzes,
and larger-scale assessments. However, these studies pri-
marily focus on introductory thermal physics topics.
Investigations of upper-division thermal physics content
(e.g., Refs. [11–13]) are comparatively less common than
work at the introductory level.
Similarly, existing thermal physics assessments focus on

introductory, classical thermodynamics topics such as heat,
temperature, and thermodynamic laws [14–18]. To date,
there are no statistical mechanics assessments on PhysPort,
a centralized online repository of physics education
research (PER)-based resources for physics faculty that

is home to over 100 research-based assessments.1 An assess-
ment for upper-division thermal physics, such as the
U-STEP, could facilitate comparisons between similar
courses and assist in research on ways to improve student
learning of thermal physics content at the upper-division
level.
This section presents a brief review of research on

student difficulties in thermal physics and the status of
assessment in thermal physics. We also discuss the format
of the U-STEP, as well as techniques used for validating the
U-STEP and for addressing bias within assessment items.

A. Thermal physics content

Many of the existing studies into student understanding
in thermal physics involve ideal gas systems, most of which
revolve around student understanding and application of
the ideal gas law in various contexts (e.g., Refs. [19,20]).
Studies on student problem solving with nonideal gas
systems, on the other hand, are essentially nonexistent in
the literature. Studies investigating students’ alternate
conceptions2 of heat and temperature are another very
common theme throughout thermal physics literature and
emerge at all levels, from K-12 through college-level
courses [22–24]. One source of confusion in relation to
heat and temperature is the colloquial use of the two terms,
which are often used interchangeably [23,25], resulting in
students often considering heat as a property of a system
(e.g., state function) [24], like temperature, as opposed to a
process-dependent quantity [25].
Much like heat, work is also commonly thought of by

students as a state function as opposed to a process-
dependent quantity [25,26], an issue likely compounded
by the fact that many students are first introduced to work
in the context of conservative forces. These issues cause
challenges when reasoning about net work and net heat for
cycles; the view of work and heat as state functions leads
students to reason that each of these quantities are zero for
cyclic processes [27]. Additionally, it has also been found
that many students tend to not recognize the utility of the
first law of thermodynamics when considering heat, work,
and changes in internal energy for processes [28].
Investigations of student conceptions revolving around

heat and cycles have also addressed entropy [29], a core
concept for thermal physics that is often unfamiliar to
students entering these classes [30,31]. Entropy can be
viewed in terms of both classical thermodynamics and

1A link to PhysPort is not presented, as it is susceptible to
change. PhysPort can be found via an online search engine. The
full webpage title is “PhysPort: Supporting physics teaching with
research-based resources.”

2The term “alternate conceptions” is used in lieu of “mis-
conceptions” or “misunderstandings” to align with recent liter-
ature and to avoid deficit language. Recent work has suggested
use of the term “misconception” is at odds with the way students
learn [21].
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statistical mechanics, and it can sometimes be challenging
for students to bridge these two frameworks. For example,
students may make different predictions about entropy
changes when applying microscopic and macroscopic views
of entropy to similar phenomena [32,33]. Entropy has
historically been a challenging topic for thermal physics
students, often being considered as a conserved quantity
[31,34] or a measure of chaos or disorder3 [35,36].
Misapplication of the second law of thermodynamics is also
very common, including assertions that entropy must
increase in all contexts [31] or confusion about whether to
apply the second law to the system or the universe [30].
The studies described above have investigated student

conceptual understanding of introductory thermodynamics
content, mainly at the high school and introductory-college
level [9]. Upper-division investigations are comparatively
less common. One study bridging introductory and upper-
division contentwas conductedbyMeltzer [11]. In this study,
Meltzer compared student use of diagrammatic representa-
tion (i.e., P-V diagrams), notation, and mathematical equa-
tions, as well as verbal explanations, and found that several
alternate conceptions common at the introductory level
continue with students to more advanced thermal physics
courses, sometimes persisting after instruction.
Compared to thermodynamics, statistical mechanics

studies are relatively rare. Some exceptions include inves-
tigations about student reasoning surrounding the
Boltzmann factor [13] and Taylor expansions in statistical
mechanics [12], while some have looked into students’
bridging of conceptions of the macroscopic and micro-
scopic to study consistency between explanations of
entropy changes based in statistical mechanics and classical
thermodynamics [32]. Others have considered instructional
strategies, such as using statistical approaches to teach
entropy [39]. Smith et al. created tutorials to investigate
student reasoning using the Boltzmann factor to compare
relative probabilities of states [13] and to address students’
conceptions of entropy when approaching Carnot cycles
[29]. A subset of questions from these tutorials was used to
inform item development for the U-STEP.
The studies described above helped inform the develop-

ment of items on the U-STEP both by suggesting important
content areas to be included and by informing reasoning
elements that reflect known student ideas.

B. Thermal physics assessment

Though there are six assessments categorized as “ther-
mal or statistical” assessments on PhysPort, all of these
assessments are categorized as being for “intro college”
or “intermediate” levels (i.e., not upper division). Addi-
tionally, none of the four assessments that are readily
available online4 [14,16–18] cover statistical mechanics
concepts, confirming the lack of, and need for, a broader,
upper-division thermal physics assessment. Filling this
gap would provide instructors with a more authentic tool
to assess pedagogical changes to their undergraduate
thermal physics courses as a whole.
We note that only five of the six thermal physics assess-

ments on PhysPort were finalized and the sixth was recom-
mended to not be used by the assessment developer. We
could not access one of the five assessments because a
request for access to the developer did not receive a response.
A literature search also resulted in another thermal physics
assessment—the Thermodynamic Diagnostic Test (TDT)—
which addresses student understanding of “three fundamen-
tal laws of thermodynamics” (the zeroth, first, and second
laws of thermodynamics) [40]. The TDT is not available on
PhysPort, but its questions are available in Ref. [40]. Other
existing thermal physics assessments address concepts such
as specific thermodynamic laws and processes [18,40,41], as
well as basic thermodynamic concepts such as heat and
temperature [14–16], phase transformations [16], and ther-
mal properties of materials [16,17].
Most standardized assessments in PER, including

existing thermal physics assessments, have narrow scopes,
honing in on a very specific subset of topics within a
particular subdiscipline of physics. For example, the focus
of the Force Concept Inventory (FCI) is forces, as opposed
to “introductory mechanics.” The goal of this approach is to
increase the utility of the assessment; if content is covered
on an assessment but not in a course, that assessment is
unlikely to be used for that course. Thus, narrowing the
scope of the assessment makes it more targeted and leads
to increased likelihood of faculty use. This same approach
of focusing on a narrower scope of canonical content,
informed by a survey of thermal physics instructors [1],
was used to develop the U-STEP as described in Sec. III.

C. Coupled, multiple response items

Most assessments utilized in PER are multiple-choice
(MC) or free-response (FR) formats (see PhysPort). One
MC thermal physics assessment, the TDT [40], is a two-
tiered test with each item being composed of two coupled
MC questions—one prompting a response to a question
and the other prompting reasoning used to achieve the first

3There are several well-founded critiques of presenting en-
tropy as disorder to students, citing an unclear definition of what
is meant by “disorder” (e.g., chaos, randomness, etc.) [35], as
well as concerns about students’ use of the term without
provision of their own definition of what is meant by disorder
[36]. Loverude et al. have also found that some students struggle
to reconcile the idea of entropy as disorder when reasoning about
phenomena such as approaching thermal equilibrium, a process
by which entropy increases but the system reaches a more
natural, and thus what they see as more ordered, state [34].
Several scholars have suggested moving away from presentation
of entropy as disorder [35,37,38].

4The assessments accessible through PhysPort at the time of
publication are the Heat and Temperature Conceptual Evaluation
(HTCE), the Survey of Thermodynamic Processes and First and
Second Laws (STPFaSL), the Thermal Concept Evaluation
(TCE), and the Thermodynamic Concept Survey (TCS).
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answer. The final version of the U-STEP takes on a
different format than these more traditional assessments,
though it does have some commonalities with the two-
tiered nature of the TDT.
The U-STEP is largely composed of coupled, multiple-

response (CMR) items in addition to (relatively few) MC
items. CMR items are composed of a MC question followed
with a multiple-response question asking students to select
one or more reasoning options (called reasoning elements)
used to find the first answer [2]. Unlike traditional MC
questions, CMR formats allow for scoring based on not only
correctness but also consistency and completeness of rea-
soning. They also allow for partial credit as opposed to being
solely dichotomous in their scoring. This is similar to the
scoringmechanisms used for two-tiered assessments such as
the TDT [40], which allows for a range of scores based on
correctness and consistency between responses.
CMR formats are ideal for the U-STEP because they

provide insight into student reasoning (much like FR items)
while also allowing for online administration with stream-
lined scoring that can be automated. With an online admin-
istration comes more options for administering the
assessment (e.g., it can be given outside of class so that
faculty would not need to dedicate class time for it). Some of
the items in the U-STEP are composed of a series of CMR
questions.

D. Classical test theory

As mentioned in Sec. II B, many standardized physics
assessments have narrow content scopes as a strategy to
address content variability across institutions. Our prior
work has shown this to be a relevant concern for upper-
division thermal physics [1]; though there is some con-
sistency across content covered in these courses at different
universities, there is also a large amount of variability.
Another motivation for keeping the content covered by an
assessment relatively narrow is that one of the underpinning
assumptions of classical test theory (CTT) is that the test be
unidimensional, which is the idea that an assessment must
focus on a single construct (e.g., focusing on “forces” or
“motion,” as opposed to “introductory physics”). While in
practice no test is truly unidimensional, tests with narrow
content focuses have historically been considered as more
likely to satisfy the constraint of unidimensionality, though
this assumption has not always been explicitly tested. There
are a number of statistical tests that can determine whether
an assessment is, in effect, unidimensional enough, and we
will utilize these tests on U-STEP data in Sec. IX.
Conceptual assessments in discipline-based education

research are commonly evaluated and validated using CTT.
While other approaches to assessment validation exist,
CTT provides a key baseline analysis for assessment
validation regardless of other methods utilized. We used
CTT as part of the validation process of the U-STEP to
align with the methods of similar assessments in physics.

One advantage of CTT that has made it so commonly used
is its theoretical assumptions, which make it easily appli-
cable to different testing situations [42]. CTT is based on
the assumption that a student’s score on an assessment is
composed of two scores: a true score and a score due to
random error (which could be due to measurement error,
testing conditions, etc.). It is assumed that the true score
would be a measure of student ability and the error score
accounts for fluctuations from the true score as measured
by the assessment. A key assertion is that the error is
random, and thus true scores of a population in aggregate
can be accurately measured via averaging.
Another assumption of CTT is that the pilot population

tested is representative of the population of interest (e.g.,
upper-division physics students); this must be the case for
the outcomes and measures of the assessment to hold in
general for the full population. We note, however, that
populations are rarely fully representative of all sub-
populations, especially in physics, which is predominately
White and male [43]. Thus, it is important with CTT to
collect responses from a broad, representative sample of
students to reduce the impact of the population-dependent
statistics. This must be true in order to be confident that the
test statistics output from CTT will hold for particular
subgroups within the broader population of interest.
Without a representative sample, outputs of the model,
and therefore the test statistics themselves, are are likely to
change when a different population is tested.
Additionally, since CTT requires unidimensionality, there

are limits on the scope of content that can be included on an
assessment. This poses a potential challenge for the U-STEP
because thermal physics spans a large space ranging from
classical thermodynamics to statistical mechanics. Thus, a
thermal physics assessment that captures both of these areas
may not be unidimensional enough, as it could test more than
one construct. We present an investigation of unidimension-
ality of theU-STEPvia exploratory factor analysis inSec. IX.

E. Item bias and differential item functioning

Results of some CTT-validated assessments have found
“achievement gaps” between certain groups of students (e.g.,
womenandmen [7,44–46]). For example, these studies show
men tend to score higher than women on standardized
physics assessments, such as the FCI. Studies on race-based
performance differences are far less frequent in the physics
education literature. Analysis of gender- (and race-) based
performance gaps to identify bias have rarely been done
during the development process of physics assessments.
These types of analyses can aid in the identification of bias in
assessment items which, if identified and rectified, could
prevent artificially inflated performance differences.
Bias when referring to assessment items differs from the

colloquial use of the term “bias,” which may be intentional
and/or based in prejudice. Instead, bias refers to character-
istics of items that advantage or disadvantage certain groups.
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Bias in items is characterized by a factor other than ability
(such as gender, race, or socioeconomic status) impacting
how likely one is to answer a question correctly [47].
Examples of factors that contribute to item bias could be
the wording of an item prompt or unfamiliar contexts (e.g.,
using ice storms as a context could impact the scores of
students in California, who would be unfamiliar with those
storms). Appearance of bias in assessment items is problem-
atic because it canmislead one in their conclusions or weaken
inferences that can be made from results of the assessment.
For example, if men outperform women on assessments, an
unwary reader may conclude that men are more capable of
performing well in physics than women. This is particularly
concerning given the demographic composition of physics
majors, which is predominately male (and White) [43],
meaning it is likely that these assessments were validated
in predominately White and male departments.
A common way to identify possible bias in items is

differential item functioning (DIF). DIF involves statistical
comparisons of subgroups within a population to inves-
tigate the extent to which items may be measuring different
abilities for students with similar scores on the assessment
overall. This can be one route to identify possible bias
within items—if students in different subgroups (e.g., men
and women) score similarly on the assessment, but score
vastly differently on a particular item, that may indicate
issues with the item that need to be addressed (i.e., item
bias). This is because one would expect students of similar
abilities to achieve similar scores on each item. If this is
not the case for a particular item, this warrants a closer
investigation into the structure of that item.
Some researchers have investigated the FCI using DIF or

similar techniques [8,47],which has resulted in identification
of several items that disadvantage women. Some work has
suggested revising prompts on the FCI to include more
familiar contexts can address bias and its resulting perfor-
mance differences (e.g., Ref. [48]), though some subsequent
studies were unable to replicate those results [49]. Despite
these contrasting results, it still suggests that bias can be
identified and may be addressed or minimized during item
development. To attempt to curb bias in the U-STEP, which
would manifest as performance differences between groups
that are attributable to something other than student ability,
we conducted DIF analyses for two administrations of the
U-STEP. This is discussed in Sec. VIII.

III. THE U-STEP

As described in previous work [1], the U-STEP develop-
ment process began with a faculty content survey, which we
used to identify content areas that faculty focus on in their
upper-division thermal physics classes. While this survey
did identify a number of consistent content areas taught by
the vast majority of faculty, it also highlighted a significant
amount of content variation. For the U-STEP, we focus on
the areas of consistency, leaving development of an

assessment instrument to target areas of variation for future
work. After identifying the focal content areas, we devel-
oped free-response (FR) assessment items to target those
topics, which we then piloted in one classroom in Fall
2019. Using responses to these items, we transformed the
items into CMR and MC formats (as described in Ref. [1]).
An example item (item 1), which addresses the concept of
work, is presented in Fig. 1. As is typical of CMR items,
this item is composed of one MC prompt followed by a MR
prompt for reasoning.
The 15 items on the U-STEP vary in format: 6 items are

MC (a single MC question or composed of multiple MC
prompts); 6 items are CMR (a single CMR pair or multiple
CMR pairs); and 3 items are CMR items with two or more
MC prompts followed by a MR prompt. Different formats
were used depending on AO being targeted and whether or
not that AO, for example, includes an element of justifi-
cation. The full set of items composing the U-STEP is
presented in the Supplemental Material [50].
Based on results of the faculty content survey [1] wemade

the decision to make the U-STEP a post-test only assessment
because several faculty indicated they expect their students
to have little incoming exposure to thermal physics topics,
such as entropy or statistical mechanics. Additionally, some
jargon is unique to thermal physics and thus may be
unfamiliar to students entering the course. In these cases,
a pretest administration of the U-STEP would not produce
meaningful measurements of student understanding of ther-
mal physics content prior to taking the course. Additionally,
making a different form of the U-STEP with accessible
jargon and only familiar content (e.g., no entropy) limits
straightforward comparisons, or determinations of gain,
between pre- and postadministrations.
We conducted 13 student interviews and multiple pilot

administrations while developing U-STEP items. After a
FR pilot in Fall 2019, we piloted various forms of the CMR
U-STEP during the Spring 2020, Fall 2020, and Spring
2021 semesters at multiple institutions. The FR pilot is an
important step in the development of a CMR instrument to
ensure that the reasoning elements are authentic and reflect
actual student ideas. The assessment piloted in Spring 2020
was distributed in two versions in order to test all potential
items without making the assessment too long. Based on
the results of the Spring 2020 pilot, we removed some items
and condensed the assessment into a single version that
was piloted in Fall 2020 and Spring 2021 (see Sec. IV B).
The versions between Fall 2020 and Spring 2021 were
nearly identical, with only a few items undergoing small
revisions between administrations. The student interviews
and pilot administrations are described in detail in Sec. IV
and Ref. [1].

A. Scoring U-STEP items

Careful consideration was taken when developing the
scoring scheme for the U-STEP. A key consideration was
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how many points to assign the MC (one correct response)
questions and MR (partial-credit possible, related to rea-
soning) questions. This ultimately was meant to address the
question of whether MC response and reasoning should be
of equal worth, or if reasoning should be weighted more
heavily. Since reasoning is a key aspect of CMR items, we
did not consider weighting the MC response more than that
of the MR reasoning questions. The research team collec-
tively decided to assign up to 3 points for MR prompts, and
investigated the impacts of changing the weighting of the
MC prompt (i.e., 2 points vs 3 points).
We explored weighting for MC responses using data

from the two versions of the assessment piloted in Spring
2020. Overall, weighting the MC portion more heavily did
increase overall and item averages, namely, because stu-
dents tended to do better on the MC question than on the

reasoning prompts. However, we also observed the mag-
nitude of performance differences based on race and gender
increased for some items when MC answers were weighted
more heavily. Because of this, and the desire to value
reasoning more, the choice was made to weight responses
to MC prompts as worth 2 points and weight reasoning as
worth 3 points.
Scoring of the reasoning portion of the CMR items is

based on both correctness and consistency. It is possible
on some items for a student to answer the MC prompt
incorrectly and still receive some small amount of credit if
reasoning is consistent with their incorrect response. For
example, item 11 on the U-STEP (see Supplemental
Material [50]) relied on recall of the Boltzmann factor;
students could receive partial credit if their reasoning was
consistent with a response corresponding to assumption of

FIG. 1. A CMR item included on the U-STEP addressing the concept of work (item 1). The item is composed of a multiple choice
(MC) prompt, followed by a prompt for reasoning. The MC portion of the item asks only for direction of energy flow due to work, as
opposed to the sign of work, to accommodate for different sign conventions used across different classes (i.e., based on defining work as
done on or by the system). Note that “not determinable” was included here to account for the possibility that, for example, a student
believes that the fact that this gas is nonideal means we cannot determine work from a P-V diagram.
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an incorrect sign in the exponent of the Boltzmann factor.
Most MC prompts, with the exception of two,5 were scored
dichotomously (i.e., either fully correct or fully incorrect,
with students receiving either 0 or 2 points).
Scoring for MR prompts is more complex, as it must

account for both accuracy and consistency with the MC
selection. Each MR selection was assigned a certain
number of points, which could either add or subtract from
their score for reasoning. For example, correct or consistent
reasoning elements could be worth anywhere betweenþ0.5
to þ2 points, while incorrect or inconsistent reasoning
elements could be worth −0.5 to −3 points (all scoring
allowed for only half-integer and integer point values). If a
reasoning element was a correct statement, but irrelevant in
determining the correct response, that reasoning element
was worth 0 points. Some reasoning selections were
assigned a score such that if that reasoning element was
selected, the entire reasoning score would be cancelled to
zero. In some instances, reasoning elements had to
be selected in conjunction in order for either to count
towards the score. For reasoning, total scores were bounded
to remain between 0 points and 3 points.6 An example
scoring scheme and its application is presented in Fig. 2.

Note Student 2 in Fig. 2 received partial credit for
consistency despite selecting an incorrect answer for the
MC prompt. The scoring schemes used for each item are
presented in Supplemental Material [50].
There is some level of subjectivity in the judgements

made regarding how many points each reasoning selection
is worth. Other individuals may have developed different
scoring schemes than the ones we developed. This is true of
all nondichotomously scored assessments include those
with a free-response format, and, ultimately, consistency in
the scoring scheme is what matters [51]. However, it is
unlikely any significant differences would appear in decid-
ing which selections are definitively correct or incorrect.
After analysis of both interviews and validation statistics

(see Secs. IV C and VII B), we modified some scoring
schemes before finalizing them. This was generally done
because the initial scoring seemed too harsh, causing a
disproportionate decrease in scores for many students or
students from particular demographic groups. In other
cases, it was determined that certain elements were true,
even if not relevant to the problem, and thus we changed
scoring for these statements such that the selection would
neither add nor subtract from the score.
Because of the formats of different items, some items

were worth up to 15 points (if composed of multiple CMR
pairs) while others were worth only 2 points (i.e., pure
MC). To avoid some items dominating the scoring of the
assessment, the research team decided to weight each item
equally for determining overall assessment scores. After
assigning point values for each item, each maximum item
score was normalized to 1 using the total number of
possible points for each item. For example, for the item

FIG. 2. Scoring scheme (left) and application examples (right) for item 1 of the U-STEP (Fig. 1). Multiple choice (MC) options (A–D)
are in the top row of the scoring scheme, while the leftmost column lists multiple-response (MR, reasoning) options. Students select one
MC answer and as many MR options as they desire in order to support their response. All other entries within the table are scores
assigned to each response. The * indicates the correct MC response. See Supplemental Material [50] to see other items and their scoring
schemes.

5These two prompts were part of the same item and had the
same response options (see item 14 in Supplemental Material
[50]) which were composed of two parts—work and heat. A
partially correct response would receive 0.5 points out of 2 points.

6It is possible for students to select a series of reasoning
elements that summed to less than zero. The minimum score was
set to zero such that the reasoning score could not subtract from
their MC or overall score, but rather only from the reasoning
portion on that particular item (e.g., Student 3 in Fig. 2).
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presented in Fig. 2, each score would be divided by 5; this
would mean student 1 received a score of 1, student 2
received a score of 0.1, and student 3 received a score of
0.4. Normalized scores were all added together then
divided by 15 (the maximum score possible for the
normalized U-STEP) to determine the overall score for
each student. While we ultimately used the normalized
scoring scheme, we also tested an unnormalized scoring
scheme and did not see meaningful differences in the
achieved statistical measures of validity of the assessment.

IV. CONTEXT

The U-STEP underwent several in-class pilot adminis-
trations and student interviews, information from which
was used for finalization of items and validation. In the
following sections we present the solicitation of partic-
ipants (Sec. IVA), pilot administrations of the U-STEP
(Sec. IV B), and student interviews (Sec. IV C). As dis-
cussed in Sec. IV D the development process of the
U-STEP overlapped, in part, with the COVID-19 pandemic
and discuss the impact this has on our results.

A. Respondent samples

The analyses done for the U-STEP development (e.g.,
DIF) required a large, diverse sample. To achieve this, we
solicited participation from multiple institution types serv-
ing various student populations for both the faculty content
survey and the pilot administrations. This provided us with
a more representative sample of students and faculty. For
example, our Fall 2020 sample was 20% women and 59%
White, while the Spring 2021 sample was 25% women and
only 50% White. This is a comparable representation of
women in our sample compared to representation in the
field of physics; it is also a lower representation of White
students than that in physics more generally (and a closer
reflection of the representation of nonHispanic White
people in the U.S. population) [43].

B. In-class piloting of the U-STEP

The U-STEP was piloted in a FR beta-assessment
version in Fall 2019 and three times in a CMR format

in Spring 2020, Fall 2020, and Spring 2021. Table I
presents information about participating courses for each
pilot semester, including overall response rate (determined
from the number of student who were given the assessment
totalled across all classes) and average response rate
(averaged across all classes). Class sizes across the pilot
semesters ranged from two students to over 100 students,
with an average and overall response rate greater than 70%
for all semesters. An Introduction to Thermal Physics by
Daniel V. Schroeder [52] was the most commonly used
textbook for each pilot semester: Fall 2019 (N ¼ 1, 100%),
Spring 2020 (N ¼ 12, 86%), Fall 2020 (N ¼ 8, 44%), and
Spring 2021 (N ¼ 9, 50%). This aligns with results from
the faculty content survey, where Schroeder’s text was the
most commonly cited text used by upper-division thermal
physics faculty [1].
We piloted 20 FR items in-person at one institution

in Fall 2019 through four assessment versions. Details of
the format of these pilot assessments are discussed else-
where [1]. Piloting at only a single institution is a
limitation, but we did not have access to more institutions
for that administration and asking instructors to dedicate a
full class period to a preliminary assessment still under
development is a a more significant burden than adminis-
tering a CMR assessment outside of class.
Key piloting information is summarized in Table I. The

Spring 2020 assessment was piloted in two CMR ver-
sions, each composed of 13 items. Because of the varying
class sizes at our piloting sites, the number of institutions
receiving each version was not equal. Instead, we dis-
tributed each version to a different number of institutions
such that the number of students receiving each version
was roughly equal. Thus, we had 5 distributions of one
version (with N ¼ 125 students) and 9 distributions of the
other version (with N ¼ 123 students). Unequal response
rates for each institution led to the first version receiving
more responses (N ¼ 106 responses received) than the
second (N ¼ 79). We note instructors are encouraged to
give credit for participation; however sometimes the
incentive was not enough to encourage students to
participate. Note that Spring 2020 was the semester when
the COVID-19 pandemic hit and many institutions
chose to switch to remote or online instruction styles

TABLE I. Information about the Fall 2019, Spring 2020, Fall 2020, and Spring 2021 pilot administrations of the
U-STEP. In all cases, N here refers to the number of students enrolled rather than the number of responses. The Fall
2019 assessment versions were free-response, while the other versions were composed of CMR and MC items. Note
the average response rate does not include classes with 0% response rate (N ¼ 1 for Spring and Fall 2020).

Nstudents per class Nstudents Response rate

Ninstitutions Average Minimum Maximum Total Overall Average

Fall 2019 1 not applicable 67 91% N=A
Spring 2020 14 18 2 90 248 75% 78%
Fall 2020 10 23 8 86 227 75% 73%
Spring 2021 18 19 3 110 349 82% 91%
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mid-semester. COVID-19 lockdowns and remote learning,
as discussed in Sec. IV D, may have caused some burnout
for students, contributing to lower response rates.
The Fall 2020 assessment was piloted in one version and

composed of 15 items, representing the first composition of
items that would eventually be included in the final
U-STEP. Items not included on the final version were
dropped based on low difficulty and discrimination values,
concerning student response patterns, and/or to avoid
redundancy. In one instance, we combined two items
(items 3 and 21) because they addressed very similar
content. Of the 10 piloting institutions, 9 received
responses, contributing to a total of 170 responses; indi-
vidual class response rates (not including the class with no
responses) ranged from 30% (N ¼ 1 class) to 100% (N ¼ 2
classes). We piloted the same items in the Spring 2021
semester that were piloted in the Fall 2020 semester, with
some items undergoing minor revisions between the
administrations based on the Fall 2020 student responses
and student interviews. All 18 of the Spring 2021 piloting
classes received responses, contributing to a total of 285
responses; individual class response rates ranged from
64% (N ¼ 1) to 100% (N ¼ 9).

Students responses were filtered to identify any
responses that could be considered invalid for some reason.
For example, all responses that took less than 5 min from
start to finish were dropped because 5 min is roughly the
amount of time necessary to read skim through the exam
in full—suggesting that these students did not take the
diagnostic seriously. Additionally, any student who skipped
or only partially responded to 5 or more of the items on the
U-STEP were also dropped from the dataset. After these
drops, the total number of responses retained for each
semester was N ¼ 185 for Spring 2020, N ¼ 164 for Fall
2020, and N ¼ 277 for Spring 2021. Overall response rates
are summarized in Table I.
For each piloted assessment (and student interview, see

Sec. IV C), students were asked to provide demographic
information.7 This was used for the analyses discussed in
Sec. VIII, and to ensure we had a broad range of students
and perspectives included during item development.
Student demographics for each pilot administration can
be found in the Supplemental Material [50]. Demographic
information was collected at the end of the U-STEP on the
last page of the assessment, to minimize possible impacts of
stereotype threat [53].

C. Student interviews

We conducted student interviews throughout item devel-
opment and revision (N ¼ 13). After CMR items drafting,
prior to being piloted in Spring 2020, we conducted
5 interviews in a pencil-and-paper format, 2 and 3,

respectively, for the two version drafts that we piloted in
classes later that semester.8 Additionally, prior to the Fall
2020 pilot, we conducted 5 remote interviews via Zoom
using a single CMR version. To facilitate these interviews,
we utilized the same online platform used for distributing the
pilot assessment (i.e., Qualtrics) and Zoom screen sharing.
All interviews were audio and video recorded. Video record-
ing was included to capture any hand motions or facial
expressions that might help with interpreting students’
interaction with the exam or thought process.
After the Fall 2020 pilot, we conducted 3 additional

remote validation interviews. Thus, each item underwent
12–13 validation interviews before finalization.9 During
interviews, participants were prompted to work through the
U-STEPwhile talking aloud through their reasoning. During
this portion, the interviewer did not interact except to remind
participants to think aloud or to answer logistical questions
asked by participants. After finishing the U-STEP, the
interviewer would ask follow-up questions based on stu-
dents’ reasoning and selections, and would also talk inter-
ested students through the correct answers. All interviewed
students provided demographic information at the end of
the interview. Most interviews were conducted with men
(N ¼ 10) and White students (N ¼ 10). Note that though
10 men and 10 White students completed interviews, these
groups did not fully overlap, and thus fewer than 10 White
men were interviewed. Interviewed students came from four
different institutions, with 10 students from one institution
and 1 student from each of the remaining 3.

D. A note on the COVID-19 pandemic

All semesters of data collection with CMR versions of
the assessment overlapped with the COVID-19 pandemic.
Thus, many courses were taught at least partially remotely
or online during all or part of those semesters. This had
little impact on the administration of the assessment, as the
intention for the U-STEP was always for it to be admin-
istered in an online format. However, the disruption caused
by the pandemic on university instruction likely had
impacts on who was enrolled in physics courses as well
as who completed the assessment during this time period.
This, along with the hybrid or remote nature of courses
used for piloting, may have impacts on the use and
interpretation of the U-STEP for in-person classes; these
types of impacts can be revisited and investigated once in-
person instruction resumes. Additionally, the fluctuation in
course format caused by the pandemic had implications on

7Students were given a “prefer not to answer” option for
demographics questions.

8Interviews happened the week before most campuses closed
due to COVID-19. Thus, fewer interviews were conducted than
originally intended.

9Two items (both focused on entropy) underwent an additional
4 interviews in a FR format, and are not included in this interview
count. These items were part of preliminary work.
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the analyses we could perform to investigate the reliability
of the U-STEP, as discussed in the following section.

V. RESULTS: RELIABILITY

Reliability refers to the extent to which a measurement
remains the same when done repeatedly, or the stability of a
measurement over time [54]. There are several ways to
confirm an assessment’s reliability, including determination
of internal consistencymeasures, time-test correlations, test-
retest comparisons, and partial sample comparisons [42].

We measured the internal consistency for the U-STEP
by determining Cronbach’s alpha. It is recommended this
coefficient has a value of α ≥ 0.7 to be considered
acceptable for group comparisons [55]. The two Spring
2020 versions yielded values of α ¼ 0.71 and α ¼ 0.69; the
value for the Fall 2020 pilot was α ¼ 0.78 and the value for
the Spring 2021 pilot was α ¼ 0.82. This indicates the final
version of the U-STEP is reliable at the level of group
measurement as needed for this type of assessment.
We also conducted time-test correlations for each pilot

semester, which look at the relation between a student’s
score on the assessment and the amount of time they spent
completing it. High time-test correlations indicate that time
constraints or time expenditure are having a significant
impact on students’ performance. As conceptual assess-
ments are not intended to measure students ability to
answer questions quickly, low time-test correlations are
indicative of a more reliable instrument. Timing informa-
tion was collected automatically by the online platform;
however, this timing information represents the amount of
time the student spent with the link open, not necessarily
how long they actually spent working on the items and,
thus, typically overestimated the amount of time a student
spent. Making no corrections for this, time-test correlation
coefficients for the Spring 2020 versions were −0.22 and
−0.05, and dropped to −0.01 and −0.03 for the Fall 2020
and Spring 2021 semesters, respectively.
Perhaps a more realistic measure of the relation between

time spent and score comes from narrowing our focus to the
subset of students whose overall time spent is consistent
with what we might expect in a classroom environment. To
do this, we recalculated time-test correlations for students
who completed the assessment in no more than 50 min and
no less than 10 min (70% of responses fell into this range).
This time frame was selected because the assessment is
designed to be completed within a 50 min class period,
and it takes approximately 10 min to read through the
assessment in its entirety without trying to answer the
questions—any student completing the assessment in less
than 10 min is unlikely to be thinking seriously about the
items. The time-test correlation coefficients for this subset
of the students in the Spring 2020 versions were 0.03 and
0.38, and then 0.17 and 0.08 for the Fall 2020 and Spring
2021 semesters, respectively. This indicates assessment
scores were not significantly influenced by the amount of

time spent on completing the assessment, providing evi-
dence for the time-test reliability of the U-STEP.
Test-retest comparisons involve administering a test on

two separate occasions under similar testing conditions
with no intervening learning opportunities [42]. They
provide insight into the extent to which individual students’
scores are stable. One common proxy for test-retest
reliability is the examination of average scores for the
course as a whole across multiple semesters of a single
course where the student population and instruction are
consistent. Unfortunately, disruptions due to the COVID-
19 pandemic made test-retest examinations for the U-STEP
unfeasible. A test-retest comparison would require a steady
university experience to compare between semesters;
COVID-19 disrupted the classroom experiences of stu-
dents, which could in turn impact assessment performance.
The Spring 2020 semester was taught partially in person at
most universities, while the Fall 2020 and Spring 2021
semesters were largely taught remotely or in a hybrid
format. These differences, combined with the fact that
many thermal physics courses are taught during only one
semester make a robust test-retest comparison unfeasible
with the current dataset and will instead be the subject of
future work.
We did conduct a correlation between the Fall 2020 and

Spring 2021 semesters for the one institution that partici-
pated both semesters (taught by the same instructor). The
average scores on the U-STEP for these two semesters were
58% and 60%, respectively. We also conducted correlations
between average item scores each semester, and found
correlation coefficients of 0.94 (when considering all items)
and 0.96 (when considering all items except item 4, which
underwent a significant revision, see Fig. 3). We note these
semesters were the only semesters with similar testing
conditions (i.e., the two semesters taught with hybrid-
remote instruction) and had similar overall course averages
(86% and 90% for the fall and spring, respectively). While
these high correlations provide preliminary evidence for
test-retest reliability of the U-STEP, these results should be
interpreted with caution. These findings come from only a
single institution and this institution has a well-documented
fall-spring effect due to selection effects between on- and
off-semester courses.
Partial-sample comparisons allow one to correct for

selection affects caused by response rate less than 100%.
The most common proxy for partial-sample reliability is
achieved by comparing the pre- and postscores of both the
matched an un-matched student population (as is done in
Ref. [56]), thus providing a sense of whether differential
attrition of, for example, lower performing students has a
significant impact on the overall course average. Since the
U-STEP is only administered as a post-test, pre-post
partial-sample comparisons are not possible. However, as
differential attrition is expected in most educational envi-
ronments, we encourage any instructor or researcher to
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carefully consider the potential impacts of partial-sample
effects when interpreting their students’ performance on
research-based assessments. This is particularly important
when unforeseen disruptions occur that have dispropor-
tional impacts on particular subgroups of students (e.g., the
COVID-19 pandemic).

VI. RESULTS: FACE VALIDITY

Validity refers to a measure of the extent to which a test
or assessment measures what is says it does, has implication
for the interpretations that can be inferred from produced
scores [42]. Face validity refers to the extent towhich experts
and test takers view content on a test as relevant to, and
appropriate for, the targeted context (e.g., upper-division
thermal physics) [57]. Here, we discuss two types of face
validity: content validity and construct validity.

A. Content validity

Content validity refers to how well the assessment covers
the targeted content domain (e.g., thermal physics) [42].
Content validity is typically established early in the
development process, while other types of validity (see
Secs. VI B and VII A), are established after the assessment
has been piloted. Content validity can be addressed by
several routes, including expert input and review.
The first approach to ensuring the content validity for the

U-STEP was to solicit faculty input from the beginning
of item development. This was done through the faculty
content survey, which identified content commonly

covered in upper-division thermal physics (see Ref. [1]).
This process ensured that the topics within the U-STEP
would address key topics within the domain of thermal
physics that were valued by the majority of instructors.
Results from the survey were used to inform writing of
assessment objectives (AOs), which we then used to guide
item development.
After completing a finalized draft of preliminary AOs,

we provided our list to 7 independent reviewers with
experience teaching and studying upper-division thermal
physics prior to item development. We received responses
from 2 reviewers, who provided feedback that aided in
revisions and finalization of the AOs used to develop items.
Examples of AO feedback included experts expressing that
some AOs were unclear or confusing, often with sugges-
tions for rewording particular AOs. For example, one set of
AOs referred to objects exchanging energy; incorporating
feedback led to this term being changed to systems. Other
feedback was related to relevance in the thermal physics
course they usually teach. For example, one expressed
concern over the AOs focusing on free energies and
enthalpy, saying those are rarely focused on in their course.
This aligned with results from the faculty survey [1], and
thus no items on the final U-STEP covered this content.

B. Construct validity

Construct validity is associated with ensuring that the
assessment is accurately targeting the characteristics it
claims to measure in order to ensure valid interpretations

FIG. 3. Item 4 of the U-STEP: (a) The figure presented with the item in Spring 2020 and Fall 2020 and (b) the figure presented in
Spring 2021. When the item used (a), a large fraction of students chose C for (ii), which aligns with the longest column being the most
probable. After the figure changed from (a) to (b), more students selected D for (ii), increasing both the item difficulty and discrimination
drastically (see Table II).
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of the results [42]. To establish construct validity, through-
out item development and revision, we conducted student
interviews, as described in Sec. IV C. These interviews
were designed to verify that item prompts and response
options were interpreted by students as intended; when this
was not the case, we revised the items to address students’
comments made during the interviews. For example,
one reasoning element in a question addressing engines
(item 14) read “the first law of thermodynamics.” The
intended meaning of this option was unclear for several
students, prompting it to be changed to “the first law of
thermodynamics relatesW andQ toΔU” (where we defined
all variables in the preceding prompt). Additionally, we
analyzed interviews to ensure students’ selections aligned
with their articulated reasoning. In only a few instances10

did students’ choices not align with their reasoning. Often
this was due to reading the response options too quickly or
not remembering the definition of a term (e.g., state function)
or entity (e.g., the Boltzmann factor). We made a small
number of revisions to items after the interviews; these
revisions happened between each set of interviews (as
opposed to after all 13 were conducted).

VII. RESULTS: STATISTICAL VALIDITY

Other measures of the validity of an assessment are
produced via statistical analysis of student responses from
pilot administrations. This includes establishing criterion
validity, which involve comparing assessment performance
to other relevant measures [42], as well as determining item
difficulty and discrimination values using CTT. In the
following sections, we present two criterion analyses
conducted at one institution for the Fall 2020 and Spring
2021 pilot administrations of the U-STEP. We also present
validation statistics determined via CTTusing our full set of
respondents for each piloting semester.

A. Criterion validity

For this study, overall assessment averages were com-
pared to students’ average exam scores and final course
grades for a subset of respondents (N ¼ 76 and N ¼ 45 for
the Fall 2020 and Spring 2021 semesters, respectively).
This analysis was done with a single institution, as we only
had access to grade data at one institution each semester.
The course this sample was pulled from was taught by the
same instructor both semesters in a hybrid-remote format.
We calculated Pearson correlation coefficients compar-

ing each students’ overall assessment score with their
average for all course exams, as well as their final course
grade. Correlations between students’ average exam scores
and achieved assessment score was 0.43 for Fall 2020 and

0.60 for Spring 2021. The correlation between students’
final course grade and assessment score was 0.36 in Fall
2020 and 0.59 in Spring 2021. Some consider the range of
0.4–0.7 to be an acceptable range for validity correlations,
which is consistent with the thresholds used historically in
PER, though others have argued coefficients within that
range are too low to account for a sufficient amount of
variance between scores [58]. Our Spring 2021 correlations
fell within the range of 0.4–0.7, while those from Fall 2020
straddled the lower bounds of this range.
There are several factors that could have affected the

above correlations. The semester these data were collected
was during a hybrid remote or in-person course, in which
course expectations were different from the norms of the in-
person course. For example, exams in the course were take
home and open book; this differs from the U-STEP, for
which students were asked to not access any resources.
Additionally, for all exams with exception of the final,
students were able to do test corrections to improve their
exam scores. It is of note that the instructor of the course
had more experience teaching remotely and writing take-
home exams in the spring semester; it is possible that the
instructor was able to write more effective exams in the
spring due to more practice. This would cause the exam
scores, and thus final course grade, to more accurately
reflect student knowledge and understanding, which is
consistent with the increased correlations observed for that
semester.
Exams were also weighted less heavily during these

semesters than is typical for in-person iterations of the
considered course. These course modifications may have
changed the nature of what exams were testing, and, there-
fore, may not represent as appropriate a comparison for
criterion validity analysis. Additionally, it is worth high-
lighting that this analysis could not be done for all respon-
dents in the pilot because course performance data was only
available from one institution. However, these results are a
promising, preliminary indication of the criterion validity of
the U-STEP, and future work will expand these analyses to
additional semesters and institutions.

B. Classical test theory

We also calculated standard test validation statistics
using CTT. This process helped to identify items that
needed to be revised or removed when creating the final
U-STEP. These analyses include calculations of item
difficulty and discrimination, as well as overall assessment
discrimination (i.e., Ferguson’s delta) and difficulty. Item
difficulty is a measure of how difficult an item is to answer
correctly, and is reported as the average score on the
item [59]. This means that higher difficulty values actually
represent easier questions, whereas low difficulty values
represent more challenging questions. Discrimination
refers to the extent to which an item or test can distinguish
between high- and low-performing students [42,59].

10“A few instances” refers to 1 to 2 errors per interview, with the
number of these occurrences only appearing in a small number of
interviews.

RAINEY, VIGNAL, and WILCOX PHYS. REV. PHYS. EDUC. RES. 18, 020116 (2022)

020116-12



Higher discrimination values indicate better differentiation
between high and low performers.
Table II presents item difficulty (b) and discrimination (a)

measures for the Spring 2020, Fall 2020, and Spring 2021
pilot administrations of the preliminary and final U-STEP
items.11 Difficulty is typically defined by the proportion of
correct responses with respect to the total number of
responses; however, this definition only makes sense in
the context of dichotomous data. Here, we found item
difficulties by averaging all scores achieved by individuals
for each item; our difficulty values range from 0 to 1.
For the Spring 2020 pilot, item difficulties ranged from

0.14 to 0.72. For the Fall 2020 pilot (which contains the
final set of items to be included in the U-STEP), item
difficulties ranged from 0.31 to 0.76. The Spring 2021 pilot
(same version as Fall 2020, with minor revisions) diffi-
culties ranged from 0.29 to 0.76. The literature suggests
ideal difficulties lie with the range of 0.30–0.90 [59]; only
one item piloted in Spring 2021 fell outside this range.
Overall difficulties for the two assessment versions piloted
in Spring 2020 were 0.52 and 0.44. For the single version of
the U-STEP piloted in Fall 2020 and Spring 2021, the
overall difficulties were 0.52 and 0.54, respectively. This
number is consistent with overall difficulties observed in
other upper-division conceptual assessments [51] and
suggest that the U-STEP is a challenging instrument for
this population of undergraduate physics majors.
Discrimination values for items were determined using a

Spearman correlation between item scores and average
score on the rest of the assessment [60]. A Spearman
correlation was chosen due to the nonnormal distributions
of item scores. For the Spring 2020 pilot, item discrimi-
nation values ranged from 0.14 to 0.51. For the Fall 2020
pilot, item discriminations ranged from 0.21 to 0.56. For
the Spring 2021 pilot, item discriminations ranged from
0.22 to 0.63. The literature suggests these values should lie
above 0.30 [59]. One item in the Spring 2021 pilot fell
below this threshold with a ¼ 0.22 (item 1). The item with
the highest discrimination value was the same for the Fall
2020 and Spring 2021 pilots, as was true for the item with
the lowest discrimination value.
The item with the lowest discrimination (item 1) was also

the most difficult (b ¼ 0.31 and 0.29 for the Fall 2020 and
Spring 2021 administrations, respectively). This item is
shown in Fig. 1. An analysis of student work showed most
students selected “work caused energy to enter the system”
(option A). This indicates student difficulties with recog-
nizing the direction of energy flow due to work, and
possibly a misapplication of concepts to nonideal gases.
Many students indicated internal energy increased—a
statement that is true for ideal gases but not necessarily
for a nonideal gas. We have opted to retain this question

despite its lower difficulty and discrimination values as we
believe student responses here reflect an important diffi-
culty with nonideal gases that has implications for instruc-
tion in upper-division thermal physics classes.
We found overall assessment discrimination, as mea-

sured by Ferguson’s delta, to be 0.987 and 0.974 for the two
Spring 2020 versions, 0.992 for the Fall 2020 administra-
tion of a single version, and 0.996 for the Spring 2021
administration. These meet the desired requirement of
δ ≥ 0.9 [59]. Note the unnormalized scoring scheme was
used to determine Ferguson’s delta as this statistical test
requires discrete scoring bins.
Six items included on the Spring 2020 pilot were

ultimately dropped. This was due largely to concerns that
the exam would be too long if all items were included.
Items were selected for removal either because they did not
reach the standard CTT thresholds for difficulty and/or
discrimination (e.g., items 17, 19, and 20), or to balance
out the content coverage of the exam with its length (e.g.,
item 18). We made one significant item revision based on
our CTTanalyses. As can be seen in Table II, item difficulty
for item 4 was 0.54 in Spring 2020 and 0.51 in Fall 2020,
and rose to 0.70 in Spring 2021. This change in difficulty (in
addition to improved discrimination) resulted after revision
to the figure provided in the item. Item 4, presented in Fig. 3,
asks about the probability of most probable macrostate for a
set of N ¼ 4 dipoles. As can seen in Fig. 3, the provided
figure of the arrangement of dipoles was changed between
the Fall 2020 [Fig. 3(a)] and Spring 2021 [Fig. 3(b)]
administrations.
We suspected the length of the columns was causing

students to select the most common distractor, P ¼ 1=4.
With the arrangement in Fig. 3(a), students who know the
highest macrostate probability aligns with the highest
number of microstates in that state may have been inclined
to say the most probable macrostate has 4 microstates,
because that is the length of the longest two columns,
leading them to conclude P ¼ 4=16 ¼ 1=4. For the Spring
2021 administration, we chose to use a new figure [Fig. 3(b)],
which moved the leftmost (all ↑) and rightmost (all ↓) states
to the bottom of the 2↑ − 2↓ columns. We believe this led to
less reliance on the figure to determine the most probable
state and instead relying on physical intuition or direct
state counting. This lead to more students concluding that
2↑ − 2↓ would be the most probable state, with a correct
probability of P ¼ 6=16 ¼ 3=8.

VIII. RESULTS: DIFFERENTIAL
ITEM FUNCTIONING

As mentioned in Sec. II E, DIF involves statistical
comparisons of subgroups within a population to inves-
tigate the extent to which an individual item may be
indicating different abilities for students with similar scores
on the assessment overall. This can be used to identify bias
within items (i.e., characteristics of items that disadvantage

11Note these analyses used the normalized scoring scheme
discussed in Sec. III A.
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one group over another) that can lead to artificial perfor-
mance differences. Some DIF analyses of physics assess-
ments, such as those described here, have been conducted
previously (e.g., Ref. [8]), but these were typically done
after the assessment has been formalized.
Often differences in performance based on gender and/or

race are identified using averages of all students within
each considered population. DIF instead only compares the
performance between students who have similar overall
assessment scores. The approach to DIF used for the
U-STEP involved looking at average scores on items for
the top and bottom 25th percentiles based on demographic
group (i.e., gender or race) and identifying items that had
significant differences between subgroups. We did this
analysis for the Spring 2020, Fall 2020, and Spring 2021
pilot administrations separately to inform changes to the
items in real time, but will focus on the Fall 2020 and
Spring 2020 results here. Additionally, since all items but
one underwent only minor revision, we will combine these
two semesters in order to increase statistical power given
differential representation across gender and race in our
sample.
To account for different averages for different courses,

we first converted students overall assessment scores into z
scores based on the individual course averages and standard
deviations. We then sorted students into performance levels
by ranking students by overall assessment z score, from
highest scores to lowest. Then, the bottom and top 25th
percentiles (i.e., the 25% of students with the lowest overall
z scores and 25% with the highest overall z scores) were
selected. We split these two groups by gender or race to
compare scores across subgroups. Since the percentile
grouping depended only on rankings of overall scores,
N values for each demographic group within these per-
centiles are not equal. For example, in the combined
Fall 2020–Spring 2021 analysis, the top and bottom
25th percentiles were each composed of 110 students;
the top 25th percentile contained 19 women and 83 men.12

The purpose of splitting students into percentile groups
is to allow for comparison of students with similar overall
performance. If we instead focused solely on averages for
all students in a particular demographic group, possible
issues of bias may be suspected when there may not
actually be any. For example, if a particular group scores
lower on certain items, it may just be that the students in
that group overall legitimately are showing lower perfor-
mance due to, for example, differential access to resources
or prior experience.
The analyses presented here focus on two genders (men

and women) and three racial categories [Asian, White, and
underrepresented minority (URM)]. These groupings were
largely informed by demographic representation in science,

technology, engineering, and mathematics (STEM) [43] as
well as in our dataset. Men are overrepresented compared
to women in STEM. Similarly, Asian and White students
are overrepresented in STEM compared to URM students.
While Asian and White students are both overrepresented,
they are split into separate categories in this analysis due
to their potentially distinct racial experience. This is an
important distinction as race influences the experiences
students encounter when pursuing STEM degrees. For
example, Asian students may encounter racism when
pursuing STEM degrees that White students do not [61].
The URM category was not separated into different racial
categories due to low N. For example, our samples
consisted of only N ¼ 17 Black students across all pilot
administrations. We note students who selected prefer not
to answer on the demographic form are not included in
the DIF analyses, though may have been in the upper or
lower 25th percentiles. Similarly, nonbinary students are
not included in the gender analysis due to low N, though
nonbinary students may have been in the upper or lower
25th percentiles.
As indicated above, DIF analyses were conducted

throughout the piloting process. Two items were identified
during these analyses as showing potential bias. For the
Spring 2020 pilot, only one item (item 16 in Table II)
resulted in statistically significant (p < 0.05) differences of
average scores between racial groups (White and Asian
students, and White and URM students) of similar abilities
as determined by a Mann-Whitney analysis [62]; we
detected no statistically significant differences between
men and women or Asian and URM students. This item
was combined with item 21 to produce a single CMR item
(item 3) for later pilots. Additionally, Item 13 showed
statistically significant evidence of gender differences after
the Fall 2020 pilot. Item 13 relies on recall of the term
adiabatic and is one of the only items on the U-STEP that
requires students to remember the definition of a more
technical piece of jargon.13 As such, we wanted to examine
whether this might be the source of the differential
performance. Analyses of response patterns to the item
found similar frequencies of selection of the distractor
requiring knowledge of this term between compared groups
showing significant differences in item scores. We saw an
average of 6.5% of men and 10% of women select this
distractor in Fall 2020, and 12% ofWhite and 16% of URM
students select it in Spring 2021. As these frequencies are
similar across comparison groups, the distractor is likely
not the source of the performance differences. No changes
to this item were made based on this analysis. Though the
definition of “adiabatic” could be provided in the prompt or
response options, provision of this definition would make
the problem trivial (see Supplemental Material [50]).

12Others in this percentile were nonbinary or did not report
demographic information.

13Adiabatic refers to processes in which heat neither enters nor
leaves the system.
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For the purpose of identifying items that might be
problematic in the final version of the U-STEP, we used a
standard threshold for statistical significance of p < 0.05
(t test). Given the number of comparisons being made here
(15 items each with 8 comparison tests each) this thresh-
old is very liberal and is likely to result in false positives.
To offset this, we were looking for evidence of consistent
patterns across both ability levels (upper and lower 25th
percentile) when identifying items that might demonstrate
bias. Overall, 7 items on the U-STEP showed performance
differences that were statistically significant at the 0.05
level in one or more of the gender or race comparisons
(with effect sizes varying from 0.4 to 0.9). Of these items,
one (Item 5 in Table II) had a statistically significant result
in two racial comparisons with White students in the lower
25th percentile outperforming both Asian and URM
students in the lower 25th percentile. Since this pattern
was not replicated in the upper 25th percentile, no changes
were made to this item as a result of this analysis. The
other 6 items had only one statistically significant com-
parison and thus did not show consistent evidence of
differential performance; these items also did not undergo
modification. DIF analyses of the U-STEP items will
continue as we aggregate larger datasets over time;
however, these findings suggest that any DIF present in
the U-STEP is smaller than can be detected with the
current dataset.

IX. RESULTS: EXPLORATORY
FACTOR ANALYSIS

As discussed previously, one implicit assumption of
CTT as well as many other testing theories is that the
instrument is unidimensional, i.e., all items target a single
underlying construct. To examine the dimensionality of the
U-STEP, we conducted an exploratory factor analysis
(EFA) using data from the Spring 2021 pilot using the
fa() program in R. The resulting scree plot is given in Fig. 4
and shows a single clear elbow with a single factor sitting
well above the others. One method for identifying the
number of significant factors suggests that only factors with
eigenvalues greater than 1.0 are considered significant
[63,64]. Figure 4 shows only one factor with an eigenvalue
greater than 1.0, with all other eigenvalues falling well
below this threshold. This suggests one dominant factor
across our items. To confirm this finding, we also utilized a
parallel analysis, which compares the eigenvalues of the
U-STEP data with those generated from random data [65];
these analyses confirmed the findings from the scree plot in
Fig. 4, suggesting a single dominant factor.
We also investigated individual item loadings for our

factor analysis with 1 factor. Typically, recommendations
within the social sciences suggest that items should have
factor loading values between 0.4 and 0.7 to be considered
as loading significantly onto a particular factor [66];
we found 12 of our 15 items fell within that range for

our one-factor solution.14 It is also recommended to drop
items with loading factors less than 0.3 [64]; we found
loading factors for all items were above 0.3 [66], with the
exception of item 1 which was very close to this threshold
(0.29). As discussed in Sec. VII B, we believe student
responses to this item reflect an important student difficulty
that has implications for instruction and thus have opted to
retain this item in the final version of the U-STEP.
Based on these outputs, we ran a confirmatory factor

analysis (CFA) assuming only 1 factor using the cfa()
function in R to investigate the hypothesis that one loading
factor was sufficient for the data set. We found the Tucker-
Lewis index of factoring reliability to be 0.96; it is
recommended this value lie above 0.95 to be considered
a “very good” fit [67]. Additionally, the composite reli-
ability was 0.84, which is above the minimum threshold of
0.8 [68]. We also found a root mean square error approxi-
mation (RMSEA) index of 0.03; it is recommended this
value lie below 0.05 for a very good fit [67].
Our analysis points to one dominant factor, or construct,

to which nearly all items can be connected. The topics
covered by the U-STEP items include entropy, engines,
energy, equilibrium, the first law, heat, statistical mechan-
ics, temperature, and work. While an expert physics might
anticipate that these topics are distinct, our findings
suggests that this distinction is not reflected in the patterns
in students responses on the U-STEP; rather, these analyses
suggest that the U-STEP is statistically unidimensional.
This finding supports the validity of the CTT analyses in
the previous section and has implications for future work
(see Sec. X). Additionally, this finding indicates that any
attempt to separate out the items of the U-STEP into
distinct subscales targeting topical areas considered distinct
by experts is not statistically supported by this analysis.

FIG. 4. Scree plot from EFA for the U-STEP showing a clear
elbow after the first factor. A horizontal line is shown for an
eigenvalue of 1, as it is suggested to only keep factors with
eigenvalues greater than 1.

14For the interested reader, specific factor loadings for items
1–15, respectively, were 0.29, 0.48, 0.56, 0.47, 0.44, 0.60, 0.51,
0.59, 0.56, 0.46, 0.70, 0.62, 0.34, 0.56, 0.38.
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One important limitation of this factor analysis is that the
U-STEP has both CMR and MC item formats, introducing
the possibility of method effects. Method effects occur
when items of different formats have different factor
structures. Given the small number of pure MC questions
(N ¼ 3) and to provide some test for method effects, we
removed the three MC questions and re-ran the confirma-
tory factor analysis with a single factor on just the
remaining CMR items. Fit measures for the CMR items
alone all remained above standard thresholds for good fit.
However, an important limitation of this analysis is that it
does not eliminate the possibility of method effects with the
remaining 3 MC questions.

X. FUTURE WORK

Though we completed multiple validation studies, as
presented in this paper, there are multiple areas for potential
continued analyses of the U-STEP including ongoing
analysis using various item response theory (IRT) models
[69]. This technique has advantages over traditional meth-
ods because of the assumptions of the models we will use
(variations of the Rasch model), which mathematically
separates item difficulty from student ability.15 As a result
of this, test statistics derived from IRTare less dependent on
student populations than CTT (given the pilot sample is
fairly representative with a large enough N). IRT also
provides another method for conducting DIF analyses to
identify item bias.
Once we complete validation analyses of the U-STEP

(through both CTT and IRT), we plan to develop infra-
structure for distributing the U-STEP online and encoded
scoring scheme (to allow for streamlined scoring). This
process would include developing and implementing auto-
mated methods for reporting student performance to
instructors with appropriate comparison data to help
instructors to interpret their students performance. We also
plan widely publicize the U-STEP to instructors and make
it available on PhysPort.
Additionally, the faculty content survey discussed in

Sec. III [1] has contributed to the development and
validation of an assessment of scientific practices associ-
ated with upper-division thermal physics, and our IRT
analysis of the U-STEP will help inform the validation of
this new assessment. This assessment, the Thermal And
Statistical Physics Assessment (TaSPA), will provide
actionable feedback to instructors to help them enact
pedagogical and curricular changes [70,71].

XI. CONCLUSIONS

Here, we present the development and statistical val-
idation (via classical test theory) of a new, upper-division
thermal physics assessment: the Upper-level Evaluation
for Thermodynamics and Statistical Physics. Based on
three semesters of data collection including more than
600 student responses, we provide evidence for the
reliability and statistical validity of the U-STEP for a
diverse population of upper-division physics students.
In particular, we found most U-STEP items fell within
recommended difficulty and discrimination values, and
that student response patterns in interviews and pilot test
indicated they are consistently and accurately interpreting
the prompts. Additionally, we saw no items showing
consistent evidence of differential item functioning and
thus potentially containing item bias. Exploratory factor
analysis provided evidence that the U-STEP is largely
unidimensional. This assessment will serve as the first
upper-division thermal physics assessment in PER, and
the first PER-based assessment to include statistical
mechanics content.
Our study does have limitations including being con-

ducted largely during the ongoing COVID-19 pandemic.
COVID-19 limited some of the analyses we could conduct,
such as comparing performance on the U-STEP across
semesters. However, these studies could be conducted
in the future, when institutions shift back to in-person
instruction. Additionally, piloting the FR versions at a
single, large research institution, as well as conducting
interviews with students from largely that same institu-
tion, does limit the type of student responses and insights
we could incorporate while developing items. However,
we made efforts to solicit interview participants from
multiple institutions. Additionally, we included a large set
of institutions and student populations for online piloting
of the U-STEP and in this we included an “other” box to
capture reasoning patterns that may not have been
originally captured with the FR versions or in student
interviews.
The U-STEP is the first assessment available for evalu-

ating both upper-division thermodynamics and statistical
mechanics content understanding with CMR items. As
such, it has the potential to serve as an important tool
toward improving instruction and student learning in this
core undergraduate physics course. It also represents one
of the first assessments for which the possibility of bias in
the form of differential item functioning was explicitly
addressed during the development process. Following the
recommendations of others (e.g., Ref. [8]), we encourage
other assessment developers to similarly attend to bias in
developing new assessments. Such efforts are critical to
crafting instruments that provide fair and reliable measures
of student learning.

15Note “ability” is historically used term in IRT literature and
refers to the underlying latent trait the statistical models are
attempting to quantify. Fundamentally, however, it is a measure
of performance as opposed to innate ability of individuals.
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