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Compensator-Based Output Feedback Stabilizers for a Class of Planar
Systems With Unknown Structures and Measurements

Chunjiang Qian

Abstract—This article considers the problem of output feedback
stabilization for a class of nonlinear planar systems with unknown
structures and measurements, which prevent the construction of
conventional state observers. By taking advantage of the stability-
increasing capability of a lead compensator, we propose a dynamic
output feedback controller to globally stabilize the uncertain planar
systems. For the special case of linear planar systems with un-
known coefficients, a finite-time output feedback stabilizer based
on a nonlinear compensator is constructed for a faster conver-
gence rate.

Index Terms—Lead compensator, planar system, unknown mea-
surement, unknown structure.

|. INTRODUCTION

This article considers the problem of output feedback stabilization
for a class of nonlinear planar systems described by

#1 = g(2)
To =u (D
y = h(z)

where [z, 25]" € R? is the system state, u € R is the control input,
y € R is the system output, and g(s) and h(s) are unknown nonlinear
functions with g(0) =0 and h(0) = 0. Our objective is to design
an output feedback (i.e., via the output y) controller, which globally
asymptotically stabilizes the nonlinear planar system (1).

Planar systems are widely used to describe dynamics of various
practical systems in circuit analysis, mechanical and thermal processes,
image processing, data transmission, and digital filtering, etc. [1]-[3].
Global output feedback stabilization of nonlinear systems is a very
practical but challenging problem in the nonlinear control field [4]-[6].
The difficulty of output feedback stabilization problem for nonlinear
systems mainly stems from the inapplicability of separation principle
for nonlinear systems due to the finite escape phenomenon [7].

One common assumption for most of existing output feedback
control results is that the relationship between the output and the state,
i.e., y = h(x), is explicitly known. However, in practice, sometimes it
is difficult to obtain the exact structures of h(-) [8]— [11]. To deal with
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this practical issue, Zhai and Qian [12] proposed an output feedback
design approach for nonlinear systems with uncertain output function
y = h(z1) by using homogeneous domination approach [13]. A critical
assumption in [12] is that h(z1) is differentiable and bounded by two
linear functions. Chen et al. [14] proposed a dual-domination approach
to design an output feedback controller for a class of nonlinear systems
with unknown measurement sensitivity (i.e., y = 6(¢)x1, the unknown
function 0(t) is bounded by two positive constants). For systems with
parametric uncertainty in both state and output equations, Zhang and
Lin [15], [16] studied their adaptive and robust output feedback control
problems, respectively. By employing the idea of IC-filter proposed
in [17], the problem of adaptive output feedback control of nonlinear
systems with output parametric uncertainty (i.e., y = fx; with an
unknown constant 6) is studied in [18].

However, some sensors in the real world might not have the linear
relationship between the measurement and the real state. For instance,
as shown in [19], the voltage output from an infrared distance sensor
is a nonlinear function. A typical nonlinear infrared sensor for the real
distance d will only output d” where the constant p is around 0.8 but its
precise value is varying from product to product. In this case, when all
the system states can be measured through nonlinear sensors, a robust
full-state feedback stabilizer has been designed in [20]. If not all the
states can be measured and the measurement function is unknown,
all the aforementioned results are inapplicable. To see this point more
clearly, consider the following planar system

i‘l = T2, ltg =u, Y= sign(m1)|w1\q (2)

where ¢ is an unknown positive constant. Since g is unknown in
sign(z1) |z |9, it is impossible to use the measured output to design an
observer to estimate the unknown state. Moreover, the output function
is not even continuously differentiable when ¢ < 1.

In addition to the unknown measurement, another challenge for the
output feedback stabilization of system (1) is the unknown structure.
For example, consider

x1 = sign(za)|z2|?, T2 =u, y =1 3)

where p is an unknown positive constant. In practice, the power p could
be unknown with different values varying from system to system. As
shown in [21], for different boiler-turbine units, the dynamic models
may have different power p's as they are identified from the operational
data obtained from power plants. Recently, Su ez al. [22] developed an
interval homogeneity-based control scheme to solve the global state
feedback stabilization problem of system (3) under the assumption that
the power p is in a known interval. Chen et al. [23] investigated global
asymptotic stabilization problem for a class of nonlinear systems with
time-varying powers, which are assumed to be known. However, when
p is unknown, the output feedback stabilization problem of (3) is still
unsolved.

In this article, we focus on designing an output feedback controller
to globally asymptotically stabilize the nonlinear planar system (1).
Since the presence of unknown measurements and unknown structures
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Block diagram of system (4) under a first-order compensator.

Fig. 1.

has made the conventional observer-based methods inapplicable, a new
method is needed. In this article, we present a new design method, which
is inspired by the lead compensator controller for linear systems. In
classic control theory, the lead compensator has been known for its
capability of increasing system stability [24], [25]. We also discover
that the lead compensator can increase stability of some systems with
unknown output coefficients. Consider a double-integrator system & =
u with the output y = fz for an unknown positive constant 6. The
transfer function of this system is described by

“)

We want to see if we can design a stabilizing output feedback controller
for the transfer function (4) without identifying the unknown constant
0.1f we use a PID controller, the denominator of the closed-loop system
contains 1 + MG (s), which implies that the poles of the
closed-loop system are the roots of

33 —+ 0k1 82 +4 9](728 + 0]63 = O (5)
According to Routh—Hurwitz criterion [26], the third order polynomial
8% + as 5% + a; s + ag = 0 has all roots in the open left half plane if
and only if as, ap are positive and asa; > ag. Therefore, to ensure
stability of the closed-loop system, the PID control coefficients need to
satisfy 0k, ko > ks, from which k1, ko, and k3 cannot be determined
unless we know the bound of §. When we apply a first-order compen-
sator :‘*Z i to system (4), as shown in Fig. 1 the characteristic equation
of the closed-loop system is

s>+ p1 s +0s+0z =0. 6)
It is clear that (6) is Hurwitz stable as long as p; > z; > 0, which
implies that i’% is a lead compensator. Here, we have just shown that
alead compensator can stabilize system (4) even when the measurement
is not precisely known.

In this article, we will adopt the same idea of using a lead com-
pensator to design a stabilizing output feedback controller for a class
of uncertain nonlinear systems such as (2) and (3). By taking advan-
tage of the stability-increasing capability of the lead compensator, a
global stabilizer can be designed to solve the output feedback control
problem for system (1), even in the presence of unknown structures
and measurements. Moreover, in the case when system (1) becomes
a linear system with unknown parameters, we can design a nonlinear
compensator and a finite-time controller to improve the convergence
rate of the closed-loop system.

II. MAIN RESULTS

In this section, we first solve the output feedback stabilization
problem of the nonlinear system (1). Then, for a special class of linearly
parameterized systems, we show that our proposed control scheme can
be used to handle perturbations and improve the convergence rate of
the closed-loop system.

A. Compensator-Based Stabilizers for the Nonlinear
System (1)

To solve the global output feedback stabilization problem of (1), the
following conditions are imposed on the nonlinear functions g and h.

Assumption 1: The function g(s) with g(0) = 0 is strictly increas-
ing.

Assumption 2: The function h(s) with h(0) = 0 satisfies the fol-
lowing:

(i) h(s) # 0 when s # 0;

(i) [ h(s)ds>0whenz #0;

(i) limygqo0 fy h(s)ds = 4o0.

Remark 1: It is obvious that any function satisfying Assump-
tion 1 also satisfies Assumption 2, but not vice versa. In fact, As-
sumption 2 includes more general functions such as y = hy(z1) =

97 T 2 0

z1, —0 <z <6 andy = hy(z1) = 19_;22

-0, 1 < —0 !
tive constant 6, neither of which is strictly increasing. For systems (2)
and (3), it is easy to verify that the function sign(s)|s|? for any unknown
0 > 0 satisfies Assumption 1 (also Assumption 2).

The functions g(z) and h(z) in (1) are not only nonlinear but also
unknown. Therefore, it is impossible to construct a traditional observer
to estimate system states for system (1). For example, the state matrix A
of the linearized system of (3) around the origin is either a zero matrix
for p > 1 or nonexistent for p < 1. In either case, we are not able
to design a conventional Luenberger observer. Therefore, the problem
of using output feedback to globally stabilize the uncertain system
(1) is very challenging and remains largely unsolved. Motivated by
the superior stability-increasing capability of the lead compensator
implemented on (4), we propose a new compensator-based stabilizer
to tackle the unknown system structure and unknown measurement.
Consider a lead compensator

U(s) =

for two constants p; > z; > 0. For the stabilization problem where
R(s) =0, defining Z(s) = S;ZIH Y'(s), the state-space realization of
the lead compensator is

u(t) = —y(t) = (pr — 21)2(t), 2(t) = u(t) — z12(t).  (7)

Based on (7), we design a compensator-based output feedback con-
troller in the following theorem.

Theorem 1: Under Assumptions 1
compensator-based controller:

for an unknown posi-

s+ 2z
s+p

E(s), E(s) = R(s) = Y(s)

and 2, the following

®)
&)

with two positive constants b and ¢, globally asymptotically stabilizes
the uncertain system (1).
Proof: Defining e = x4 — z, the derivative of e can be obtained as

u=—bly+2)

Z=u—c-z

10)

é = cxy — ce.
In addition, the output feedback control law (8) can be rewritten as
(11

Substituting (11) into (1), together with the error dynamic (10), we have
the following closed-loop system:

u=—b(y+ z) = —bh(x1) — bzs + be.

&y = g(x2)
Ty = —bh(x1) — bxa + be
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Fig. 2. Block diagram of a closed-loop system with a lead
compensator.
é = cxy — ce. (12)

Construct a Lyapunov function

xq To
V(z1,22,€) = b/ h(s)ds +/ g(s)ds + Q/
0 0 ¢Jo

Under Assumptions 1 and 2, it is straightforward to verify that the
Lyapunov function V' defined in (13) is positive definite and radially
unbounded. Taking the derivative of the Lyapunov function (13) along
the trajectories of the closed-loop system (12), we have

V\(m) = bh(z1)g(z2) + g(w2)(—bh(z1) — bra + be)
+bg(e)(z2 —e)
= —b(g(z2) — g(e))(z2 —e).

Due to the strict monotone property of g, it can be concluded that 1%
in (14) is seminegative definite. Moreover, V=0 implies that x5 = e.
By LaSalle’s invariance principle [27], all the trajectories will converge
to the invariant set

e

g(s)ds. (13)

(14)

M = {(z1,22,€)|z2 — e = 0}.
Together with

d(zoy —€)
dt

we can conclude x; = 0 in M. Then, based on the equation =; =
g(x2), it is clear that o =0 in M. Since zo —e =0 in M, we
can consequently conclude that in the invariant set M, we have
(z1,22,€) = (0,0,0). Therefore, the closed-loop system (12) is glob-
ally asymptotically stable. |

Remark 2: Based on the output feedback controller (8)-(9), we have
Z(s) = 71zU(s)andU(s) = —bY (s) — bZ(s). The transfer function
of dynamical compensator is U(s) = z(jxg (—=Y(s)), which is a lead
compensator with the pole —b — ¢ and zero —c. The block-diagram of
the system and controller is depicted in Fig. 2 .

The lead compensator is commonly used to increase system stability
mainly for second-order processes in classic control theory [24], [25].
Theorem 1 shows that the lead compensator can also be used to handle
the uncertain nonlinear system (1). But due to the lack of a proper higher
dimensional lead compensator, it is challenging to extend Theorem 1
to the higher dimensional case.

As stated in Remark 1, the function sign(s)|s|? for any unknown
0 > 0 satisfies Assumption 1. Therefore, the motivating examples (2)
and (3) are special cases of (1) satisfying Assumptions 1 and 2. Con-
sequently, the output feedback controller (8) and (9) can also globally
stabilize these two systems. The specific results for those two systems
are described in the following corollary.

Corollary 1: The output feedback controller (8), (9) with positive
constants b and c globally asymptotically stabilizes both system (2) and
system (3).

In addition to systems (2) and (3), we can see that Theorem 1
can be used to handle the case even when the output is bounded,
such as the output functions hq (x1) and ho(z;) described in Remark

= —bh(z1) — (c+ b)(z2 — €)

0 5 10 15 20 25 30

Time(s)
Fig. 3. State trajectories of (16) with compensator-based stabilizer
(8), (9).
Fig. 4. Implementation of the lead compensator.

1. The boundedness of outputs is not desirable for the conventional
observer-based method since two different displacements could yield
the same reading, for example, h1(6) = hq(1060) = 6. However, the
compensator-based controller proposed in Theorem 1 is able to handle
those bounded output functions of planar systems. For instance, by
Theorem 1, it is now possible to design a compensator-based output
feedback controller for the following system:

01’1
1+ a2

T1=1T2, T2 =1u, Y= (15)
for an unknown positive constant 6.

In what follows, we use an example to demonstrate how a system
with unknown structure and measurement can be globally stabilized by
the proposed output feedback controller.

Example 1: Consider a rigid body plant driven by a force on a
smooth surface, i.e., £; = u where x; is the position displacement.
Assume we have used a position sensor which is y = sign(x;)|x;|?
with an unknown constant 6 and the mass M is unknown. Then, the
mathematical model of the system can be written as

i‘l = ]\45[)27 :tQ =u, Y= Sign(wl)\xﬂg (16)
where x5 := &1 /M. The numerical simulation result for (16) with sta-
bilizer (8), (9) is showninFig.3 with M = 2,0 =1.2,b=1,c = 0.5,
and [z1(0), z2(0), 2(0)] = [2, -1, —1.5].

Remark 3: Theorem 1 holds for any parameters b > 0 and ¢ > 0.
Therefore, we have the flexibility in adjusting these two parameters to
meet certain performance requirements. The controller can be imple-
mented as shown in Fig. 4 with one integrator and two gain knobs.
This is a typical lead compensator which was originally developed for
linear systems. However, as stated in Theorem 1 or Corollary 1, the
same compensator works perfectly for planar systems with uncertain
structures and measurements. This is achieved by constructing the new
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Lyapunov function (13) based on the uncertain nonlinear functions and  closed-loop system (19), (20) in the following form:
pairing it seamlessly with the lead compensator (8), (9).
The previous result can be easily extended to the following nonlinear d T1 0 01 0 T T
planar system: 7|72 = —000> 0 —05 zo| = A |22 21
z -0y 0 —(c+1)| |= z

&1 = g(w2) + f(z1)
$.2 =Uu

y = h(x1)

a7

for some special functions f(x1).

Theorem 2: Under Assumptions 1 and 2, the output feedback con-
troller (8), (9) with positive constants b and c globally asymptotically
stabilizes system (17) if h(z1) f(z1) < 0,Vz;.

Proof: Using the same Lyapunov function (13), we have

Vianes)-o) = bh(z1) f(z1) — b(g(w2) — g(e)) (22 — e)
<0.

< —b(g(z2) — g(e))(z2 —e) (18)

Following the same line in the proof of Theorem 1, based on (18), we
can conclude that the closed-loop system (17) and (8), (9) is globally
asymptotically stable. |

Remark 4: Due to the unknown function h(z1), it is impossible to
obtain z; from the output y. Therefore, in general f(z1 ) is not precisely
known and cannot be used in output feedback controller design. As a
result, Theorem 2 can only handle some special functions satisfying
h(z1)f(z1) <0. Even if f(z,) appears as a matched uncertain in
1 = g(x2), 42 =u+ f(r1), we still cannot use the controller to
cancel f(z1) unless it can be represented as a known function of y, i.e.,
f(y) = f(x1). The feasible way to handle those unknown functions is
to use a domination approach, which will be discussed in the following
section.

B. Special Case: Linear Systems With Unknown Parameters

Consider the following linear system:

itl :91$2, j?Q :Ggu, yz@oxl (19)
where 0;, i = 0, 1, 2, are unknown positive constants.

If 0, s are known, the output feedback control problem of (19) is triv-
ial. When 6,’s are unknown, the output feedback stabilization problem
of (19) is still solvable if the bounds of the unknown parameters are
known. In the case when the bounds of the parameters are completely
unknown, the problem becomes very challenging.!

In [18], even when the signs of the parameters are unknown, the
output feedback control problem has been solved using a IC-filter and
a dynamic gain. In this article, we show that the output feedback
stabilization problem can be solved using the simple stabilizer (8), (9)
for (19) with unknown positive parameters g, 61, and 0.

Corollary 2: The following controller:

U=—Y—%2 ZF=uU—cCZ (20)
with a constant ¢ > 0, globally asymptotically stabilizes (19).

Proof: This result is a direct application of Theorem 1. In fact,
system (19) has a transfer function in the form of (4) with 6 := 6,6, 6-.
Therefore, for any positive constant ¢ > 0, the output feedback con-
troller (20) globally stabilizes the linear system (19). As a result, the

I'Since the system matrix A, input matrix B, and output matrix C' of (19) are
unknown, it is impossible to construct a Luenberger observer for (19).

is globally asymptotically stable for any ¢ > 0. It is worth pointing out

that the positiveness of the parameters can be relaxed to 690,605 > 0.0
Corollary 2 can be used to solve the output feedback stabilization

problem of the following system with nonlinear perturbations:

&1 = b1xa + f1(z1)
&y = Oou + fo(xy1, x2) (22)
y = 0oy

where 6;, i =0, 1,2, are unknown positive constants and f;’s are
unknown nonlinear functions.

Theorem 3: Assume the bounds of the parameters 6;’s are known
and f; and f5 satisfy the following linear growth conditions:

Ji(z1) < pifa|

fa(@1, 22) < pa(|za] + |22])

(23)
(24)

for two known constants p; and p». Then, there is a large enough L
such that the following controller:

uw=—L*(y+2z), 2=u/L — Lez (25)

with a given positive constant c, globally asymptotically stabilizes (22).
Proof: By defining x5 = LZ», the closed-loop system of (22)—(25)
can be rewritten as

1 1 f1(ZC1)
i 7o | =LA |70 | + fo(z1,Lx2) (26)
dt T2 | = T2 T

z z 0

where A is the same as the one in (21). With the known upper and
lower bounds of 6;’s, A is a Hurwitz matrix with known upper and
lower bounds of eigenvalues. On the other hand, the growth condition
(24) guarantees the following holds:

fa(z1,22) /L < pa(|wa| + |LZ2]) /L < pa(lza| +[Z2])  27)

for L > 1. Note p; and p, are known constants in (23) and (27).
Therefore, by Lyapunov Robust Theorem, when L is large enough,
the system (26) is globally asymptotically stable. |

Remark 5: By utilizing a scaling gain, we are able to use the stable
linear part to dominate those nonlinearities with constant growth rates.
If the growth rates p; and p, are polynomials of the output or the bounds
of 0;’s are unknown, the lead compensator with a constant scaling gain
will no longer work. In those cases, the possible solution is to use a
dynamic gain as proposed in [15] and [16].

For faster convergence, we can design a finite-time output feedback
controller for (19) even in the case when the parameters are unknown.

Theorem 4: The planar system (19) can be globally stabilized in a
finite time by the following output feedback controller:

o 1428

W= —a (yl—Qa + z%) —b (y1+2ﬁ i e ) (28)
1-2« 1428

é:ufc<azﬁ + bz 1+5) 29)

where o € (0,1/2) and 8 > 0 are ratios of an even integer and an odd
integer, and a, b, c are positive constants.
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Proof: Construct a Lyapunov function

2-2a 2+28 2
ay by 013
V($17x27z) - (2—20()90 + (2+2/3)00 20,
01 (z2 — 022)?
T (30)

which is obviously positive definite and radially unbounded.
Taking the derivative of V' along the trajectories of closed-loop
system (19) and (28), (29) yields

V|(19)&(28)—(29) = (ay' > + by *?%)0125 — 0122 (G?Jlda

+ byt + az T8 + bz ge= )
20 1428
+ 01(x2 — 022) (az% + bz TFB )

1-2a 1+28
= — 01002 (a2’7F 40277 ) <0, G
Similar to the proof of Theorem 1, from (31) global asymptotic sta-
bility of the closed-loop system can be obtained based on LaSalle’s
invariance principle. In addition, by selecting the homogeneous weights
(r1,7r2,73) = (1,1 — o, 1 — @), we can verify that the closed-loop
system

T, = 0122
iy = — Osa ((90951)1-% n 21112:)
—6sb ((90x1)1+2B n Zlﬁf)
2= —a(fpz1) 2 — (a+ ca)z%

1428

— b(Boz1) 28 — (b be)2 T E (32)

is locally homogeneous with a negative degree —« [28]. Therefore, by
[28, Lemma 3] the closed-loop system (32) is globally asymptotically
stable and locally finite-time stable. |

Remark 6: Theorem 4 can be extended to the nonlinear system
(22) to achieve finite-time stabilization if the nonlinearities satisfy the
following growth conditions similar to those in [29]:

fi(@y) < palza '™

1-2a
falwr, w2) < p (lon] 72 + | )

for three positive constants o € (0,1/2), p1, and pa.

Example 2: For system (19), we choose 6y = 1.2, 6, =2, 0, =1
in the simulation study. For demonstration, we choose different param-
eters in controller (28), (29) to compare different control performances.

First, wechoosea =0, b =1, ¢ = 0.5, o = 2/7and 8 = 0, which
results in the following linear controller:

u=-—-y—z, z=u—0.5z. (33)

The simulation result shown in Fig. 5 is conducted for the initial
conditions [z1(0), z2(0), 2(0)] =[2 —1 — 1.5].

Then, we add the lower order term by choosinga =1,b=1, ¢ =
0.5, « = 2/7,and 8 = 0, which gives

u=—yT —y—2%% — 2z Z=u—0.52%% - 05z (34)

The simulation result shown in Fig. 6 is conducted for the same initial
conditions [z1(0), z2(0), 2(0)] = [2 — 1 — 1.5]. It is clear that with
the lower order term, the trajectories of the closed-loop system converge
to zero in a shorter time.

) a=0, b=1, ¢=0.5, « =2/7, =0

15 —
4
4L i
0.5 4
or D
osf | 1
i
1 Y/,’ 4
1.5 »’b i
-2 L L L L L
0 5 10 15 20 25 30
Time(s)
Fig. 5. State trajectories of (19) with controller (33).
) a=1, b=1,¢=0.5, a =2/7, =0
X4
—_—
z
15 d . . . . .
0 5 10 15 20 25 30
Time(s)
Fig. 6. State trajectories of (19) with controller (34).

[II. CONCLUSION

This article has shown that the lead compensator commonly used
in classic control theory can be utilized to solve the global output
feedback stabilization problem for a class of nonlinear planar sys-
tems with unknown structures and measurements. Several variants
of compensator-based controllers have been showcased for different
kind of planar systems and for different performances. Although the
compensator-based method has demonstrated effectiveness in the pla-
nar case, the problem of how to apply this method to higher dimensional
systems is still open and worth further investigation.
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