1274

IEEE TRANSACTIONS ON COMPUTERS, VOL. 72, NO. 5, MAY 2023

PMDB: A Range-Based Key-Value Store
on Hybrid NVM-Storage Systems

Baoquan Zhang ', Haoyu Gong, and David H.C. Du, Fellow, IEEE

Abstract—Emerging Nov-Volatile Memory (NVM) may replace DRAM as main memory in future computers. However, data will likely
still be stored on storage due to the enormous large size of available data. We investigate how key-value stores can be efficiently
designed and implemented in a hybrid system, called NVM-Storage system, consisting of NVM as memory and traditional storage.

We first discuss the performance trade-offs among Put, Get, and Range Query of the existing designs. Then, we propose PMDB, a
range-based key-value store on NVM-Storage systems. PMDB achieves good performance for Put, Get and Range Query at the same
time by utilizing a range-based data management and deploying a light-weight index on NVM. We compare PMDB with the state-of-the-
art schemes including SLM-DB [21] and MatrixKV [40] for hybrid NVM-storage systems. Evaluation results indicate that in workloads
with mixed Put, Get and Range Queries, PMDB outperforms existing key-value stores by 1.16x —2.49 x .

Index Terms—Non-volatile memory, key-value store, log-structured merge tree, interval tree

1 INTRODUCTION

BYTE-ADDRESSABLE Non-Volatile Memory (NVM) provides
data persistence in memory speed [5]. Although NVM
has a higher storage density than DRAM, it still may not be
large enough to hold all data in this big data era [1], [41].
Therefore, in this paper we target a hybrid system, called
NVM-Storage system, which includes both byte-addressable
NVM as memory and block-based storage like Solid State
Drive (SSD) or Hard Disk Drive (HDD) to achieve both high
performance and large capacity at a reasonable cost.

In current storage infrastructure, key-value (KV) stores
play an essential role in various application scenarios includ-
ing data storage services [10], streaming platforms [28],
machine learning pipelines [4], etc. Generally, KV stores pro-
vide three major access functions, Put (write a single KV
pair), Get (read a single KV pair) and Range Query (a query
toread multiple KV pairs within a specified key range). Dele-
tion of a KV pair is implemented by a Put function with the
key and a deletion mark as the value. Building KV stores on
NVM-Storage systems to achieve a better performance can
be very critical for many upper-layer applications. Although
existing studies have explored and proposed several
approaches [21], [22], [40], there are performance tradeoffs in
these approaches for Put, Get and Range Queries.

Several approaches [22], [40] build KV stores on NVM-
Storage systems based on Log-Structured Merge Tree (LSM-
Tree) [30]. NVM is used as a write buffer to merge repetitive
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updates before writing KV pairs to storage. However, LSM-
Tree trades performance of Get for that of Put. A Get in an
LSM-Tree is inefficient since reading a KV pair will result
in multiple storage accesses. [8], [9]. In addition, although
an LSM-Tree provides a higher Put efficiency than other
data structures, the level-based compaction of LSM-Tree
introduces a relatively large number of data rewrites on
storage. A KV store’s Put performance can be further impro-
ved by reducing the number of data rewrites on storage
[31], [39]. Since the compactions are typically triggered by
inserting new KV pairs (Put functions), we consider the
compaction cost as part of Put cost.

SLM-DB [21] is another approach that builds a B+ Tree
index on NVM and stores KV pairs on storage in a single
level. The B+ Tree identifies the location of each KV pair in
storage. SLM-DB ensures a good Get performance since each
Get in SLM-DB only requires one storage read after search-
ing the B+ Tree in NVM for the location of the target KV pair.
However, the global B+ Tree index and the single-level struc-
ture intensify the performance trade-off between Put and
Range Query. That is, it can only ensure a good performance
for either Put or Range Query, but not both at the same time.

To meet the challenge of performance trade-offs among
Put, Get and Range Query, we propose PMDB, a range-
based KV store on NVM-Storage systems that provides effi-
ciently Put, Get and Range Query at the same time. To
ensure good performance of Put, Get and Range Query,
instead of using a single-level (like SLM-DB) or multi-level
(like LSM-Tree) structure in storage, PMDB manages KV
pairs on storage based on disjoint key ranges. A Partition
consists of multiple disjointed key ranges on storage and an
individual write buffer (MemTable) on NVM. The number
of partitions is dynamically increased based on the number
of KV pairs inserted. However, it will be upper bounded
due to the NVM space limit for write buffers. The KV pairs
are compacted (re-organized) with a new type of two-stage
compaction called Partition and Range compactions. To
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further ensure a good Get performance, PMDB also builds
an index on NVM. To reduce the update and NVM space
overheads, instead of using a per-key index, PMDB uses a
light-weight and block-based index which combining a
binary search tree with a novel Interval Filter Tree (IFTree)
on NVM. That is, a node in the binary search tree has a link
pointing to a data block in a Sorted String Table (SST) (SST
will be defined later) instead of an individual KV pair.

PMDB fully leverages the byte-addressable and data per-
sistent properties of NVM to build complex indexes for key-
value pairs on storage. Besides, NVM has a larger capacity
than DRAM which allows PMDB partitions the storage and
deploys a MemTable for each partition. We compare PMDB
with the state-of-the-art schemes including SLM-DB [21]
and MatrixKV [40]. Evaluation results indicate that PMDB
is the only KV store achieving good performance for Put,
Get and Range Query simultaneously. In workloads with
mixed queries, PMDB outperforms other KV stores by
1.16x —2.49 x .

The rest of the paper is organized as follows: In Section 2,
we discuss the challenges of designing KV stores on NVM-
Storage systems. The design of PMDB is presented in Sec-
tion 3. The implementation issues of PMDB are discussed in
Section 4. The comparisons of PMDB performance with
existing schemes including SLM-DB and Matrix-KV are pro-
vided in Section 5. The related work of PMDB is included in
Section 6 and we offer some conclusion in Section 7.

2 CHALLENGES OF BUILDING KEY-VALUE STORES
ON NVM-STORAGE SYSTEMS

Workload characterization [4] of KV stores indicates that the
performance of Put, Get and Range Query is essential to the
support of upper layer applications. Therefore, we focus on
building KV stores on NVM-Storage systems to achieve
good performance for Put, Get and Range Query. Existing
research has proposed and exploited several approaches.
However, there are trade-offs among the performance of
Put, Get and Range Query. It is challenging to improve the
performance of all of them with better trade-offs.

LSM-Tree-Based Key-Value Stores. LSM-Tree is a write-
optimized data structure widely used in KV stores [10],
[11], [13]. In the implementation of LevelDB [13] (a type of
LSM-Trees), it buffers new KV pairs in a MemTable in
DRAM first. Once the MemTable is full, it will be flushed to
Level 0 (Lg) on storage as a Sorted String Tables (SST)(i.e.,
all KV pairs in an SST are sorted based on their keys). That
means Ly will include SSTs with overlapping key ranges.
Beyond L, LevelDB stores KV pairs using multiple levels
with increasing level sizes based on a configurable size ratio
between adjacent levels. In each level above L, KV pairs
are stored in SSTs with disjoint key ranges and each SST
consists of multiple data blocks with sorted KV pairs.

A compaction process migrates data from a lower level to
the next level if the lower level’s size reaches a threshold.
For example, a compaction can include one SST from I,
and multiple SSTs from L; whose key ranges overlap with
the key range of the SST from L. The compaction is exe-
cuted by reading all involved SSTs from storage and merge
them in memory. After the merging, the newly sorted SSTs

are written back to L, on storage. An approach based on
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Fig. 1. SLM-DB.

LSM-Tree can achieve a higher write efficiency than other
data structures since it only performs sequential writes and
a compaction is triggered infrequently based on the size
ratio between two adjacent levels. The level structure limits
the total amount of data to be included in a compaction.

However, an LSM-Tree trades the performance of Get for
that of Put. A Get in LSM-Tree has to check the MemTable,
every SSTs in L;, and one SST from each other levels
sequentially until the KV pair is found or the highest and
largest level is searched. Moreover, finding a key in an SST
may also need multiple I/O accesses since an SST consists
of multiple data blocks[14] (i.e., a data block is the basic unit
of I/O accesses). As a result, a Get operation may lead to
multiple random storage I/O accesses, thus degrading the
Get performance significantly [8], [9]. Besides, although the
Put efficiency of LSM-Tree can be higher than other data
structures like B+ Trees, its Put efficiency can be further
improved by reducing the number of data rewrites intro-
duced by the leveled compaction[31], [39]. Several studies
have built KV stores on NVM-Storage systems based on
LSM-Tree [22], [24], [40]. Typically, a MemTable is used in
NVM to hold and sort newly inserted KV pairs and a lev-
eled structure like LSM-Tree is used in storage. Therefore,
they suffer from the performance trade-offs of LSM-Trees
and fail to provide good performance for Put, Get and
Range Query at the same time.

Indexing KV Pairs on NVM. SLM-DB (as shown in Fig. 1)
deploys a MemTable in NVM and store all SSTs on storage
in a single level. Besides, SLM-DB builds a global B+ Tree in
NVM recording the location of every KV pair in storage.
SLM-DB ensures a high Get efficiency since a KV pair can
be accessed from storage with only one storage read after
searching the B+ Tree to identify its location. However,
without compactions, the response to a Range Query can be
inefficient since it may access an excessive number of over-
lapping SSTs. Besides, multiple versions of keys may exist
in different SSTs which increasing the storage space over-
head. Therefore, SLM-DB also deploys a selective compac-
tion as described below to merge and sort overlapping SSTs
in storage from time to time.

SSTs will be selected as compaction candidates under
two conditions: 1) If the number of distinct SSTs refer-
enced by keys in a leaf node of B+ Tree reaches to a given
maximal number, all SSTs containing KV pairs referenced
by the leaf node will be selected as compaction candidates;
and 2) If the ratio of invalid keys in an SST is larger than a
maximal ratio, the SST will also be selected as a compac-
tion candidate. The selective compaction will be triggered
if the total number of compaction candidates reaches a
threshold.
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The global B+ Tree and the single-level structure with
selective compaction intensifies the performance trade-offs
between Put and Range Query. That is, to achieve a good
range query performance, the selective compaction will
have to be performed/triggered more frequently impacting
the put performance.

Considering the selective compaction, we plan to discuss
its access properties based on the example shown in Fig. 1.
KV pairs in a newly-flushed SST can be distributed over a
wide key range and scattered over a large number of leaf
nodes in B+ Tree. SST 0 is a newly flushed SST from NVM
and contains KV pairs referenced by multiple leaf nodes of
B+ Tree, e.g., leaf 0, leaf 1, etc. One newly flushed SST can
cause an increase in the SST counts of several leaf nodes
simultaneously. As a result, a good number of SSTs will be
selected as compaction candidates that may increase the fre-
quency of selective compactions.

Besides, the selective compaction may introduce some
extra data rewrites by including SSTs whose key ranges are
significantly different from each other, but overlapped in a
small range. For instance, in Fig. 1, SST 0 and SST 1 are
newly flushed from NVM with a larger size and wider key
ranges than the existing SST 2. All these three SSTs will be
selected as compaction candidates if leaf 0 reaches its maxi-
mal count of SSTs. Then, they will be merged and rewritten
during the compaction. However, the newly flushed SST 0
and SST 1 also include many KV pairs with their keys out of
the range of leaf 0.

Finally, the write performance can be further impacted by
the required relatively large NVM space and update overhead
of the global B+ Tree. Since the B+ Tree stores every KV pair’s
location, its size becomes larger with an increasing number of
KV pairs. With a fixed NVM size, the available NVM space
for write buffer becomes less. A smaller write buffer may
increase the total number of data writes to storage since it can
absorb fewer updates before flushing out to storage. Besides,
the B+ Tree must be searched and updated for each KV pair
when creating new SSTs during compactions. The perfor-
mance of searching and updating the B+ Tree can be signifi-
cant if we assume that the read /write performance NVM is
multiple times slower than that of DRAM.

Summary. LSM-Tree based KV stores suffer from the per-
formance trade-off between Put and Get. The Put perfor-
mance can also be further improved by reducing the
number of data rewrites introduced by the leveled compac-
tion. SLM-DB ensures a good Get performance by building
B+ Tree in NVM for every KV pair in storage. However, the
performance trade-off between Put with compactions and
Range Query is intensified by the global B+ Tree and its sin-
gle-level structure. Therefore, our goal is to design a KV
store on NVM-Storage systems which can better deal with
the performance tradeoffs and achieve high performance
for Put, Get and Range Query at the same time.

3 PMDB OVERVIEW

3.1 PMDB Architecture

Fig. 2 shows the overall architecture of PMDB. PMDB
includes two major mechanisms: a range-based data man-
agement and a light-weight NVM index to achieve a better
performance trade-off among Put, Get and Range Que
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Range-Based Data Management. Instead of a single-level or
multi-level structure, PMDB stores KV pairs on storage
in small disjoint key ranges. NVM has a larger capacity than
DRAM. Existing studies assumes that the NVM space can
be 10% of the total data set [22], [40]. Therefore, PMDB
deploys multiple write buffers (MemTables) on NVM: one
for each partition. Each partition represents a disjoint key
range that consists of a number of SSTs. If we use a single
large MemTable, a newly-flushed SST will overlap with a
large number of key ranges on storage which may increase
the data rewrites on storage in later compaction process.
Besides, flushing a large MemTable may also impact the Put
performance [3], [40]. On the other hand, a small MemTable
may not be very efficient for flushing data to storage. There-
fore, a reasonable size of MemTable has to be chosen. That
is, in PMDB, a fixed size MemTable is used. With a fixed
size NVM, this will limit the number of partitions.

As shown in Fig. 2, PMDB partitions the possible key
range into a number of disjoint key ranges with each as a
partition, and maintains a MemTable for each partition.
Each flush operation will only flush one MemTable in a par-
tition to reduce the number of overlapped key ranges for
the newly-flushed SST and to avoid impacting foreground
write operations significantly. At the beginning of a KV
store, there is only a single partition with one very wide key
range. The number of partitions will increase with more KV
pairs are inserted until a limit is reached. Since MemTable
needs to maintain a certain size for better I/O performance,
when the number of KV pairs is continuously inserted, the
number of disjoint key ranges (represented by the nodes in
the binary search tree) will increase, but not the number of
partitions. Thus, a partition may consist of several consecu-
tive smaller disjoint key ranges. That is, a partition is repre-
sented by an intermediate node in the binary search tree
and all nodes under this node represents disjoint key ranges
of this partition.

As we discussed in Section 2, compacting overlapping
S5Ts whose key ranges are widely different may result in
an extra number of data rewrites. Therefore, PMDB utilizes
a two-stage, partition and range, compaction to reduce the
frequency of compactions. It also ensures that any compac-
tion will only include SSTs with largely overlapped key
ranges.

As shown in Fig. 2, PMDB will flush the filled up MemT-
able in a partition to a Stash Space as an SST. That is, each
partition has a separate Stash Space. After the number of
SSTs accumulated in the Stash Space reaches a limit, a parti-
tion compaction will be triggered to merge and sort these
potentially overlapped SSTs since they cover the same key

range in a partition. A set of new disjoint SSTs are created
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based on the existing disjoint key ranges in the partition as
the result of compaction. Then these disjoint SSTs will be
added into their corresponding existing key ranges. When
adding a new SST to a key range, the existing SSTs in the
key range will not be resorted and rewritten. Therefore,
each key range may also include several overlapped SSTs.
A range compaction may be triggered if a key range accu-
mulates enough number of overlapped SSTs. As the result
of range compaction, several smaller key ranges are formed
in the original key range and each key range corresponding
to one of the newly formed SSTs.

With this range-based data management, to maintain a
good performance of range queries, compactions do not
have to be triggered frequently. In the proposed two-stage
compaction, each compaction will only involve SSTs with
closely overlapped key ranges that further reducing the
data rewrites introduced by the compaction. Therefore, the
Put performance with compactions will be less impacted.
However, a key range on storage including overlapping
S5Ts may impact the Get performance. Therefore, to
improve Get performance PMDB also builds special indexes
for overlapping SSTs on NVM.

Light-Weight NVM Index. PMDB uses a binary search tree
in NVM to index both partitions and disjoint key ranges on
storage. That is, some intermediate nodes of the binary
search tree correspond to the key ranges of partitions and
the leaf nodes correspond to disjoint key ranges in storage.
The space overhead for the global binary search tree is neg-
ligible compared to those of IFTree and MemTable. The
global binary search tree indexes the disjoint key ranges on
storage. Since either a Stash Space or a key range may
involve overlapping SSTs that decreases search efficiency
for Get. To improve the search efficiency with overlapping
SSTs, PMDB builds an Interval Filter Tree (IFTree) in each
Stash Space and each disjoint key range as shown in Fig. 2
(represented as triangles). A node of an IFTree points to a
data block in an SST. An IFTree consists of pointers to the
sorted data blocks of overlapping SSTs based on their corre-
sponding key ranges, and stores a bloom filter for each data
block. When adding a new SST to a key range or a Stash
Space, block information of the new SST will be added to its
corresponding IFTree. The detailed design of [FTree will be
further discussed later in Sections 3.3 and 4.1.

When searching a key, we follow the binary search tree to
identify the partition and the key range under the partition
that potentially hold the KV pair. Then, we search the key
with the order of MemTable of the partition first, Stash Space
of the partition and the corresponding key range. In the
Stash Space or the key range, data blocks potentially includ-
ing the key can be quickly identified via its corresponding
IFTree. Also, unnecessary storage reads can be avoided
with their bloom filters. An IFTree indexes the data blocks
consisting of multiple KV pairs. Therefore, the total size of
an IFTree is small. Besides, the false positive rate of a bloom
filter is typically small. For example, in the default setting of
LevelDB, the false positive rate of a bloom filter is about
0.03. The amortized number of storage reads for each search
can be a little bigger than one.

Compared to SLM-DB which has per-key indexes in
NVM, PMDB builds indexes in NVM based on data blocks
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Fig. 3. Two-stage compaction.

total size and update overheads of PMDB NVM index are
much smaller. Besides, SLM-DB has a single-level structure
on storage. The single-level structure intensifies the perfor-
mance trade-off between Put and Range Query. An SST in
the single-level structure may overlap with all of the exist-
ing SSTs. Thus compaction can be triggered frequently and
each compaction may include a large amount of SSTs.
PMDB inherits some designs from SLM-DB. For example,
compactions in PMDB can also be triggered by invalid key
ratios. Besides, PMDB uses a partition structure for storage
so that SSTs only overlap with those in the same partition.
PMDB also deploys a two-stage compaction to ensure that a
compaction in PMDB only compacts SSTs with similar
ranges.

3.2 Two-Stage Compaction

The purpose of the compaction is to improve the Get/Range
Query efficiency and remove invalid KV pairs. Therefore,
PMDB sets two thresholds to trigger a compaction: the
number of storage I/Os to search a key in the worst case
(max_io) and the invalid key ratio (invalid_ratio) (the same as
used in SLM-DB). We will discuss how to set these two
thresholds later. Besides, PMDB also utilizes an additional
seek-based compaction to improve the performance of
range queries. If range queries are executed frequently over
a particular key range, PMDB will also more frequently
compact the overlapping SS5Ts in the key range. With these
compaction parameters, PMDB can be tuned to either
reduce the number of rewrites during compactions or to
improve the Get performance. The number of SSTs involved
in each compaction is also reduced since a stash space or a
key range will only include a limited number of overlap-
ping SS5Ts.

Fig. 3 shows the two-stage compaction process within the
key range of an MemTable in a partition. The dark gray
boxes are new SSTs produced by compactions. We repre-
sent an SST with a format of {key,, ke,..., key,}. For the con-
venience of presentation, we also mark each SST with an
SST ID, e.g. 51, 52, etc. In PMDB, an SST ID is unique and
incremental. New KV pairs inserted into this partition will
be first buffered in MemTable. Each MemTable is imple-
mented as a SkipList (the same as in [21], [22]). A MemTable
will be flushed to Stash Space as an SST if its size reaches a
threshold /limit. Then the two-stage compaction is executed
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Partition Compaction. In Fig. 3, the Stash Space has four
overlapping SSTs: S14, S13, 512, and S11. Once a partition
compaction is triggered, the SSTs in the Stash Space will be
merged. The newly generated SSTs, 515 and S16, are dis-
joint, and created based on key range £ <45 and 45 < k <
61. Two new SSTs, S15 and 516, are produced since the com-
paction results include 7 key-value pairs and the maximal
number of key-value pairs in an SST is 4 in our example.
Finally, the two new SSTs are added to their corresponding
key ranges without rewriting and merging with the existing
SSTs. However, the data blocks in the new SSTs are updated
in their corresponding IFTrees.

Range Compaction. A range compaction may be triggered
to merge overlapping SSTs in a key range. A key range has
a capacity limit (20 SSTs by default in PMDB) to reduce the
time and space overheads of a compaction. A range com-
paction has two possible operations: write back or split. If a
compaction produces more than 20 SSTs, a key range will
be split into two ranges. Otherwise, the produced SSTs will
be written back to the current key range. In Fig. 3 the range
compaction for 45 < key <61 will execute the write
back operation (Range Compaction Writeback). That is, new
SSTs, 521 and S22, are written back to the key range
45 < key < 61. The compaction for the key range key < 45
performs a split (Range Compaction Split). That is, two
smaller key ranges, key < 28 and 28 < key < 45, are created
using the median key 28 of the compaction results. The key
range split does not introduce extra data rewrites since it is
executed during a range compaction. A key range splitting
will create a new key range on storage and a MemTable on
NVM. When PMDB runs out of NVM space, key ranges will
stop further splitting. PMDB can still serve writes and write
back new key values to storage without range splitting.
However, the number of SSTs in a key range will keep
increasing leading to a worse write and read performance.

Trade-Offs Introduced by Compaction Parameters. The basic
principle is that if frequent compactions are triggered, the
performance of Get/Range Query gets better and a better
space efficiency can be achieved while the Put efficiency
will be worst. The compaction parameters, max_io and inva-
lid_ratio, can trigger compactions for different purposes.
They also introduce different efficiency trade-offs among
Put, Get, Range Query and space.

The max_io is set to guarantee a worst-case Get/Range
Query performance. When max_io is large, a key range or a
Stash Space may accumulate more overlapping SSTs before
triggering a compaction. PMDB will have a better Put effi-
ciency since compactions are triggered less frequently.
However, it decreases the Get/Range Query efficiency. It
may also decrease space efficiency since more versions of
KV pairs can exist at the same time.

The invalid_ratio is to improve the space efficiency. If the
invalid_ratio is small, compactions will be triggered more
frequently if with excessive updates. The Get/Range Query
efficiency can also be improved since there will be fewer
overlapping SSTs. However, the Put efficiency will be
degraded. The invalid_ratio may have a significant perfor-
mance influence in update-intensive workloads.

The characteristics of real-world workloads show that
range queries has localities and certain key ranges may be
queried more frequently [4], [15]. Therefore, PMDB also
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Fig. 4. Indexing overlapping SSTs using IFTree.

deployed a seek-based compaction. If a key range is being
queried frequently, a compaction will also be triggered. The
seek-based compaction improves the read performance,
especially the performance of range queries. Besides, the
seek-based compaction limits its impact on Put efficiency by
only triggering compaction on frequently-queried ranges.

3.3 Light-Weight NVM Index with IFTrees

As shown in Fig. 2, PMDB indexes key ranges using a
binary search tree. Each key range (pointed by a leaf node)
and the stash space of a partition may include overlapping
SSTs. IFTrees are used on NVM to index overlapping SSTs
to increase the read efficiency.

Fig. 4 shows how an IFTree indexes the data blocks in
overlapping SSTs. A node of IFTree includes the key range
of each data block (Range) and an Augment information
(Aug). It also contains a link that points to its corresponding
data block (shown by a dashed link in Fig. 4). Considering
at the beginning, there is only SST 0. SST 0 has three data
blocks whose ranges are {20, 27}, {30, 38} and {41, 45}. There-
fore, an IFTree is created with three nodes, nodes 0, 1 and 2,
and sort them based on their start keys. The augment (Aug)
of a tree node records the smallest and the largest keys in
their subtrees. Therefore, with only SST 0, the augments of
nodes 0, 1 and 2 are {20, 45}, {20, 27} and (41, 45) respec-
tively. When SST 1 is added including three more data
blocks overlapping with those in SST 0. The IFTree will add
three new nodes: nodes 4, 5 and 6. The Augments of exiting
nodes will be updated based on the key ranges of data
blocks in SST 1.

When searching a key, subtrees of a node can be fanned
out based on its augment information. For example, the
searching process of key 43 can start from node 0. The key
range of node 0 {30, 38} indicates that the indexed data block
does not contain the target key 43. Before we search the chil-
dren of node 0, we will further check its augment. The aug-
ment of node 0 is {20, 49} which includes the target key 43.
Therefore, we will further check its two children: nodes 1
and 2 of node 0. However, neither the key range nor the aug-
ment of node 1 includes the target key 43. Thus, the children
of node 1 will be removed from the follow-up searching pro-
cess. Finally, we can identify that the only data block
indexed by node 2 (i.e., (41, 45}) includes the target key 43.
Since we may search multiple overlapping data blocks for a
given key, a bloom filter of its corresponding data block is
also stored in the tree node to avoid unnecessary storage

reads. Onlzg if the bloom filter of a possible data block does
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Fig. 5. IFTree implementation.

potentially include the searched key, the data block will be
accessed from storage.

Since the IFTree indexes data blocks instead of each KV
pair, the sizes of binary search tree and IFTree are reduced.
PMDB can save more NVM space for write buffers (i.e.,
more partitions). More repetitive updates can be merged in
NVM further reducing the data rewrites on storage. Besides,
an [FTree is also updated less frequently since it will only be
updated for each data block instead of each KV pair. There-
fore, the update overhead of the NVM index is also reduced
and it can avoid impacting the write performance.

4 PMDB IMPLEMENTATION

This section discusses the implementation of PMDB includ-
ing the implementation of IFTree and the range-based data
management. We also introduce the interfaces of PMDB.

4.1 IFTree

IFTree is a critical data structure to index the data blocks in
overlapping SSTs in a Stash Space or in each disjoint key
range. Essentially, IFTree is a specially-designed augmented
interval tree [12]. To be self-balance, an augmented interval
tree can be implemented based on AVL-Tree [35] or red-
black tree [17]. In PMDB, IFTree is implemented by red-back
tree since a red-black tree can achieve better insert perfor-
mance and less additional memory cost [17].

In the augmented interval tree implemented based on
red-black tree, node augments do not need to be modified
for re-color operations since the tree structure does not
change. During a rotation, augments of the involved nodes
will be updated according to their new children [12].

Fig. 5 shows the implementation of an IFTree. An SST
includes multiple data blocks (we assume the default block
size is 4KB) [14]. Therefore, an IFTree is a tree structure
with each node of the tree referring to a data block in an SST
(shown by dashed pointers in Fig. 5).

Searching A Key. Algorithm 1 shows the process of search-
ing a key. The search process in an [FTree starts from the
root node with a Breath-First Search (BFS). When BFS
arrives at node;, the KeyRange and bloom filter of node; will
determine if the target key exists in the data block. That is,
only if the key range includes the target key and the bloom
filter tested positive, we will access and check the data
block. Otherwise, the node’s augment including the min
and max keys of the data blocks in its subtrees and it is used

to make the fan out decision of its subtree. If the target key
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is not in the range of augment of node;, the subtrees of node;
will be excluded from the follow-up BFS.

Adding A New Data Block. IFTree is a particular type of
binary search tree. The nodes of an IFTree are sorted based
on the start keys of the indexed data blocks. When add a
new block;, a new node; is created. The place to add the
node; can be identified by binary searching the IFTree based
on the max value of the corresponding key range of the data
block. Since the nodes visited during this binary search are
ancestors of node;, the augments of visited nodes should be
updated using the key range of node;.

Algorithm 1. Searching a Key in IFTree

def search(key, locations)
to_visit.append(root)
while not to_visit.empty do
node = to_visit.pop()
if node and key in node.range, node.bloomfilter then
locations.append (node.location)
to_visit.append(nodeleft)
to_visit.append(node.right)
end if
end while

Updating Compaction Parameters. Both a disjoint key
range and the Stash Space of a partition use an IFTree to
index the data blocks of overlapping SSTs. Therefore,
PMDB also records the parameters to trigger compactions
in the IFTree. Compaction can be triggered, either in a key
range or a Stash Space by three thresholds, max_io, invalid_-
ratio and seek. The max_io is the required number of storage
I/0s to search a key in the worst case among the overlap-
ping SSTs. The invalid_ratio is the ratio of invalid keys that
can be calculated with the number of invalid keys (invalid)
and the total number of keys (fotal). The seek is the number
of range queries searched in the IFTree. The max_io and
invalid_ratio will be updated after adding data blocks of a
new SST.

Calculating the exact max_io and invalid_ratio can be diffi-
cult. A key range may include both disjoint SSTs from the
last range compaction and newly added overlapping SSTs.
Besides, [FTree indexes data blocks instead of KV pairs. It is
almost impossible to accurately identify whether a KV pairis
a new insert or an update. On the other hand, PMDB does
not require the exact max_io and invalid_ratio to trigger com-
pactions. Therefore, we estimate max_io and invalid_ratio as
follows. In most conditions, a newly generated SST will over-
lap with most of the existing SSTs in a key range or in a Stash
Space. Accordingly, for each new SST, we increment the
max_io of the IFTree by one. We also estimate the invalid_ratio
based on the bloom filters of data blocks. For each new data
block, PMDB identifies all of the overlapping blocks. Then
PMDB checks the bloom filters of overlapping blocks for
each new key. If the bloom filter of a block indicates that the
key may exist (tested positive), the invalid is incremented by
one. The inwvalid_ratio is calculated by invalid and total which
is the total inserted KV pairs in the key range.

Space Overhead. In the build-in benchmarks, dbbench [4],
of LevelDB and RocksDB, the default sizes of keys, values
and data blocks are 16B, 100B and 4KB respectively. A 4KB
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data block includes 32 KV pairs. Besides, by default, a bloom
filter includes 10 bits per key. Therefore, KeyRange of a node
is 32 bytes including two keys (min and max). The size of a
bloom filter is 40 bytes. The location address will be of 16
bytes including an 8-byte SST ID, a 4-byte block offset, and 4-
byte block size. The augment of a node is also 32 bytes
including two keys. Other tree structure information
includes a 1-bit node color, an 8-byte left/right child pointer.
Therefore, for a 4KB data block, the size of a node of an
IFTree is 136 bytes, and the total size of an IFTree is about
3.32% (136B/4KB) of the total data set size. The required
NVM space can be less if we use a larger block size.

4.2 Partitions and Key Ranges

To support Get and range queries, PMDB uses a Binary
Search Tree (BST) on NVM to index disjoint key ranges in
storage. Multiple disjoint key ranges are grouped by a parti-
tion (represented by an intermediate node) and each parti-
tion has a dedicated MemTable.

Fig. 6 shows the data structure of a partition. A node of
the BST stores the maximum (max) key of a key range in
storage. Besides, to further improve the search efficiency on
overlapping SSTs in a key range, each BST leaf node (corre-
sponding to a disjoint key range) also includes an IFTree.
Key ranges in the same partition (represented by an inter-
mediate node called partition node) will share an MemT-
able. When searching a key, the search process will then be
executed with the ordering of MemTable of a partition,
IFTree of the Stash Space, and the IFTree of the key range
covering the target key.

PMDB creates partitions by splitting from a single parti-
tion. Thus, workloads will be balanced among different par-
titions if the initial portion of the workload represents the
whole workload distribution. Otherwise, the partition can
be initially set up based on the understanding of the key dis-
tribution of the workload. In this paper we simply assume
the former case.

PMDB deploys MemTable whose size is the same to an
SST for each partition. Assume that each partition includes
at most 10 disjoint key ranges. Fach key ranges can store at
most 10 SSTs. The NVM space requirements for all MemT-
ables will be about 1% of the total data set.

Overall, the minimal NVM space requirements of PMDB
for both IFTree and MemTables can be about 5% of total
data set. PMDB can be tuned for more NVM budgets by
decreasing the maximal numbers of overlapping S5Ts in a
key range on storage.

We implement BST and IFTrees using Persistent Memory
Development Kits (PMDK) [20]. To ensure data consistency,
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libmemobj transactions [19] are used to modify the NVM data
structure. With much slower storage (compared with NVM
speed), the KV store’s overall performance will be domi-
nated by the number of storage accesses. The overhead to
ensure data consistency on NVM will not significantly
impact the overall performance. We have verified that the
performance overhead to ensure data consistency on NVM
is not significant by comparing with the overall write perfor-
mance of KV store with and without transaction guarantee.

4.3 Key-Value Store Interfaces
As a KV store, PMDB provides the following interfaces.

Put is to store a new KV pair. A new KV pair will be
inserted into the corresponding MemTable in a partition.
Deletions are executed using Put with a delete mark in the
Value. Invalid KV pairs will be dropped during compaction.

Get is to search a KV pair. PMDB will search the BST to
find the key range that possibly holding the KV pair. Then,
it searches the target key with the order of MemTable of the
partition containing the possible key range, Stash Space of
the partition that may store the target key, and the possible
key range containing the target key.

Iterator is for a range query. It consists of a Seek and a
Next function. When executing a range query, PMDB per-
forms the Seek using a start key and then call Next several
times. An iterator in PMDB consists of sub-iterators of a
MemTable in a partition, the SSTs in Stash Space, the SSTs in
a disjoint key range. During a Seek, PMDB will locate the
positions of the sub-iterators using the start key. For each of
the Next, PMDB will iterate all sub-iterators simultaneously
and choose the smallest key as the next key.

Recover is called after the system restarts after a failure.
PMDB maintains a root object at a specific location. The root
object stores the root node of the BST such that the index of
KV store can be recovered.

5 PERFORMANCE EVALUATION

5.1 Experimental Setup

Limited by the available resources, we use NVDIMM [33]
and spin for a specified duration with a time stamp counter
in its write and read interfaces to emulate different NVM
devices which is similar to prior works [6], [38]. We set write
and read latency of the NVM to 500ns (5x that of DRAM)
and 200ns (2x that of DRAM) respectively [27], [29].

We use an SSD to store SSTs through an ext4 file[25]. The
SSD (Dell 400-AFKX, SATA interface) has a 600Mbps data
transfer rate and a 480GB capacity. Following the approach
of some existing systems [21], [22], we implement PMDB by
modifying LevelDB [13]. We compare PMDB to two state-
of-the-art KV stores designed for NVM-Storage systems:
MatrixKV [40] and SLM-DB [21]. We use MatrixKV to repre-
sent KV stores using LSM-Tree based structure in storage
since it outperforms other designs [22], [24], [40]. SLM-DB
keeps one level in storage and builds an index for each KV
pair in NVM. We use two threads, one for executing bench-
marks, and the other for background compaction. In all
experiments, we disable data compression and enable
bloom filters (10 bits per key). We set the default SST size as
2MB, block size as 4KB, and an internal block cache as 8MB.
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Fig. 7. Put (Random Write).

Since SLM-DB is not open-sourced, we also implement
SLM-DB based on LevelDB. In our implementation, an
entry in the B+ Tree is 32 bytes, including a 16-byte key and
16-byte location information (i.e., SST ID, block offset, and
block size). The size of the location information in SLM-DB
is the same as that in PMDB. In SLM-DB, we use similar
configurations in [21] including the live key ratio (0.7), the
leaf node threshold (10), and the sequential degree thresh-
old (0.8). Since SLM-DB builds an index for each KV pair,
bloom filters are not needed.

In PMDB, the max_io and invalid_ratio are set to 10 and
0.3 respectively which are the same as used in SLM-DB. The
seek count to trigger seek-based compaction is set to 3. The
largest possible number of SS5Ts in a key range is set to 20.
Besides, the default NVM partition size is the same as the
maximal file size (2MB).

5.2 Micro-Benchmarks

We use the built-in benchmark tool, dbbench [4], to com-
pare the performance of MatrixKV, SLM-DB, and PMDB by
running different benchmarks including random workloads
and mixed skewed workloads. We also discuss the recovery
and space overheads, and analyze the sensitivity of PMDB
by varying the configurations.

5.2.1 Random Workloads

Random Writes (Put). We first discuss the write performance
of each design. We run random writes with 50GB in a total
data set which is similar to the prior work in [31], [39]. We
vary the Value sizes among 128B (400 million KV pairs),
512B (100 million KV pairs), and 1KB (50 million KV pairs).
The NVM size is set to 10% of the total data size which is
close to the configurations used in [22], [40].

We keep the same total NVM budget for each system.
PMDB and SLM-DB will use NVM to store both index struc-
ture and MemTables. However, when the Value size is 128B,
the size of B+ Tree in SLM-DB is about 25% (32B/128B) of
the total data set. The 5GB NVM is not large enough to store
the B+ Tree index of SLM-DB. PMDB builds an index for
each data block (4KB). The index structure on NVM of
PMDB is about 3% of the total data set size which can be
stored in the 5GB NVM. To compare PMDB and SLM-DB
with small KV pairs, in the evaluation with 128-byte Values,
we assume the index of SLM-DB can be stored in NVM and
the write buffer size of SLM-DB is the same as that of
PMDB.

Fig. 7 shows the performance of the random writes
including the latency (Fig. 7a) and throughput (Fig. 7b). We
also measure the sizes of the total data written to NVM
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(Fig. 7c) and to storage (Fig. 7d). Fig. 7d indicates that
PMDB achieves the smallest amount of data written to stor-
age. Compared to MatrixKV and SLM-DB, PMDB reduces
the total amount of data written to storage by 47.17% -
48.32% and 39.46% — 42.9% respectively.

Fig. 7c shows that MatrixKV achieves the least amount of
NVM writes since it only stores Level 0 in NVM. All com-
pactions in MatrixKV will not generate any updates in
NVM. SLM-DB and PMDB maintain index structures in
NVM. The index will be updated during Puts and compac-
tions. The total size of NVM writes in SLM-DB is signifi-
cantly influenced by the number of KV pairs. With a given
total data set size, a smaller Value means a larger number of
KV pairs. Since SLM-DB stores an index entry for each KV
pair, more KV pairs lead to a larger NVM writing size.
PMDB only builds an index referred to each data block.
Theretore, the Value size has less influence on its NVM writ-
ing size.

When the Value size is 128 bytes, the total NVM writing
size, including writing to MemTables and updating the
index, of PMDB is only about 4.61% higher than that of
MatrixKV. Compared to SLM-DB, PMDB reduces the NVM
writing size by 40.24%. The size of NVM writes due to index
updates is reduced by 90.12%. When the Value size is larger
(512 bytes and 1KB), the NVM writing size of SLM-DB
becomes smaller. PMDB still reduces the total size of NVM
writes by 9.92% and 5.32% for 512-byte and 1KB Value sizes
respectively.

However, Figs. 7a and 7b show that the performance of
SLM-DB is not better than that of MatrixKV with a Value
size of 128-bytes due to the larger performance overhead for
index updates. PMDB achieves the best write performance
since it reduces the writing sizes to NVM and to storage
simultaneously. PMDB reduces the write latency with dif-
ferent Value sizes by 50.14% — 54.89% and 48.74% — 61.63%
compared to those of MatrixKV and SLM-DB respectively.
The throughput of PMDB is 2.02x — 2.28x and 1.92x —
2.61x higher than those of MatrixKV and SLM-DB.

Random Reads (Get). We present the results of random
read evaluations after random write experiments. Similar to
[21], the number of reads covers about 20% of the total KV
pairs to reduce the total execution time. We show the per-
formance of random reads including latency (Fig. 8a) and
throughput (Fig. 8b). Similar to [8], [9], we also measure the
number of storage reads for each Get operation (Fig. 8d).
Besides, we also measure the number of NVM reads per
read to demonstrate the overhead of the index structure
(Fig. 8¢).

Fig. 8d indicates that MatrixKV requires the most num-
ber of storage reads (3.54 — 3.66) for searching a key since a
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Fig. 8. Get (Random Read).

read may check multiple SSTs and each SST needs multiple
storage I/O accesses. With the global B+Tree, SLM-DB
needs the least number of storage reads (0.97 - 0.99) to
search a key. Although PMDB using overlapping SSTs in
each key range, it can also search a key with a close effi-
ciency to SLM-DB (1.03 - 1.05) with the help of IFTrees.

Fig. 8c shows that MatrixKV has the least number of
NVM reads (31 - 61 per key) since it does not have an index
structure in NVM. Its NVM reads are only for checking
SSTs in Lj. SLM-DB has the most NVM reads since it
searches the B+ Tree in NVM for each key lookup. The size
of B+ Tree becomes larger with more KV pairs inserted.
Since PMDB indexes data blocks of 4KB size instead of each
key, the size of IFTrees is less influenced by the total num-
ber of KV pairs. Compared to SLM-DB, PMDB reduces the
total number of NVM reads by 29.03% — 74.24%.

Figs. 8a and 8b show that compared to MatrixKV, PMDB
reduces the read latency by 61.54% — 51.81%. The through-
put of PMDB is 2.61x — 2.06 x higher than that of MatrixKV.
PMDB achieves a comparable read performance to SLM-
DB. When the number of KV pairs is large, e.g., with 128-
byte Value, the read latency of PMDB can be close to that of
SLM-DB since the index search in SLM-DB introduces a sig-
nificant performance overhead. However, with 1KB Value,
PMDB has a higher read latency by 11.13% than SLM-DB
since the B+ Tree size in SLM-DB becomes smaller com-
pared to that of 128-byte Value.

Range Queries. This experiment evaluates the performance
of range queries. We set the Value size to 512 bytes since the
real workloads are dominated by small Values [2], [4]. We
pre-load KV stores with 50GB data and execute three types
of operations including Seek, Range8 and Range64. Seek Seek
means only a seek operation is performed. Seek is to find the
start point of a range query. In this case, bloom filters in
IFTree will not help. Range8 and Range64 mean a short-range
query of 8 keys and a longer range query of 64 keys respec-
tively. Note that the start keys of range queries are randomly
chosen/distributed. Therefore, seek-based compaction in
PMDB will have very limited benefits.

This evaluation only shows the throughput (Fig. 9a).
Besides, the performance of range queries is dominated by
storage I/Os since a range query requires multiple storage
1/0s. Therefore, we also show the number of storage 1I/Os
for each range query in Fig. 9b. Fig. 9b indicates that SLM-
DB achieves the highest efficiency for Seek. With the B+
Tree, SLM-DB can execute a Seek with only one storage I/0.
MatrixKV and PMDB need multiple storage I/0s to con-
struct iterators with overlapping SSTs. However, a single
Seek is less used. It is typically followed by several Nextsin a
range que
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Range8 in Fig. 9b shows the efficiency of KV stores for
short-range queries. Since consecutive KV pairs may be in
different SSTs, each Next of SLM-DB may lead to a random
number of storage I/Os. After a Seek, MatrixKV and PMDB
have built iterators with multiple data blocks. Next in a
short-range may not need additional storage 1/0Os. How-
ever, for a longer range query (Range64), SLM-DB can have
a closer efficiency with MatrixKV and PMDB since the pre-
viously read data blocks will be cached in memory. Some
Next function can be satisfied by the cached data blocks.

Fig. 9a shows that PMDB achieves a higher throughput
by 16.82% for Range8 than that of SLM-DB. For the longer
range queries (Range64), PMDB achieves a close perfor-
mance to that of MatrixKV. The throughput of Range64 of
PMDB is still 7.23% higher than that of SLM-DB.

5.2.2 Mixed Workloads

Real-world workloads are highly skewed and include mixed
types of operations [2], [4]. Therefore, we further discuss KV
store performance in skewed workloads with mixed opera-
tions as discussed in some existing studies [4], [36].

Similar to [36], we pre-load 50GB KV pairs randomly
with a Value size of 512 bytes. Since PMDB is less efficient
for short-range queries, we especially set the length of range
queries to 8. Then we run mixed workloads with different
ratios of the number of writes (Puts) and the number of
reads (Gets), and short-range queries. The skewness of the
workloads is defined in the same way as in [4], [36]. That is,
it is the ratio of the accesses of writes, reads, and the start
keys of range queries to a set of hottest keys. In our evalua-
tion, we set the hottest key ratio and the workload skewness
to 1% and 50% respectively as used in [36]. That is, 50% of
total accesses are for the 1% of hottest keys.

First, we vary the write ratio to represent the write-domi-
nated scenarios (Fig. 10a). We keep the same ratio of reads
and range queries. For example, if the write ratio (i.e., the
percentage of writes in total operations) is 0.2, both read
ratio (the percentage of reads in total operations) and range
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Fig. 10. Throughputs of mixed workloads.

ratio (the percentage of range queries in total operations)
will be 0.4. Results in Fig. 10a indicate that PMDB outper-
forms the other two KV stores in all workloads. The
throughput of PMDB is 1.16x — 1.54x and 1.51x — 1.62x
higher than those of SLM-DB and MatrixKV respectively.

Range queries can influence the performance of PMDB
significantly. Therefore, we further evaluate KV stores in
workloads including only reads and range queries with dif-
ferent range ratios (the ratio of the number of range queries
to the number of reads) (Fig. 10b). As shown in Fig. 10b,
PMDB can improve the efficiency of range queries with
seek-based compaction. When the range ratio is 0.2, the
overall performance is dominated by reads, the throughput
of PMDB is 1.96x higher than that of MatrixKV, and similar
to that of SLM-DB. When the range ratio is 0.8, the through-
put of PMDB is 1.21x and 1.61x higher than that of SLM-
DB and MatrixKV respectively.

5.2.3 Recovery and Space Overheads

Recovery. We measure the time to recover a KV store after
loading 50GB KV pairs with 512-byte Value. The results indi-
cate that all KV stores can achieve fast recovery. The time
required to recover the KV store is less than one second.

Space Overhead. We measure the NVM and storage over-
heads after completing a random write workload with 50GB
KV pairs with 512-byte Value. The storage space required for
MatrixKV, SLM-DB and PMDB is 44.92GB, 45.31GB, and
45.22GB respectively. Since invalid key ratios can trigger
compaction in both SLM-DB and PMDB, they do not intro-
duce significant storage overhead than that of MatrixKV
using leveled compaction.

The results of required NVM space indicate that
MatrixKV introduces the least NVM space overhead
(0.08GB) since it does not build indexes in NVM. Compared
to SLM-DB (2.73GB) with indexes to every KV pair, PMDB
(1.21GB) reduces the NVM space by 55.67% by constructing
indexes based on data blocks. A data block can store more
KV pairs if the Value size is small. When the Value size is 128
bytes, PMDB reduces the NVM space used for indexes by
88.31% compared to that of SLM-DB. The reduction of used
NVM space can be more significant if we enable data com-
pression or use larger blocks with sizes greater than 4KB.

5.2.4 Sensitivity Analysis

NVM Performance. There are multiple types of NVM with
different performance [21], [29], [34]. Therefore, we vary
NVM latency by changing the delay time in the write and
read interfaces of the reserved memory. Fig. 11 shows the

read and write throl(ljghput of three KV stores with different
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NVM latencies. The results indicate that the performance of
PMDB is less sensitive on the NVM performance compared
to SLM-DB. From 100/200ns to 500/900ns, the write and
read throughout of PMDB is decreased by 9.53% and 5.98%.
However, the write and read throughput of SLM-DB is
decreased by 16.2% and 9.98%.

NVM Space. We decrease and increase the total available
NVM space to 5% (5% NVM) and 20% (20% N'VM) from the
default 10% (10% NVM) of total size of data set respectively.
Note that with 512-byte value, the B+ Tree of SLM-DB will
need about 7.32% NVM to store B+ Tree. Similar to the previ-
ous evaluations, we set the write buffer size of SLM-DB the
same as that of PMDB and assume SLM-DB has enough
NVM to store B+ Tree. Then we run random writes (50GB
with 512-byte Value) and random reads with different avail-
able NVM space. The results indicate that PMDB can still
provide the best write performance with a comparable read
performance to SLM-DB with different available NVM sizes.
The write throughput (kop/s) of PMDB is 2.23x and 2.56x
higher than that of MatrixKV and SLM-DB respectively.

5.25 Configuration Parameters

Max_io and Invalid_ratio. The max_io and invalid ratio
determine the frequency of compactions. They influence the
trade-offs among write performance, read performance and
storage space overhead. First of all, we keep the default
invalid_ratio (0.3) and vary the max_io to 1, 10 and 20.
When max_io = 1, PMDB will do read-merge-write compac-
tion in storage. It achieves a close write and range perfor-
mance to MaxtixKV and read performance to SLM-DB.
When max_io = 10, the write throughput of PMDB is
increased by 2.36 x compared to that of max_io = 1. The ran-
dom read throughput is not significantly decreased with the
help of bloom filters. The performance of short-range
queries is decreased by 45.26% as we discussed. When
max_io = 20, the write performance of PMDB is further
increased by 1.7x compared to that of max_io = 10. How-
ever, the read performance is decreased by 17.96%.

Next, we keep max_io = 10 and increases invalid_ratio
from 0.3 to 0.5. The invalid_ratio has limited performance
impact without enough number of updates. Therefore, we
run random updates after loading KV pairs. After invalid_-
ratio is increased to 0.5 from 0.3, the write performance
increases by 32.26%. However, the required storage space is
increased by 19.22%.

Block Size. PMDB uses IFTrees to represent data blocks in
an SST of a key range. We study the performance of random
writes and random reads that influenced by varying block
sizes among 4KB, 16KB and 64KB. The results indicate that

a large block size will im'Prove the write performance. With
om IEEE Xplore. Restrictions apply.
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larger blocks, the size of IFTrees becomes relatively smaller
leaving more NVM space used by write buffers. Besides,
these IFTrees will be updated less frequently during a com-
paction. When the block sizes are set to 16KB and 64KB, the
write throughput of PMDB is increased by 15.37% and
42.11% respectively. However, if the block size is too large,
the read performance will be decreased due to a large data
transfer size for one storage read. The read throughput of
PMDB is decreased by 14.78% after we increase the block
size from 4KB to 64KB.

Partitions. We further run random writes without parti-
tions. The whole available NVM space will be used as a sin-
gle partition with one MemTable. The results indicate that
the write throughput of PMDB without partitions is
decreased by 21.45% compared to PMDB with partitions
due to the frequently-triggered compactions.

5.3 Yahoo! Cloud Service Benchmark (YCSB)

Same as some of the prior work [21], [36], we further evalu-
ate PMDB using core workloads from YCSB [7] including
workloads A ( 50% reads, 50% writes), B (95% reads, 5%
writes), C (100% reads), D (95% reads (latest values),
5% writes), E (95% ranges, 5%writes) and F (50% reads, 50%
read-modify-writes). The total data size used in YCSB is
50GB. The key and value sizes are 16 bytes and 512 bytes
respectively. Fig. 12 shows the throughputs of three KV
stores in six core workloads. Note that the results are pre-
sented with a log scale to make them more readable.
Although MaxtrixKV and SLM-DB achieves best perfor-
mance for range queries and Gets respectively, PMDB
ensures the best performance in workloads with mixed
operations. In write-intensive workload A, the throughput
of PMDB is 1.91 x and 1.46x higher than those of MatrixKV
and SLM-DB respectively. In read-intensive workloads (B,
D, E, F), the throughput of PMDB is 1.27x — 2.49x and
1.15x — 1.21x higher than those of MatrixKV and SLM-DB
respectively. In workload C (100% reads), the throughput of
PMDB is comparable (2.95% smaller) to that of SLM-DB,
and it is still 2.32x higher than that of MatrixKV.

6 RELATED WORK

Write-Optimized Key-Value Stores. KV stores play significant
roles in big data applications [8], [23], [37]. LSM-Tree based
approach has been widely used in KV stores to serve write-
intensive workloads [26], [32], [37]. Trade-offs among write,
read and space amplifications in an LSM-Tree have been
studied [8], [9] with compaction methods [31], [32], [39].
Key-Value Stores on NVM-Storage Systems. Several existing
studies build KV stores for NVM-Storage hybrid systems.
LSM-Tree based approaches including NoveLSM [22],
NVMRocks [24], and MatrixKV [40] store a small portion of
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data in NVM and KV pairs in storage using a leveled struc-
ture. SLM-DB [21] stores KV pairs in storage with a single
level structure and maintains a persistent B+ Tree [18] index
in NVM for every KV pair. LightKV [16] has partitions on
storage, but it still builds per-key indexes on NVM. Besides,
it only uses size-tiered compaction in each partition which
will lead to compacting a large amount of data involved in
a single compaction.

7 CONCLUSION

In this article, we propose PMDB, a range-based KV store
for hybrid NVM-Storage systems. PMDB can provide high
performance for both write and read operations. We have
compared PMDB to other state-of-the-art schemes designed
for hybrid NVM-Storage systems. The results indicate that
PMDB outperforms the other KV stores by 1.16x —2.49 x .
Besides, the performance of PMDB can be tuned for either
write or read-intensive workloads.
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