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ENDPOINT SPARSE DOMINATION FOR CLASSES OF
MULTIPLIER TRANSFORMATIONS

DAVID BELTRAN  JORIS ROOS ANDREAS SEEGER

ABSTRACT. We prove endpoint results for sparse domination of transla-
tion invariant multiscale operators. The results are formulated in terms
of dilation invariant classes of Fourier multipliers based on natural lo-
calized MP7? norms which express appropriate endpoint regularity hy-
potheses. The applications include new and optimal sparse bounds for
classical oscillatory multipliers and multi-scale versions of radial bump
multipliers.

1. INTRODUCTION

The purpose of this paper is to prove new endpoint bounds in multiscale
sparse domination for certain scale invariant classes of translation invariant
operators. Interesting partial endpoint sparse bounds are known in some
cases (see for example [18, 30]), but they seem to be generally missing in sit-
uations where the sharp LP-bounds rely on Hardy-space or BMO techniques.
Model cases for these situations are given by oscillatory Fourier multipliers,
for which we obtain optimal endpoint sparse bounds in Theorem 1.6 below,
and multi-scale extensions of radial 0-bumps (see Theorem 1.8).

1.1. Background and definitions. We begin by reviewing some definitions
(see the introduction of [5] for more details). Fix a lattice Q of dyadic cubes
in the sense of Lerner and Nazarov [38, §2]; this implies, in particular, that
the dyadic cubes at a fixed scale are half-open pairwise disjoint cubes, and
that every compact set is contained in some Q € Q. For f € Llloc, Qe
and 1 < p < oo, we set (f)g, = (Q|* fQ If()P dy)/P. Given 0 < v < 1 a
collection & € £ is called «y-sparse if for every Q € & there is a measurable
subset Eg C @ so that |Eg| > v|@Q| and the sets Eg with @ € & are pairwise
disjoint. Given a ~y-sparse family & of dyadic cubes, and 1 < py,p2 < oo the
corresponding sparse form is defined by

AS (i f2) = Z 1QI{f1)0 ., ([2)Q pa
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this is interesting in the range py < pj. The maximal (p1,p2)-form A3  is
given by
(1.1) A (fifo)= sup  AS L (fi, fo),

G:y-sparse

where the supremum is taken over all y-sparse families of dyadic cubes in Q.
We say that a linear operator T : C°(R?) — D'(R?) belongs to the space
Sp.,(p1,p2) (or satisfies a (p1,p2) sparse bound) if for all f1, fo € C2° the
inequality

(12) |<Tf17f2>| <C p17p2(f17f2)

holds with some constant C' independent of f; and f, and we denote by
||T‘|Sp,y(p17p2) the best constant in this inequality. The norm ||T° HSPw(m p2) de-
pends on v, but the space Sp,, (p1, p2) does not. As we keep ~ fixed through-
out this paper we will drop the subscript v when using the Sp7 (p1,p2) norm.
As mentioned above, the relevant case for applications is py < p) (and in-
deed if T is a convolution operator with compactly supported kernel, a
(p1,P}) sparse bound follows immediately from the LP* boundedness of T').
We remark that when py < pj we can change the a priori assumption of
fi1, fo € C to fi,fo € V where V is any subspace dense in LP for some
p € (p1,ph); for example, it is natural to choose V = LP* N LP (see [5,
Lemma A.1}).

The interest in (a pointwise/normed version of ) sparse domination started
because of its important consequences in weighted inequalities for Calderén—
Zygmund operators [35, 36, 20, 38, 32, 37, 6, 22]. For consequences of the
bilinear sparse domination (1.2) in weighted theory we refer to the paper by
Bernicot, Frey and Petermichl [8]. A detailed exposition of the importance
of sparse domination in harmonic analysis can be found in the introduction
of [43]; for many further examples beyond Calderén—Zygmund theory see
[33, 19, 5] and references therein.

In this paper we shall consider operators that commute with transla-
tions. They are defined as a Fourier multiplier transformation m(D) where

@f(g) — m(€)f(€). Here we work with f(&) = [ f(y)e®e) ' dy as the

definition of the Fourier transform of f € S(R?) and denote by f=F5
the inverse Fourier transform. For 1 < p < ¢ < oo we denote by MP~Y the
class of Fourier multipliers for which m(D) is bounded as an operator from
L? to LY%; the norm in MP~7 is just given by the LP — L7 operator norm of
m(D). A modification is needed for p = oo; then L™ is replaced by Cjp.

1.2. Scale invariant classes of multipliers: the main results. We shall now
formulate our three main theorems on sparse domination involving scale in-
variant classes of multipliers and subsequently discuss new sharp results for
oscillatory multipliers and multiscale radial bump multipliers. Our condi-
tions are motivated by p-sensitive endpoint multiplier theorems in [44, 46, 47]
(see also an earlier result by Baernstein and Sawyer [1] on HP multipliers
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for p < 1). The MP multiplier hypotheses (in particular the one in [47]) can
be seen as certain localized Besov-conditions where the Besov spaces are
built on suitable Fourier multiplier spaces. Here we will formulate similar
conditions which will be relevant for endpoint sparse bounds.

Let &y € C™®(R?) be supported in {z € R? : |z| < 1/2} such that
®o(x) =1 for |z| < 1/4. For £ € Z define

(1.3) Wy(x) = Bo(27 ) — Do(27 1)

which is supported in {x € R?: 273 < |x| < 271}, For a Banach space X of
distributions (here suitable classes of multipliers) let BY*(X) be the B{-Besov
space built on X, with norm

1Bl ge ) = I ollx + > 25| Tyl .
>0

The standard Besov-classes By, can be recovered by taking X = L*(R%);
however for our results it is most appropriate to take for X a multiplier
space such as M ’“—lq for r between p and ¢q. Let ¢ be a radial C'*° function
supported in {¢€ € R?: 1/2 < |¢| < 2} which is not identically zero.*

It was proved in [47] that
(1.4) [m|| sz < Cppsup [[¢m(t-)|| 411y , l<p<r<2

>0 B P (M)
Inequality (1.4) is related to results in [11, 45] but the latter are not ap-
plicable to endpoint estimates in many situations; indeed, they do not give
satisfactory results for the oscillatory multipliers in (1.6) below.

We state now versions of these results for (p,q’) sparse domination, with
three cases, depending on whether ¢ < 2, ¢ = 2 or ¢ > 2. Multipliers
for which the right-hand side of (1.4) is finite belong at least to the class
Sp(p, r'); this follows from the special case r = ¢ in our first theorem.

Theorem 1.1. Let 1 <p < q < 2. Then forp <r <gq,

[m(D)lspp,q) < Cpyr i;lg H(bm(t')”Bf(%*%)(MHq) :

For ¢ = 2 we can also let r = p to get a Sp(p,2) bound.
Theorem 1.2. Let 1 <p < 2. Then

Im(Dlspn < CpmpllomE)l gy

For g > 2 we have the following version.
1The assumption that ¢ is radial is convenient but not crucial; one can show that one

just needs to assume that for all rays emanating from the origin, the restriction of ¢ to
the ray is not identically zero.
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Theorem 1.3. Let 1 <p <2< q<p'. Then forqd <r <2,

(1.5)  [[m(D)llspp.a) < Cpgrx

su m(t: 1.1
(t>1g||¢ ( )\IBf<p L

+sup [gm(t) a1,
(Mp—=a) >0 B, 1 (

1 Mr'ﬁr')

Remarks. (i) The spaces of multipliers defined by the conditions in the above
three theorems are independent of the choice of the radial non-trivial func-
tion ¢ and independent of the specific spatial cutoff function. This can be
shown by routine but somewhat lengthy calculations. We omit the proof but
point out that our choice for ¢ can always be taken as the cutoff function ¢
used in the Calderén reproducing formula (2.1).

(ii) As noted in [44, p.152] the multipliers in Theorem 1.2 satisfy for
1 < p < 2 an inequality involving the Lorentz space LP»2,

Im(D)fllLez Sp Alfllp.  with A= sup [¢gm(E)]| 1y, :
t>0 B, P (MP—2)

This is shown to be a consequence of the weighted norm inequality
[ Gm)fPwde s 42 [ GUPOLI0l) # ds, 5= /2,

where M is the Hardy-Littlewood maximal operator, and G, G are suitable
Littlewood—Paley—Stein operators. For earlier closely related variants in
non-endpoint cases see [49, Ch.IV], [15].

(iii) The proofs of Theorems 1.1, 1.2, and 1.3 have a similar structure and,
in order to avoid repetitions, we shall present them together. They rely on an
iteration argument common in sparse domination; one main novelty in this
paper is that at every step of the iteration Calderén—Zygmund arguments are
combined with atomic decompositions in LP-spaces of functions on certain
dyadic cubes. This use of the iterated atomic decompositions is crucial for
the proof of Theorem 1.1, but can be replaced by applications of Littlewood—
Paley theory in the proofs of Theorem 1.2 and 1.3.

We can use the embedding L* ¢ MP~2 for 1 < p < 2, 1/p —1/2 =
1/u to derive a corollary of Theorem 1.2 which uses standard Besov spaces
Bd(l/p—1/2) — Bf(l/il’—l/2) (Lu)

u,1
Corollary 1.4. Suppose 1 <p <2, 1/p—1/2>1/u and m € L™ satisfies

su m(t- 1.1, < 00.
sup [om ()] s

u,l

Then m(D) € Sp(p, 2).

Another corollary of Theorem 1.2 involves radial multipliers where L“
is replaced by L2, as a consequence of the Stein-Tomas Fourier restriction
theorem.
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Corollary 1.5. Letd>2,1<p< 2%:31). Suppose that

sup [9h(t)]| si_y) < ool
t>0 B, " “(R)

Then h(|D|) € Sp(p, 2).

1.3. Oscillatory Fourier multipliers and Miyachi classes. For a > 0, a # 1
and b > 0 consider the Fourier multipliers

(1.6) Map(€) = e |€ ™ X0 (€)

where Yoo € C®(R?), Yoo (&) = 1 for [¢] > 1 and x vanishes in a neighbor-
hood of the origin. It is well-known that the operator m, (D) is bounded on
LP(RY) for all p € (1,00) if and only if b > ad/2. Moreover if 0 < b < ad/2,

LP boundedness holds if and only if agid% <p< aﬁa—d%’ i.e., equivalently,

if b > ad|: — 1| (see [50], [27], [40]). Miyachi [40] considered classes gener-
P

2
alizing the oscillatory multipliers mgy; for 0 < a < 1 these correspond to

translation invariant versions of the pseudo-differential operators with Sl__ba’ 5
symbols for which Fefferman [24] had already proved sharp LP bounds. We
say that m € FM(a,b) if m is supported in {£ € R? : |¢] > 1} and satisfies
the derivative estimates

(1.7) ImP)(€)] < Cplg|leDIAIP

for all multiindices 3 € N&. Tt is proved in [40] that for 1 < p < 2 the
multiplier operators m(D) with m € FM(a, ad(% — 1)) are bounded on L?;
this result is optimal.

In [5] it was shown that for 0 < b < ad/2, the operator m, (D) belongs
to Sp(p,p) in the open range for aﬁidzb < p < 2. For general multipliers
in FM(a,b) it was shown in [4] that the operators belong to Sp(p,2), in
the same p-range. We note that no nontrivial (pi,p2) sparse bounds with

p2 < p} was obtained at the endpoint p; = MQL&, ie. b= aal(pl1 — %)

We provide a full characterization of the sparse exponent set for the oscil-
latory multiplier operators mg (D) in the relevant parameter case 0 < b <
ad/2, thereby settling the open endpoint problem.

Theorem 1.6. Let a # 1 and 0 < b < ad/2. Let A(a,b) the closed triangle
with vertices Ql = (%"i'd_bav %_d_ba): Q2 = (%_d_lil’ %"i'd_lil): Q3 = (%_‘_d_lip %_‘_d_lil)
and mqp be the oscillatory multiplier in (1.6). Then

map(D) € Sp(p1,p2) <= (57, 5:) € Aa,b).

In particular for the oscillatory multipliers we get the Sp(p1,p2) bound
for the endpoint p; = aﬁidzb in the optimal range p1 < ps < p}. We also

have a sharp result that applies to the full class FM(a, b).

Theorem 1.7. Let a # 1 and 0 < b < ad/2. Let [\(a,b) be the closed

trapezoid with vertices Q1 = (% + d—l;,% - %), Qo = (% - %, % + %), Py =



6 D. BELTRAN J. ROOS A. SEEGER
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FIGURE 1. Sparse bounds for the general multiplier class
FM(a,b) (left) and for the oscillatory multipliers m,; (right)
for given a,b > 0 with 0 < b < ad/2.

( + ), P4:(%—|—d—l;,%). Then

m(D) € Sp(p1,p2) for allm € FM(a,b) < (pll, p%) € [\(a,b).

D=
&=

Y

D=

The results of Theorems 1.6 and 1.7 are illustrated in Figure 1. The
positive results on the edges (Q1Q3] and [Q3Q2) of the triangle on the right
are new for the oscillatory multipliers. For the FM(a,b) class the positive
results on the edges (Q1Ps], [P3Py], [P1Q2) of the trapezoid are new.

Remarks. (i) The general positive result about the multipliers in FM(a, b)
can be derived from Corollary 1.4. Indeed, this corollary implies sharp re-
sults for the classes of subdyadic multipliers considered in [3], see also a
relevant discussion in [5]. For the extended region of the oscillatory multi-
pliers we need to use Theorem 1.3.

(ii) The methods in this paper can also be used to strengthen results in
[4] on sparse bounds for pseudo-differential operators with symbols in the
Hormander classes SZ’(;, for 0 < 0 < p < 1. By [24, 39] these operators are

bounded on LP (here 1 < p < o0) provided that v < —d(1 — p)|% — % . In

the range —%l(l —p) < v <0 we now get the full endpoint sparse bounds,
extending the results for the multiplier classes FM(1 — p, —v), that is, the
operators belong to Sp(p1, p2) for (1/p1,1/p2) € N1 — p,—v).

(iii) The multiplier class in Theorem 1.2 is also relevant in the interesting
recent work by Bulj-Kovac [9] and by Stolyarov [51] on lower bounds for
other types of oscillatory multipliers; indeed the theorem allows to derive
upper Sp(p, 2) bounds in their setting.

1.4. Multiscale radial bump multipliers. Let x be a smooth bump function
supported in (—1/2,1/2) and set for small &

(1.8) hs(t) = x(07H (1 —|t])).
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The multiplier hs(|€|) occurs naturally as a building block for the Bochner—
Riesz multipliers. It is conjectured that in dimension d > 2 we have

(1 1

(1.9) sup 0% 73 ||hs(| - )| aarr < 00,

0<8<1/2

forl1 <p< f—fl. This conjecture is well known in two dimensions (the range

is then 1 < p < 4/3, see [12, 25, 21, 48]), and there are partial results in
higher dimensions. More specifically, by Tao’s arguments in [52] the bound
(1.9) for any fixed p < dZ—_gl follows from a slightly weaker bound with an
additional factor of ¢.d¢ for arbitrary € > 0 on the left-hand side, and such
estimates with the e-loss have been verified on a partial range of p (see [28]
for the latest results and more references).

Here, we consider the multiscale version

(1.10) ms(&) =Y arhs(2¥(¢)).

keZ

From [47] we know that if (1.9) holds for some p, < d2_ﬁ17 then we have

(1.11) sup 6% 7272 lms(D) || o1 <p supag.
keZ
for 1 < p < po.

Our purpose here is to illustrate how Theorems 1.1, 1.2 and 1.3 imply
various sharp or essentially sharp sparse domination results in a p-range that
will be optimal in two dimensions; in higher dimensions we limit ourselves
to the range 1 < p < 2%142) (i.e. the range dual to Tao’s bilinear Fourier
extension theorem [53]), as in this range the known sharp LP — L7 estimates
for hs(|D|) are well documented in the literature [2, 29, 14].

Theorem 1.8. Let mgs be as in (1.10) and let d > 2. Then the inequality

gL _1y_1
(1.12) sup 67272 1ms (D) lsp (s ) Sprpe SUP |4
0<8<1/2 kE€Z
holds if
d d—
(a) 1< p1 < 2(d_:_31) and D2 2 d(_i_lii)gl;ll; or

2(d+1 2(d+2 d—1
(b) (d+3) <p1 < (d+4) and py > d(+1—)2ppll'

Remarks. (i) Using the building block with ag = 1 and a = 0 for k£ # 0
one sees that this result is sharp in the sense that inequality (1.12) fails in

general if 1 < p; < f—fl and py < d(iii);;f This can be deduced directly

from a corresponding result for Bochner—Riesz operators in [34, §5].
(ii) For the proof of sufficiency in Theorem 1.8 we rely on Theorems

2(d+1)
d+3

1.2 and 1.3 in the range p; < and on Theorem 1.1 in the range

2(d+1) 2(d+2)
a3 <P1 < —g71 -
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1.5.  Necessary conditions for sparse domination of convolution operators.
Necessary conditions for general sparse operators were discussed in Chapter
2 of [5]; here we point out that they can be put in a simple form for scalar
operators. This result will be convenient for checking the sharpness of several
of the results mentioned above.

Let T : C°(RY) — D'(R?) with Schwartz kernel K € D'(R? x R?). Let
¥ € C*(R%) be supported in {z € R? : 1 < |z| < 2}. Define the distribution
Kpg as the multiplication of K with the C°° function ¥(R~!(z —y)) and let
Tr denote the linear operator with Schwartz kernel K. Define the rescaled
kernels

(1.13) K3(x,y) := RYKr(Rx, Ry) = ¥(x — y)R*K (R, Ry),

interpreted in the sense of distributions, and let T5™¢ be the rescaled version
of Tg, with convolution kernel K5*¢.

Proposition 1.9. Let T : C*(R?) — D'(RY) be a continuous linear oper-
ator with Schwartz kernel K and let TE™¢ be the rescaled version defined in
(1.13). Suppose 1 < p1,p2 < 0o and T € Sp(p1,p2), with po < py. Then T
extends to a bounded operator LP* — LP1>° qnd LP2' — LP2: moreover the
operators TR map LP' to LP> with uniform operator norm and

Il s e+ 1T g+ SR ITR N 1, 1T s

The proof is based on more general results in [5] and will be given in §10.

Structure of the paper. In §2, we present the induction scheme that proves
the sparse domination Theorems 1.1, 1.2 and 1.3. In §3 we discuss the
atomic decomposition, which is used in §4 to verify the base case for the
induction. In §5 we present a Calderén—Zygmund decomposition based on
the atomic decomposition. The plan for the proof of the induction step is
outlined in §6, with proofs presented in §7 and §8. In §9 we discuss the
applications of the main theorems and, in particular, how they imply the
positive results in Theorems 1.6 and 1.7, and the positive results on radial
multipliers in Corollary 1.5 and Theorem 1.8. Proposition 1.9 and the proof
of the necessary conditions for Theorems 1.6 and 1.7 are presented in §10.
Finally, §11 contains the proofs of some technical facts which are included
for the reader’s convenience.
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1954479 (D.B.), DMS-2154835 (J.R.), DMS-2054220 (A.S.), by a grant from
the Simons Foundation (ID 855692, J.R.) and by the Agencia Estatal de In-
vestigacion through RYC2020-029151-1 (D.B.).
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2. STRUCTURE OF THE INDUCTION ARGUMENT

In this section we present the proof strategy for Theorems 1.1, 1.2 and 1.3.
We will see that sparse bounds for m(D) can be deduced from sparse bounds
for finite multi-scale sums of spatially (and frequency) localized pieces of
m(D). The proof of the latter is based on an induction on the number of
pieces in the multi-scale sums, similarly to our previous work [5]. As in [5],
it is useful to work with a modified version of our maximal (pi,ps)-form
A*

p1.p2°
Definition 2.1. Given a dyadic cube Sy € Q let
S (F1 F2) 1= 50D D [SI(f1) 5, F2)3s
Se6
where the supremum is taken over all y-sparse collections & consisting of

cubes in Q(Sy), which denotes the subset of Q of cubes contained in Sy.

2.1. Decomposition as a multi-scale sum. Consider n, ¢ € S facilitating the
Calderon reproducing formula, i.e.,

(2.1a) 7 has compact support in {|z| < 10_d} and 7(0) = 0;
(2.1b) ¢ has compact support in {1/2 < [¢] < 2};
(2.1¢) Y nPeree ) =1, ¢#£0.

keZ

For any k € Z, let Ly and P, be defined by

Lif(€) = n(©)F(©), where o (€) := p(27*¢),
P f(€) = m(€)](©), where 7;,(€) = n(27*¢).
Let Ty, = m(D)Lj and denote by K} its convolution kernel, that is Kj =
F~prm]. We next perform a spatial decomposition of Kj. Let ®y and v
be as in (1.3). Let
K\ (@) = F pwm] (2)@0(22)
Ky (@) = F7 e (0)¥; () if j > —k

so that we get Ky = > 22 | K,gj) = K,g_k) +>s0 K,gg_k). Let T,gz_k) denote

the operator with convolution kernel K ,g_k) for £ > 0. Note that by (2.1c)

we have
{—k
m(D) =Y TiRP=Y Y T VPP
kEZ k€EZ £>0

It is also convenient to introduce some notation for the operator norm of
Tg_k). We first note that

L —

(2.2) KTV (2R¢) = (om(28)) * Wy €)
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and define the quantities

2k.) % D || pyra, if £ =0,
(23) Agfq[ ] AI;,fq _ H‘Pm( ) * /\OHM q éd(l_l) 1
" lom(28-) % Wyl ppr—sa2 P a) ) if £ >0,

and

(2.4) Aprqlm] = sup Z APJ’ q

kEZ >0
assuming that p < g and p < r < ¢q. Then

(2.5) Ap,qrlm] < sup [lm(t-)]] d(%fl)
>0 q (Mrﬁq)

Moreover we have for all k£ € Z,
(2.6) ZAI;qu ~ ZAp,rz,q’ PST1IST25Q.
>0 >0

This inequality is an immediate consequence of a slightly stronger statement,
Corollary 11.3.
(—k)

The sparse bounds for sums of operators T}, are reduced to standard
sparse bounds for singular integral operators. This only requires the as-
sumption m € L*; note that

(27)  mlloe S sup lém(E) i) S SR 16m ()| gacso-srn gy

Lemma 2.2. For any 1 < p < q < oo, and for any finite subset [ C 7Z

‘< ZT]g_k)Pkf17f2>‘ S ||mHOOA;,q’(f17f2)7
ker
uniformly in F C Z, for all f1, fa € C°.

The proof is straightforward and will be given in the auxiliary §11.2.
We now introduce operators which are local at a fixed spatial scale. For
a fixed finite set f C Z, let kpin := min f and kpax := max f. Given j € Z,
it is convenient to define
(2.8) Tif=Tinf =Y TPPS

ker
k>—j

and to note that

N
(2.9) SN 1 Pep = 3 ;.

keF £=1 —kmax<J<—=Emin+N

By construction, the operators 7; are local at scale 27 in the sense that if
S is a cube of side length 27,

(2.10) supp (f) C S = supp (7;f) C 35.

Indeed, by our definition of the ®; and the ¥; in (1.3), T]Ej)PkPk[f]lg] is
supported in the set {z : dist(z, 5) < 2771 + 107927k}, Thus 7; /[f1s] is
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supported where dist(z, S) < 2/71(1+2-107%), and hence in {x : dist(z, S) <
27} C 38.

The key estimate in proving the sparse bounds for m(D) is the following
modified sparse bound for sums of 7;, uniformly in the number of terms in
the j-sum. Throughout the paper we set

L(Q) = logy(sidelength(Q))
so that L(Q) = N for a dyadic cube of side length 2%,
Theorem 2.3. Let 1 < p < g < 00. Given integers Ny < N, a dyadic cube
So € Q such that L(Sp) = Ny and a finite subset f C Z, the inequality
No

(2.11) (( > Tj,pfl,f2>( < cCAg, .o (f1, f2)

Jj=N1
holds for all f1, fo € C° uniformly in Ny, N2, F and Sp, where C is given
by

(2.12a) C:= Ay qlm] ifl<p<g<2, p<r<g,
(2.12b) C:= App2[m] ifl<p<2 (andq=2),
(212¢) C:=Appgm)+ Ayrrlm] ifl<p<2<qg<p, ¢ <r<2

and ¢ = ¢(p,q,7,7,d) is a constant depending only on p,q,r,7,d.

We note that by the definition of 7; in (2.8), we may assume that the set
[ featuring in the left-hand side of (2.11) has the property that k£ > —Ny =
—L(Sp) for k € F.

Also note by (2.10) that in order to prove the theorem we may assume
without loss of generality that fi is supported in Sy and fs is supported in
350.

We shall use standard arguments in the theory of sparse domination to
make the following

Observation 2.4. In order to prove Theorems 1.1, 1.2 and 1.3, it suffices
to prove Lemma 2.2 and Theorem 2.3.

The proof of this observation is included in the auxiliary §11.1.

2.2. Induction scheme for the proof of Theorem 2.3. We will prove (2.11)
by induction on n where n + 1 is the number of terms in the j-sum.

Definition 2.5. For n = 0,1,2,..., let U(n) be the smallest nonnegative
constant U so that for all pairs (N1, Na) with 0 < No— Ny < n, for all finite
sets [ C Z and for all dyadz'c cubes Sy € Q with L(Sy) = Ny we have

I Z G f1 f2)| SUAE , o (f1, f2)

Jj=N1

whenever supp (f1) C Sp.
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For the inductive argument we first consider the base case n = 0. We
distinguish two situations, ¢ > 2 and ¢ < 2. For fixed jy we let
(2.13) Cprg(do) = sup Apfort.
k>—jo
It is immediate that sup;, Cprq(jo) is bounded by C219¢) if ¢ > 2, 7 = p,
bounded by C2.19p) if 7 = p, ¢ = 2 and bounded by C(212q) if ¢ < 2,
p<r<gq.

Lemma 2.6. Let 1 < p <2< q <p and jo € Z. Let Sy be a dyadic
cube with L(Sy) = jo and let f; € LP be supported in Sy. Then we have for
f2 € L]

loc

(2.14) [(Tjo f15 f2)| < Cpp.a(50) S0l (f1) 5 p(f2)350.4'-

Lemma 2.7. Let 1 < p<r < q < 2and jyo € Z. Let Sy be a dyadic
cube with L(Sy) = jo and let f; € LP be supported in Sy. Then we have for
fa€ L]

loc
(2.15) (Tio f1, f2)| S (Cpp.a(90) + Coirg(50)) IS0l f1) 5, p{ F2) 350 4

Both lemmata can be reduced to LP — L7 estimates for the operators
To; these and the corresponding reduction are stated in §4 (see (4.4) for the
reduction argument).

Corollary 2.8. With C as in (2.12),
(2.16) U(0) < co(p,r,q,d)C.

Proof. This is immediate from Lemmata 2.6 and 2.7, in combination with
the inequality (2.6). O

Corollary 2.8 is the base case for our induction. We note that the same
argument implies U(n) < ¢(n,p,r,q,d)C for any n > 0, but one needs
a uniform bound in n. The key is the verification of the induction step,
formulated in the following claim.

Proposition 2.9 (Inductive claim). There is a constant ¢ = ¢(p,q,r,7,d)
such that for all n > 0,

U(n) < max{U(n — 1), ¢C},
with C as in (2.12).

The proof structure for the inductive claim is presented in §6, with proofs
given in §7 and §8. They are based on Calderén—Zygmund decompositions
combined with the atomic decomposition outlined in §5. By induction, the
conclusion of Theorem 2.3 follows by combining Corollary 2.8 and the in-
ductive claim Proposition 2.9.
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3. ATOMIC AND SUBATOMIC DECOMPOSITIONS

In this section we fix a dyadic reference cube Sy and outline an atomic
decomposition for a function f supported in a dyadic cube Sy based on
estimates for a martingale square function on the cube Sj.

3.1. Local square functions. Let {E,},ez be the conditional expectation op-
erators associated to the o-algebra generated by the subfamily Q,, of cubes
in Q with L(Q) = —n (i.e of side length 27"), that is, E, f(z) = avgf
for every z € Q with Q € Q,. Define the martingale difference operator
D, := E,+1 — E,, for n € Z. We shall frequently use the familiar properties

(3.1) D? = Dy, and DDy = DDy =0 for k # K/,

as well as

(3-2a) | Py Dy | o S 27F7FP i foy > oy,

(3.2b) By Pey |l o szr S 27 FRIPT i ey > kg

for 1 < p < oo. From (3.2a), (3.2b) and using duality,

(3.2¢) 1Dk, Proy | 2r— Lo + | Pry D, || o s pp < 27 kel min{1/p.1/p'}

for 1 < p < oo and kj,k2 € Z. The bounds (3.2) follow by standard
computations exploiting cancellation of P, and Dy (see e.g. [5, Ch. 3]).
They will allow us for example to interchange Dy and Py in LP bounds for
1 < p < 0o. We note the reproducing formula

(3.3) f=Ei o f+ Z Dy f.

k>—L(So)

We start from E;_jg,) rather than from E_j g,y because that will be con-
venient in Section 5. Consider the localized dyadic square function

(3.4) 950/ (@) = By _psp f@)+ (D \Dkf(myz)l/z.

k>—L(So)

Note that gg,f is supported on Sp, by definition. By a trivial L?-bound
and standard Calderén—Zygmund decomposition (and using Khintchine’s
inequality), it is well-known that gg, satisfies an LP bound for all 1 < p <
oo with constant only depending on p,d. This is also a special case of
Burkholder’s square-function estimate for more general martingales [10].

It will also be convenient to work with a slightly larger and more robust
square function. Let Q(z) be the unique dyadic cube of sidelength 2%
containing = and define a dyadic square function in the spirit of Peetre [42],

1/2
(85)  Gaf@) =[Eiyspf/@I+( Y sw Df@P)
k>—L(So)y€Qk(ZE)

Since Dy, f is constant on dyadic cubes of sidelength 27%~1 it is easy to see
that supycq, (o) [Dkf(y)| S MuLDy f () where Myy, is the Hardy-Littlewood
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maximal operator. Using the Fefferman—Stein inequalities [26] for the vector-
valued Hardy-Littlewood maximal operator and the bounds for gg, we ob-
tain, for 1 < p < oo,

(3.6) 1GsofllLe(se) < Csapllfllze(sn)
where Cgq ), only depends on p and d.

3.2. Atomic decomposition. We will now perform an atomic decomposition
of f using the local square function Gg, f, following ideas in [13] (see also
[47]). Given u € Z, consider the level sets

(3.7) Q= Quf] ={x €S : G, f(x) > 2"},
and the open sets
(3.8) Q= Qulf] = {z € R : Myp1g,(5(z) > 271 (10Vd) ™},

Note that ﬁu is not necessarily contained in So. Of course, 2, C ﬁu and
Qu, €Qp if p1 < po. By the Hardy-Littlewood theorem, one has

(3.9) 19,] < C4lQ|, with Cy = 592(10V/d)*
and Chebyshev’s inequality and (3.6) imply
(3.10) 2] < 277G, I < 277€2 11 s

for all 1 < p < co. Let R, = R,[f] denote the family of all dyadic cubes
R C Sy satisfying

(3.11) IRNQ,| > |R|/2,
(3.12) RN Q| < |R|/2.

Lemma 3.1. For all p € Z and all R € R, we have 10v/dR C ﬁu-

Proof. Let ¢ = 10v/d. For every z € cR, R € R, we have by (3.11)

1 IRNQy| _ |cRNQ,| 1 /
< < = 1o < Myl .
By the definition (3.8), this implies cR C ﬁu for all R € R,,. O

The lemma implies in particular that R C ﬁu for R € R,. This and
(3.12) further imply

(3.13) RN (2u\2+1)| = [R| = |[RN Q1| = |R|/2.

We also note that for every dyadic cube R C Sy there exists a unique y € Z
such that R € R,,.

Fix pn € Z. Let W, = {W} denote a family of standard dyadic Whitney
cubes [49, §VI.1] whose union is the open set €2,,, which satisfy

(3.14) diam(W) < dist(W, %) < 4 diam(W).
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If there exists W ¢ VNVH with Sy C W, then we set
Wy = {So}-
Otherwise we have W C Sy for all W € Wu intersecting Sy and we set
W, ={W eW, : WnS,+0}.
The cubes in R, have a unique ancestor in W,,.

Lemma 3.2. For each R € R, there exists a unique W (R) € W, contain-
ing R.

Proof. If W,, = {So}, then there is nothing to prove. Otherwise, let ¢ =

10v/d and R € R,. By Lemma 3.1, we have cR C ﬁu- Let xr denote the
center of R and let W = W(R) € W, such that xg € W. With this setup
and (3.14) we have

dist(z g, (cR)°) < dist(z, O5) < diam(W) + dist(W, QF) < 5 diam(W).
cdiam(R)
2v/d
5diam(R) < 5diam(W).
As R and W are dyadic cubes containing x g, we conclude that R C W. The
uniqueness follows from the disjointess of W € W,,. O

Noting that dist(zg, (cR)®) = = 5diam(R), we obtain that

Given p € Z and W € W, the sets
Rwuy ={ReR,: RCW}
are disjoint for different W, by disjointness of the W. Also, by Lemma 3.2
Ru= | Rwu
Wew,

where the union is disjoint. We are now ready to define the atoms. First,
for each dyadic cube R C Sy with L(R) = —k let

eR = eR[f] = (]Dkf)]lR = ]Dk(f]lR).

We refer to the er as subatoms; they are pairwise orthogonal and [ er = 0.
The subatoms are building blocks of larger atoms which are associated to
cubes W. Given pu € Z and W € W, these are defined as

(3.15) awy = awulfl = > erlf].
RE’RW,H

We refer to the aw,, as atoms, but note that they have a non-standard
normalization with respect to other sources in the literature. Indeed, if we
define the coefficients

(3.16) = walfl = (W1 lealfllE) )

Re 'RW7 M
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then using orthogonality,
(3.17) law,ill = W[ 2w

Note that [W|~'/P(yyy,,) *aw,, corresponds to a (p, 2)-atom in the classical
atomic Hardy-space theory developed for p < 1 (see e.g. [17]). Note that
for p < 2, Holder’s inequality and (3.17) imply

(3.18) law,llp < [W[YPy.

In view of (3.3) and the above discussion, we can write the atomic de-
composition as

(3.19) F=Bipsyf+Y. > awp
HEZWEW,

In applications it will be useful to use the fine structure of the aw,, and
further group subatoms that are at the same scale (see (3.28)).

3.3. Properties of the atomic decomposition. The square function Gg, allows

1/2

summation of the coefficients |W |2y, in £2 over the collection W,,.

Lemma 3.3. Let up € Z. Then
2\ /2 \Y2 _ a2y (172
(3200 (D Wloww?) = (X llerl) < 2202
Wew, RER,,
Proof. The first identity is by definition. Using (3.13),
lerll3 < |RllerlZ < 21RN (4 \ Qi) llerZ-
Observe that

> llerlZlr(z) = sup [Def(y).
RER,, YEQ (2)
L(R)=—

Thus, the left-hand side of the square of (3.20) is

> > HeR\@S?/ > sup [Dif(y)de.

k>—L(So) ReR, 0\ Q1 k>—L(So) YEQk(x)
L(R)=—k
which by definition of €11 is bounded by 22“+3]S~)M\, as claimed. O

Even though the coefficients vy, incorporate 2 in their definition, there
is an fP-analogue of the above lemma for 1 < p < 2. For notational conve-
nience, define the auxiliary function

(321) B = (XY Gwal)riw@) "

HEZWEW,,

The following lemma says that ||F},||, is controlled by || f||,.
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Lemma 3.4. Let 1 <p <2 and p € Z. Then

1/p ~
(322) (D Wlowr) " <20,V < ofrat, e

WeW,
with Cq as in (3.9). Moreover,
1/p
(3.23) (S 2wiul) ™ < C) P Cuslfll
MEZL
and
(3.24) HFp”p < 23/2(20d)1/pesq7prHp'

Proof. Fix p € Z. By Holder’s inequality, the definition of W,, Lemma 3.3
and the estimate (3.9) we have

Yo Wl = Y WIPR(W[ w,)

Wew, Wew,
-p/ /
(X w) T W)
Wew, Wew,

< Q' PR < CalQul2er .

This proves (3.22). To prove (3.24) we use the definition of €2, and (3.6) to

estimate
QK

Z2“”\Qul = Z(l - 2_p)_1/ paP™! da|{z : Gg, f(z) > 2"}|

=/ HET 20t

<=2 [ (G, f(o) > a}da < 2Gs I} < 20,11
which gives (3.23) and further implies

1B =" > (Wilyw)? < 2%/2Cy Y 2710, < 2Ca2°2 €L £,

HELWEW,, LEZ
as desired. O

3.4. Fine structure analysis of atomic decompositions. Note that by (3.17)
(3.25) 1323 awa, = IF2e
HEZWeEW,,
via (3.17), so for p = 2 Lemma 3.4 recovers the trivial inequality
(3.26) 132> aw, S 171
HELZWeEW,

which follows directly from (3.19). There does not seem to be an LP ana-
logue of this inequality for 1 < p < 2, because there appears to be no
immediate relation between the L norms of }_ ., ZWEWH aw,, and F), of

the type (3.25). However, we shall rely on other useful analogues where
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either the atoms or subatoms are of a fixed scale (see Lemmata 3.7 and 3.9
below); these will then be used in conjunction with a weak orthogonality or
Littlewood—Paley type argument based on properties of the operator that is
estimated.

We first consider variants where the subatoms correspond to a fixed dyadic
scale. For k € Z, p € Z and W € W, define the families of cubes

Ry :={ReR, : L(R) = —k},
Riy, ={RER) : RCW},
the coefficients

G2 A== (WY ealrlg)

RERYy ,

and the fixed scale atoms

(3.28) afy, = aiy,fl = > erlf].

RERYy, ,

Note that if & < —L(Sp), then RZ = RII}W =0, 7{3[,7“ = 0 and a’&m =0 by
definition. We have

1/2
YW = ( Z (7‘13‘/7“)2) and aw,, = Z aIIiV,u‘
k>—L(So) k>—L(So)

We observe that the inequality (3.18) continues to hold when all subatoms
are at a fixed scale.

Lemma 3.5. Let k > —L(Sy), p € Z and W € W,,. If1 < p <2, then
HalliV,u”P S ‘W‘l/p’YI]jV,u‘

Proof. By two applications of Holder’s inequality,

(% tenltn) "< (X tenli) (X R

Nl

RERYy, , RERYy , RERYy ,
1/2 11
2 12 k 1
< (X llenl) W =AW
RERYy ,
The result now follow by disjointness of the cubes in R € R’;V - O

For the remainder of this section we fix parameters
(3.29) Q€ 9Q(Sy) and  piyin € ZU{—0c0}.

For the time being the reader may pretend that Q = Sy and pipin = —o0,
but we will need the additional localization when combining the atomic
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decomposition with an appropriate Calderon—Zygmund decomposition in
§5. With this in mind, set Wg , ={W e W, : W C Q} and

(3.30a) bo= > > awu

K> min VVGV\/Q,H

(3.30b) b= >, >

U= Hmin VVGV\/Q,H

Define also
/
(3.31a) bor= (2 2 \Wumm)p)”,
HEZWeWq .
/
(3.310) o= (X 2 Wloh,r) "
HEZWeWq .

and observe that HFp.lQHp = fg,p- Note that Wy ,, and bQ, b'é, ﬁQ:p, ﬂg.’p all
depend on the function f. Also observe that the truncation in y is omitted
in the definitions of g p, 6517. Our first observation is a variant of (3.25) in
LP for a fixed scale k.

Lemma 3.6. Let 1 <p <2 and k > —L(Sy). Then
1651, < 56 -

Proof. Note that

ol =( Y X lenlt)”

M>tmin WEW/,L,Q ReRl‘jV,u

as all the cubes occurring in the definition of b’é are disjoint. By Lemma
3.5,

(3.32) |bQHLP < <Z Z W (v ) = ﬁg,p' U

HEZWeEWq

We can sum the coefficients {ng}kez in (2.

Lemma 3.7. If 1 < p <2, then

1/2
> 85,2 <lIFlal = Ban

k>—L(So)
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Proof. By the definitions and Minkowski’s inequality,

(X @) =( 2 (2 % ohrw)™)”

k>—L(So) k>—L(So) H>pmin WeWq,,

2
(XY (Sah www)
HU> fmin WEWQ m keZ
» 1/p
> > Gwwl) T < 1Bl = Bo,
M>umin WGWQ»M
as desired. O

There is a second variant which consists in fixing the scale of the atoms
rather in addition to that of the subatoms. Given integers k € Z and n > 0,
define

(3.33) bgt= Y > du

B>pmin WeWq 4,
L(W)=—k+n

and

(3:34) grn=(X X wiakulnr) "

neZ WeWgq u,
L(W)=—k+n

Note that by definition, b =0 and ﬁ'”;) = 0 unless k > —L(Sy). Lemma
3.6 continues to hold for these fixed-scale W versions. A crucial observation
is that we obtain a gain if we move to a larger Lebesgue exponent r > p.
This will allow us to think of the case W = R as the dominant contribution.
This observation will be crucial in later proofs.

Lemma 3.8. Let 1 <p <r <2. Then for k> —L(So) andn >0,
k, d kd 1.1
165" < 27 DB

Proof. Arguing as in the proof of Lemma 3.6,

e < (X wieahw)

HELZL WeWq,
L(W)=—k+n

Using the embedding /7 C ¢" for p < r,

e < (XX ehmiw)”

neZ WeWgq .
LW)=—Ftn

< og(k—n)d (;——)557;7 0

).

We also have the following variant of Lemma 3.7.
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Lemma 3.9. For everyn > 0,

nap) /P
> @) < IRl = fop

k>—L(So)
Proof. This follows since k and n are coupled. O

This lemma allows us to sum in ¢ rather than ¢? provided that the
quantity L(W) — L(R) is constant. In applications, this constitutes a great
advantage which permits us to prove endpoint bounds.

4. THE BASE CASE
Recalling (3.29) we set

Hmin = —O

throughout this section. We first note the following observations. Let p <
r < q. By rescaling (recall (2.2) and (2.3)), we have for jo > —Fk,

; 1_1 —
(4.1) TN ey pa = 259670 [ om(28-) % U gl arr—a
— 2—j0d(%—%)2—kd(%—%)A/;:g;?q-l-k.

It is well-known that sparse domination for single spatial scale operators
follows from certain rescaled LP — L7 estimates (see, for instance, [5, §3.1]).
In our case, it suffices to verify the LP — L estimates in the following two
lemmata; in both the implicit constants do not depend on jo and F. Recall
the definition Cp . 4(jo) = supy~_j, ARIOER (see (2.13)).

Lemma 4.1. Let 1 <p<2<g< p' and jo € Z. Let Sy be a dyadic cube
of side length 279 and let f € LP be supported in Sy. Then

i 1_1 .
(4.2) I Tjo flla S 27707 9C, 4 Go)lI £l

Lemma 4.2. Let 1 <p <r <q<2andjo € Z. Let Sy be a dyadic cube of
side length 27° and let f € LP be supported in Sy. Then

i 1_1 . .
(4.3) 1T fllg S 2770675 (Cppglio) + Cpuralio)) |1 1l

Reduction of Lemmata 2.6, 2.7 to Lemmata 4.1, 4.2. Both reductions use the
same argument; we therefore abbreviate by C(jy) the respective constants
Cpp.q(do), for ¢ < 2, and Cp 5 4(jo) + Cprq(Jo), for ¢ > 2. Keeping in mind
that fi vanishes in Sg we estimate

(TG0 f1. f2)] = (TG0 f15 folsso)| < | Tjo f1llgll f2L3s, llgr
S CG0)27 D fullpll foLasolle S CU0) ) sg 2D 300713501,

which gives the desired sparse bounds (2.14) and (2.15). O
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It remains to prove Lemmata 4.1 and 4.2. The proof of the former is a
short standard argument based on Littlewood—Paley inequalities. The proof
of the latter is longer and relies on the atomic decomposition discussed in
§3.

4.1. The case ¢ > 2: Proof of Lemma 4.1. By the Littlewood-Paley inequal-
ity || S, LePrFrlly S (2 [Ful?)Y? ||, and setting Fy = Py f and applying
(2.1c), we get

@) Wil s [(S R s (S pesiz)
ker keF

where we applied Minkowski’s inequality in L%/2. By (4.1) with r = p we
get

Tl S Comalin)2 ™G0 (3 1 12)
keZ
Using p < 2 and Minkowski’s inequality in L?/P we obtain

I To fllg < Copaglio)2 "% v (Z\Pkf') H

kEZ

, d(2
< Copa(i0)2 | 1l
and (4.2) is proved. O

4.2. The case q < 2: Proof of Lemma 4.2. Let f € LP(Sp), with L(Sy) = jo,
and decompose using (3.3), for fixed k € Z,

F=Eijof+ > Dipnf.
m>—jo—k
Next we split
Tiof =1 +111 + 115,
where
1= 15 PP[Er, f]
ker
and I'1; and I 15 are defined in terms of the additional decomposition Dy, f =

>n>0 bg:mn as
I = Z Z lem,n,ky

m>00<n<2m kef

IL=Y 3" TILunk+ > > > Ilyn, where

m<0n>0kef m>0n>2m kefF
(jo) k+m,n
e = PTE) Py bl ™,

It is useful to keep in mind that I1,, , ; = 0 unless k > —jo and k +m >
—jo. Our goal is to control the LY norm of the three terms by a constant
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times Cp,r,q(jO)Q_jod(l/p_l/q)HfHLp(SO). For the first two terms we get the
better bound with » = p

Estimation of ||I]|4. For the term I we take r = p and estimate, using (3.2b)
and (4.1) with r = p,

17llg < ST ool PeEr—jo | ool 1l

ker
—ind(i—1
<97 (—3) Z kzly)o;—k2 (k+3j0) /v £l
ker
d
S 27670, 0 Gio) S 27 I £
£>0

and we get the desired bound.

Estimation of ||I111||,. By the almost-orthogonality of the Py and the result-
ing inequality |3, PFelly S (5, IIFLI) Y7 we get

1/
(4.6) 1l >0 > (3 M hnakll)
m>00<n<2m keF

Now, by (4.1), (3.2) and Lemma 3.8, we have for all p < r < ¢ that

A7) (gl S 1T 2= 2o | PeDkpal L 2 16™ " 1

< Cpglijo)2 70U =) g 7RG =) glml /g =nd(y =) plkebm)d(; =) ghermin,

We use this with » = p and estimate the right-hand side of (4.6) by a
constant times

2 GG, Y Y 2 (X @)

m>00<n<2m k>—jo

—jod(1_1 ) /!
<20 e, L0000 Y Y 2 g,

m>00<n<2m
using ¢4 C (P, Lemma 3.9 and (3.24). Altogether

il s Y Y (X Ianly)

m>00<n<2m k>—jo

i 1_1 ’
< Cppialjo) 204G 3) Z(l +2m)2 " | £,

m>0
. d

which finishes the estimation of ||111]|,.
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Estimation of ||I13]|4. By the almost orthogonality of the P we have

H ZPka,n,k‘ < (Z HI[m,n,ng)l/q
keF ! ker

1/r
< (X W tmnilly)

ker

We use (4.7) with r > p, followed by the embedding ¢" C /P, Lemma 3.9
and (3.24) to deduce

r) 1/r

q

( Z ||IIm,n,k
keF

] ! 1/r
SJ Cp,r,q(jo)2_j0d(%_%)2—|m|/7‘ 2(m—n)d(%—%) ( Z(/BEIZLH)T) /
keF

S CprglGo)2 G Dol m =G0y )
and therefore, using r > p,

1/q e dod(L_1
Bl s Y Y (X Mhnsl) S Corali)2 2.

meEZ n>max{0,2m} k>—jo

This finishes the estimation of ||I]5||; and the proof of the lemma. O

5. COMBINATION OF ATOMIC AND
CALDERON—ZYGMUND DECOMPOSITIONS

Let Sy be a dyadic cube, let fi; and fy be given functions. Assume that
f1 is supported in Sy and that fo is supported in 35y. In analogy to the
Calderén—Zygmund decomposition we decompose the functions f1, fo given
some threshold parameters aq, as > 0; these will be defined as

(5.1) a1 = (fi)sops Q2= (f2)350,¢'-

The decomposition of fo will be essentially based on a Calderén—Zygmund
decomposition at level aw, see (5.12), (5.13) below. We describe the decom-
position of f; which is more involved and essentially based on the atomic de-
composition introduced in §3. The idea of combining atomic and Calderén—
Zygmund decompositions was previously used in [31], and can be traced
back to [16], although here we need a different variant.

In the proof we will use two large constants Uy, Us which need to sig-
nificantly exceed various constants in standard maximal or square function
inequalities, or combinations thereof; we shall see that any choice of Uy, Us
with

(5.2a) Up > (1) P21 0d) 77 Cy
(5.2b) Up > (1— )7 (2 %a)?

and Cgqp as in (3.6), will work.
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We start writing

(5.3) fi=g1+ b,

with the “good” function defined as

(5.4a) n=BE_psyrfit >, gt
k>—L(So)

where

(5.4b) glf = Z Z €R

pEZ:2#<Uro1 RERE
and the “bad” function defined as by = f1 — g1, i.e. by = Ek>—L(SO) b’f with
(5.5) b= > > er.
HEZ: 2 >Uron RERE
Note that b} = g = 0 for k < —L(S). Clearly,
|IE_L(SO)+1f1(:1:)| <2¥Pq; < Uyoy for all z € Sp.

Furthermore, the square function associated with the {g’f Yes>—L(S0) 18 point-
wise bounded by 2U7 1. This is analogous to the L°° estimate for the “good”
function in a standard Calderén—Zygmund decomposition.

Lemma 5.1. For almost every x € Sy we have

> k@)

k>—L(So)

2
§ 2U10£1.

Proof. Fix x € Sy. Let F be a finite family of indices with k > —L(Sp). It
suffices to show that

(56) (S lak@R)” <2010

ker
Let

%x:{R:Re | R zeR L(R):—k:forsomekeF}.
20 <Uiaq

Note that these are the only cubes contributing to Y., |gf(z)[*>. We can
assume that R, # 0, as otherwise Y, ., [¢¥(2)[> = 0 and the inequality
is trivial. Next, let R, = {R € R,, L(R) = —k} and let ko(z) be the
maximal integer k € F for which M, ) is non-empty. Note k.(z) exists
as MR, is non-empty and [ is finite. Moreover, observe that R, is either
empty or consists only of one (half-open) cube. Let R, p. 2) € Ruo(a)-
By definition, there exists a unique p, with 2¢= < Ujay and Ry, (z) €
Ry, Moreover, in view of (3.12), there exists w, € Ry i, (2)\Qp,+1. Thus,
Gs, fi(wg) < 2#F1 < 2U1a1. Note that by the maximality of ko(z), we
have w, € R for all R € AR,.
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Consequently,
1 1
(Slt@P)’ = (| ¥ ent@])’ < Gsufifwn) <2000 O
ker kel REM,

The above lemma will be used in the proof of the sparse bound for dealing
with the term that involves gi: see §7.1 for the case ¢ < 2 and §7.2 for the
case q > 2.

We need a further refined decomposition of the bad parts b%. Recall that
by Lemma 3.4 the function F} , = F), satisfies

61) 1 pllze(s) < 23/2(2C) /P Cyq p| Sol P s,

where Cy = 592(10v/d)? (defined in (3.9)).
Our next goal is to perform a Calderén—Zygmund decomposition so that
this inequality continues to hold for smaller cubes. We now bring in the

second function fy. Let p(aq) be the smallest integer p such that 2# > Uy ;.
Define

(5.8) O =01UO0y,

where

(5.9a) Oy = Q play [f1] U {z MHL(Fp )(z) > UPal},
(5.9b) Oy :={z: MyuL(|f2|")(z) > U§ o }.

Then set

O = {z: Muplo(z) > 27 1% (/d)~4} .

The following relation between the sizes of O and Sy is key in order to
prove sparse bounds.

Lemma 5.2. If in the definitions (5.8), (5.9) we make the choices of Uy, Us
as in (5.2a), (5.2b), then

O] < (1= 7)ISol-

Proof. By the weak type inequality for the Hardy—Littlewood maximal func-
tion
0] < 5%21% (/@) 0.
Moreover, by the definition of as,
59| £ 5d3dyso\
Us /agl s 2
Furthermore, by (3.9) and (3.10),

’ﬁ,u(on)[fl” < Cd2_“(a1 PCL Hfl”Lp(sO < CaUy e 1Sol ;

sq,p sq,p

|Og| <
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here we used that 27#(@1)P < U P[P, Finally, using (5.7), we obtain

5d”F17p”g < 5d23p/220d6€q7p|50|
Upef  — Uy '

[+ Mun (F],)(x) > Uof}| <

Altogether,
(5.10)

|6| < |Ol| + |02| < 5d210ddd/2<

CaClyp N 5A2143p/20,0%, , 157

-)1Sol.
o7 o7 +U§>| ol

For large choices of Uy, Uy we get the conclusion of the lemma, and one
checks that the choices of U;, Uy made in (5.2a), (5.2b) achieve this. O

Let Q := {Q} denote the family of dyadic Whitney cubes whose union is
the open set O, which satisfy

(5.11) 5diam(Q) < dist(Q, O%) < 12 diam(Q).

We note that here we adapt the standard Whitney decomposition with dif-
ferent constants - it will be important that the constant on the left-hand
side is greater than 3 which ensures the family of triple dilates of Whitney
cubes has bounded overlap (see [41] and [5, §4.4] for more details). Note
that by Lemma 5.2 we have |Q| < |Sy| and thus either @QN.Sy = 0 or @ C Sp,
since @ and Sy are dyadic cubes.

We describe a decomposition of fs into a good and a bad part which is
analogous to the usual Calderén—Zygmund decomposition at level ag. Define

1
(5.12) g2(x) = fa(2)Loe(z) + o7 [ fe(w)dw) Lo(z)
(@) = @) 1n Q;g(@'/QQ ) 1o

and let by = fo — g9 which gives by = ZQGQ be,@ with

1

(5.13) braole) = (fala) = 5 [ falw)dw)L(a).
QI Jg

We have the standard Calderén—Zygmund properties.

Lemma 5.3. (i) For all Q € Q, (% Jo | fo()|? da:)l/ql < ao.
(ii) For almost every x € 3Q, |g2(x)| < as.

The proof is immediate from the definition of Os, by the standard rea-
soning from Calderén—Zygmund theory (see for example [49]). We omit the
details.

Next we record the following relation between cubes in W, for 2# > Uy
and cubes in Q; note that the family Q does not depend on u.

Lemma 5.4. Let i € Z such that 2* > Uiaq. For every W € W,[f1] there
exists a unique Q € Q such that W C Q.
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Proof. We first note that if W € W“, then W C ;. This follows from
the definition of W,,, as W C Q C Qu(m) for any u € Z with 2* > Uja;.
Furthermore, cW C O for sufficiently small ¢ > 1. This follows because if
y € cW, then

1 W —d
Mu1o(y) > / Llo(w)dw > w)dw = =c
W Jew |CW| [cW|

where we used that W C ©. Thus, the claim holds provided 1 < ¢ < 219/d.
This claim implies that if zy denotes the center of W, then

diam(cW) ¢
2Wd  2Vd

Furthermore, as zw € W C (5, there exists Q € Q such that xyw € Q. As
QCO,

dist(zywy, (’)C) > dist(zyw, (cW) )= diam(W).

dist(mw,(ac) < diam(Q) + dist(Q, (58) < 13diam(Q)

where in the last inequality we have used (5.11). Consequently,

2—\6/3 diam (W) < 13 diam(Q).

As long as 13 < \/—, we have that diam(WW) C diam(Q). Thus, we require

a choice of ¢ such that 26v/d < ¢ < 219/d. Since W and Q are dyadic, this
implies that W C @, and as the cubes in Q have disjoint interior, the cube
() is unique. O

At this point we set once and for all (throughout the proof of Proposition
2.9 in §6-§8),
fmin = logy(Urar)

and recalling the definitions of blf,Q = bg, b’fg = bg" from §3.4 (with f = f)
we then have

an - Y=Y Y

QeQ n>0QeQ
Note that the families

Wou={WeWw,: WcQ}

are disjoint for different ). For the cubes Q € O, we have a standard
stopping time condition for the function Fi .

Lemma 5.5. For every QQ € Q, we have

1/
(5:15) Bras=IFplal= (3 > Gwala?IW) " 5 1@ rar.

HELZWEWQ
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Proof. Let @Q € Q. By (5.11) we have that c@Q N (5~E # () provided that c is
sufficiently large, say ¢ = 100v/d. Let z* € ¢cQ N ot c c@nN OC. Then we
have

1 / 1
—— [ |Fiplf < —/ Fy P < My (FF ) (2*) < UPof,
Cd’Q‘ Q| p| ‘CQ’ cQ| p| ( l,p)( ) 1%1
as desired. O

Combining this with Lemma 3.7 and Lemma 3.9 we obtain the key esti-
mates

1/2
(5.16) < Z (55@,;})2) Sﬁl,Q,p§|Q|1/pa1.
k>—L(So)
and
ko \p) P < |Q|}/P
(5.17) (X 6r5,)r) " < buas SlQMrar
k>—L(So)

In the proof of the sparse bounds, the case ¢ > 2 will only require the
decomposition in k£ but not in n. Correspondingly, Lemma 3.6 and (5.16) will
be essential in the proof of Proposition 6.4 in §8.2. The case ¢ < 2 is more
subtle and requires decomposition in the n-parameter. It will be essential in

our argument that for » > p the L™ norms of blfg exhibit exponential decay
in n. Correspondingly, Lemma 3.8 and (5.17) will be of central importance
in the proof of Proposition 6.3 in §8.1.

6. THE INDUCTION STEP

Let n > 1. This section is devoted to reducing the proof of the inductive
claim (Proposition 2.9) to a couple of main estimates.

Recall from (2.8) that 7;f = > ker T,gj)szf and define
k>—j

No L(Q)
(6.1) T=> T, ad TU%=> Tflg
j=N1 Jj=N1

for Q € QU{Sy}, and note that 7°° = 7. Note that by Lemma 5.2, if Q € Q
is such that @ N Sy # 0 then @ € Sp. In particular L(Q) < L(Sp) = Na,
so L(Q) — N1 < n which puts us in the position to apply the induction
hypothesis to the operators 7.
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Next, the decomposition f; = g1 + by as in (5.3) and (3.30a) give
KT fr, f2)] < (T g1, f2)l + (Th1, f2)

<(T%gu )+ [ T )|+ [0 X S Tiva o)

QeQ N1<j<N2 Q€Q,
L(Q)<j
(6.2)
< > (T 917f2’+Z’TQf17f2’+‘ YD Tihe, fz‘
QeQU{So} QeQ N1<j<N2 Q€0Q,

L(Q)<j

where in the last step we used again by = f1 — g1. We state four propositions
that will be proved in the four subsequent sections. For the good part, i.e.
the first term in (6.2) we have the following propositions. Here we use the
notation jo = L(Sp) as in §4.

Proposition 6.1. Let 1 <p < q<2. Forall Q@ € QU {Sp},

(T 91, f2)l < Imllos |QI(f1) 50,0 (f2)350 .4
Proposition 6.2. Let 2 < ¢ <p < oo, ¢ <r<2. Foral @€ QU{Sy},

(T g1, £2)| S Agrrlm] QU f1) S0.0( fo) 3500 -

Propositions 6.1 and 6.2 will be proved in §7.1 and §7.2, respectively.
Note that disjointness of the cubes in @ € Q implies } o |Q| < [So| and
thus Propositions 6.1 and 6.2 yield

> WT 1, f2)l S 150l (f1)s0p( f2)350.0
QeQU{So}

The terms involving 7% f; for Q € Q are estimated using the inductive hy-
pothesis exactly as described in [5, §4.4], as L(Q) — N1 < n. More precisely,
given any € > 0, for each Q € Q, there exists a y-sparse family of cubes
85 € D(Q) such that

(T ) < (Um=1)+6) 3 Qg Fo)sgy
QeS§,
holds. By disjointness of the @ € Q and Lemma 5.2, the resulting family
s ={Stu |J &
Qe:QCSoy

is y-sparse. We then get the desired result from the following propositions
which take care of the third term in (6.2).

Proposition 6.3. Let 1 <p<r <q<2. Then

S Tilbial £2)| S ApralmllSol(f1) sy o fo)asg

N1<j<N2 Q€Q,
L(Q)<j
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Proposition 6.4. Let 2 < ¢ <p' < oco. Then

X >0 Tibual f2)| S Appalml 19010 s, F2asi

N1<j<N2 Q€Q,
L(Q)<j

Propositions 6.3 and 6.4 will be proved in §8.1 and §8.2, respectively. No-
tice that the main induction step for Theorem 1.1 follows from Propositions
6.1 and 6.3. For Theorem 1.2 it follows from Propositions 6.1 and 6.4 and
for Theorem 1.3 it follows from Propositions 6.2 and 6.4.

7. THE GOOD PART

Here we prove Proposition 6.1 and Proposition 6.2. By the definition of
7; in (2.8), using (2.10) and substituting j by ¢ — k,

(T, ) =Y. > (T Y PPl 1q), f21sg).

keFr >0
N1 <-k<L(Q)

Next, using the decomposition g11g = (Ei—j,f1)1lg + Zk,>_L(Q) g'fl]lQ as
n (5.4a),
(T, fo)l < T+11,

where
) 1= X (ALTUREL (i) L)
ker >0
N <=R<L(Q)
(7.2) ‘Z > Z <PkTI§é_k)Pk[glfl]lQ],f2]].3Q>‘
kel k'>—L(Q)

N1<Z k<L(Q)

and g'f/ is as in (5.4b). The main contribution to IT is given by the terms
with |[k—k&’| < 1. Therefore we substitute &’ = k+v with v € Z and estimate

H<Y Y 3 RI{RE T e) ol

vel keF >0
Ni<—k<L(Q)

From here on the terms I and II will each be estimated differently de-
pending on whether ¢ < 2 or ¢ > 2.

7.1. The case q < 2: Proof of Proposition 6.1. By (2.2) and (1.3) we have
for each fixed k € F and integers 0 < Ly < Lo that

ERIHER N

Li1<¢<Ly

= 231113 lpm(2*-)  2°@0(2°)[|oo S [lm]loc,
>

uniformly in k, L1, Ly. Using this and the Cauchy—Schwarz inequality we
bound

IT S mlloe Y0 1 PiDrsn[gf ™ 10) 2]l Pelf2130] 12,
veZ kel
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which by another application of the Cauchy—Schwarz inequality and (3.2) is

< ”mHOOZ2 \u|/2H( g ﬂ2>1/2‘LQ(Q)H(lé‘Pk[hng]P)l/sz.

VEL >—jo

By Lemma 5.1 we have

IC 3 wte)™

k>—jo

gy SlQI

Moreover using ¢’ > 2,

@) (S 1aeal?) |, < 156lme £ 101 by < Q130

keZ

where the last step follows from Lemma 5.3 in the case @ € Q (and is void
if @ = Sp). Thus we obtain IT < ||m|lec|Q|(f1)50.p(f2)350,4"» as desired.

To bound I we again use (7.3), the Cauchy—Schwarz inequality and (3.2)
to arrive at

5 Imllse Y I Pel(Bamjo f1) 1] 2l Pl f2Lsq] 12

ker
< (S e i) . (5 i),

1
S lmllss [E1—jo f1ll 22(@) Q12 2 S lImloo| QI(f1) 50,0 (f2)350,4'>

where in the last two steps we have used (7.4) and that

1 1
IE1—jo f1llz2(@) S 1Q12(f1)s0.1 < |Q[2(f1)50.-

This concludes the proof of Proposition 6.1. O

7.2. The case q > 2: Proof of Proposition 6.2. Here we assume 2 < q <
p < oo and let r € (¢/,2]. We begin with estimating the term II. Note that
by Fubini’s theorem,

<y /Zpk 1)) Y (TP BT () dal.

VEZ keF >0
N1 <U—k<L(Q)

By the Cauchy—Schwarz inequality applied to the summation in k& and
Hoélder’s inequality applied to the integration in z, we obtain that the pre-
vious display is no greater than

D &5

VEZL
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where

oo el

@y e=|(T] X @ ranud)
ker

£>0
N1<U—k<L(Q)

By Lemma 5.1 we have £} , < Cyn |Q|"/4, uniformly in m. Moreover for g =
2 we can use Fubini’s theorem and (3.2) to see that &, < 2-IM1/20,|Q|V/2.

By log-convexity of the L%-norm, we deduce &} 2~ (@) o | QY with

q,v /\Jq
e(q) < 1/q for 2 < ¢ < oo and thus
(76) qul,y qu a1|Q|1/q7 2< q < 00.
vEZ

We shall now prove that
(77) 83/ 5 Aq’,r,ra2|Q|l/q,'

By averaging with Rademacher functions the desired bound will follow if we
show that for any sequence {ay }rez with sup, |ax| < 1 and subsets A(k) of
nonnegative integers we can show that

| X @ ra, S A
kEF  teA(k) 74
This can be established by showing that the associated multipliers

(7.8) hE) =3 ar Y ([pm(28)] = ¥p) (2 Fe)n(2re)

kel teA(k)

have M7 ~% norm bounded by a constant times A, .., which by (1.4) (with
p replaced by ¢') follows from the following lemma.

Lemma 7.1. Suppose ¢’ < r < 2. Then the multipliers in (7.8) satisfy

(79) sup |’¢h(t)H a(L -1 5 -Aq’,r,ra

t>0 B, 1 (Mr—=r)
with the implicit constant independent of F, of the sets A(k) C Ny and of
{ar} in the unit ball of cq.

The proof is straightforward but somewhat technical, and therefore post-
poned to §11.4. This finishes the proof of (7.7) and therefore we obtain the
desired estimate for the term I1. The bound for the term I is slightly sim-
pler. We again use Fubini’s theorem, the Cauchy—Schwarz inequality and
Hoélder’s inequality to obtain that

1<&) -,
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where
& = H (X ’Pk[(El—jofl)llQ]!2>1/2Hq.
ker

By Littlewood—Paley theory and Holder’s inequality,

&) SNE 1o fillza@) S (F1)s0a Q1Y < (f1)s0.01Q1M7.

Combined with (7.7) we obtain the desired bound for I which concludes the
proof of Proposition 6.2. O

8. THE BAD PART

Here we prove Proposition 6.3 and Proposition 6.4. By the definition of
Tj in (2.8), using b1 = > s i > 0eo b]f,Q and substituting j by ¢ — k and
K by k+ v,

(X 3 Tihalp)s<

N1<j<N2 Q€Q,
L(Q)<j

S| Y @ PRy e

VvEZ £>0 keF QeQ
L(Q)<t—k<N;

For fixed j < jo we tile Sp with a family B; = {B} of dyadic cubes B such
that L(B) = j. For convenience we also set B; = ) if j > jo. Then the
previous display is

(8.1) SIS ‘< PR S ] () 133>‘

VvEZ (>0 keF BeBy_y, QeQ,
QCB
Let us also recall the scaling relation
—k kd(1-1 T
(8:2) 1T g = 2507 om(2") « ell g
—Ld(2 -1y Skd(1 1) k0
-9 ( 7)okd(; q)Aprq

8.1. The case g < 2: Proof of Proposition 6.3. In view of (2.6) it is no loss
of generality to assume that » > p > 1 is chosen very close to p; indeed, it
will be convenient to assume

(8.3) dl/p—1/r)<1—1/r,

which is admissible since p > 1. By Hélder’s inequality and (8.2) we can
bound (8.1) by

SYT Y b

VEZ >0 keF BEBy_y,
|AD | 3 0]

QeQ
QcB

| I(Pf) Lozl
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We next use (3.2) and write b’fg’ = >0 blfgy’" so that the above is

) EEETT T bt i by

n>0veZ >0 keF BEBy_i
H j : bk—i—l/n

QCB
By Lemma 11.4 and disjointness of the @) € Q, we have for B € By_j,

| 3 o], s mimH (S etk
QCB

H (Prf2)13Bllq -

Qe

1 1
By Lemma 3.6, b5 (|, < glbtv—n)d(z—3) By o™, Noting that

2 G B e x MG D|Q1R|QI T = (1QI/BI)F T <
for @ C B and r > p, we obtain that (8.4) is bounded by a constant times

ZZQ n=v)d(3=1)g—lv|/r' o

n>0veZ
—4, ok
65 YN 3 A ( e Eekse) e tasl
keF (>0 BeBy_y, %GQB
c

In view of (

3) we now fix n > 0 and v € Z. Using Holder’s inequality with
exponents ( 1

8.
% ) on the summation over B, (8.5) is estimated by

_a /
Apra 3 (S 1R Pl

ker QeQ

1

Using Holder’s inequality again with exponents (%, q,) on the summation

over k, this is then estimated by

(32 S 101 B (S Ieel)

keF QeQ keZ

/

Since ¢’ > 2 we have

(S heesl) " < (S 1mnl) | 2 1507 s
keZ keZ

By the embedding ¢ C ¢4 for p < ¢ in the k-sum and (5.17), we estimate

-4 v,n -4 v,n / 1
(3 e+ < (1l @t smme) ! < i,

kel QeQ Qe ker

Summing over n > 0 and v € Z using (8.3) concludes the argument. g
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8.2. The case q > 2: Proof of Proposition 6.4. We decompose fo = go +
> gregb2qs as in (5.12), (5.13), so that (8.1) is bounded by I + I, where

I:ZZZ Z ‘<T(z kpk[zbkﬁ/} (Pogs) 13B>

VEZ >0 keF BEBy_y,

QCB
=335 3 [(nR[ X kg s X Ake)|
VvEZ >0 kel BeBy_y, %GCQB’ Q'cQ

8.2.1. The term I. By the Cauchy—Schwarz inequality,

IES DY HT“ ) [ PDgsy Z iyl

VvEZ L>0 kel BeEBy_y,
Q+

By a standard localization argument, for p < 2 < g,

|| Prg2)13B]2.

Z—Zd(%—f)Aké

= ld(L-1 —
llm(2-) 5 Wyl ape S 294270 om(25-) 5 | ao—a =

and thus by the scaling relation (8.2),

_ i 1_1
(8.6) Ty < 27 ERG—2) got

By (3.2) and Lemma 11.4 with the exponent pair (p,2),

HP]CD]C-H/[ Z blf:g] ‘ < 2—|V\/p’H Z blf:g
QeQ P QEQ P

)

QCB
< B (3 Rk e)
QeQ,
QCB
v ék = 1—— v
(8.7) S 2 MG (37 ) Bfg,,)) ,
QeQ,
QCB

where for the last line we used that |B| = 2(*-%)% and Lemma 3.6. Combining
(8.6) and (8.7) we obtain

1] <Zg lvl/p ZZAICM %

VEZ >0 keF
> (Xl ?) I P sl

BeBy_ Q€9,
QCB

and after applying the Cauchy—Schwarz inequality to the sum over B we get

1€ Ape X295 S (3 1012 655,)2) I Pesalo

veZ keF QeQ
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Applying the Cauchy-Schwarz inequality in k and using >, ., o~ lWl/r <1,

<A XX 106 0,) (S 1Bsee)
keZ

QEQ k>—jo
We apply (5.16) to get
(8.8)
_2 1/2 1
(el 3 o) < (X1l Hal @) £ aulsol.
QeQ k>—jo0 QeQ

By the almost orthogonality of the P and Lemma 5.3 (ii),

% 1
(D 1Pgal3) ™ S llgallzzsso S IS0l
keZ

In summary we obtain |I| < A, 4S0|a1as as claimed.

8.2.2. The term I1. By the scaling relation (8.2) with r = p, (3.2) and using
[B| = 20,

‘<T,§Lk)Pk[ Z blf,g},]lsB Z Pkb27Q,>‘
Qe Q'eQ

)

QCB

< 9=/ 1B|~ GG-2) A’;ﬁqH Z bk+'/

Pp.bo o
HZ RPN L 3By’
QCB

By disjointness of the cubes in Q, Lemma 11.4 and Lemma 3.6,

(®.9) | 204, = B (X jaE @)
QeQ

+B QCB

and similarly, applying Hoélder’s inequality as in the proof of Lemma 11.4
we also get

|52

1.1 2 1/2
< 72 nl== , 2,)
L (35) | Bl ( Z Q"™ ([ Prba,q Il

Q'EQ,
Q'C3B
Combining these estimates we get
- / k0
CRUNPEIED SERCLD 3) SRR
veZ ker £>0
1—— 1-2 1/2
> (X)) (X Q1 IRbgl?)
BeBy—, Q€Q, Q'eQ:
QCB Q'C3B

and by the Cauchy—Schwarz inequality applied to the sums over B and k,

_2 2 /
115 A 31017 Y ha,) (3 L1 IRgl)

QeQ k>—jo Q' eQkeZ
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Using ¢’ < 2 and Lemma 5.3 (i),

<Z ”Pkbm/”g') - S H < > iPkb2,in2) -

1
y S el S1QN7 az

keZ ke
and thus
1-2 o2\ /2 i
(X S Q1 7 1Rbaglz) < (X 1@103) " < aslsof?.
Q'€QkeZ Q'eQ
Together with (8.8) this gives [I1| < Ay pqSolaias as desired. O

9. APPLICATIONS

9.1. The classes FM(a,b). We prove the positive result in Theorem 1.7.
Condition (1.7) can be reformulated as

Y 10 em(t)]lloe St

laf<n

for all n € N and for all ¢ > 1/8 (and we have ¢m(t-) = 0 for small t). Using
a standard interpolation result for Sobolev spaces ([7, Chapter 5.4]) we also
get for any s > 0

(9-1) lgm(e)ms, , Sst0F,

for all t > 1/8, with the implicit constant independent of ¢.

We now verify m(D) € Sp(p1, p2) for (1/p1,1/p2) on the edge [Ps, Py,
thus satisfying 1/p; — 1/p4y = b/da. Here Py = (1/p4,1/2) with 1/py =
1/2 4 b/ad. The results in the remaining parts of the trapezoid then follow
by Holder’s inequality.

Observe that é < i < pi. First, we claim that the cases p; = 2,
p1 = py follow from Theorem 1.2. By duality we only need to discuss the
case p; = ps. Then, taking b = ad(1/py —1/2) and s = d(1/py — 1/2) in
(9.1) we get

(9.2) sup [|pm(t-)|| gaa/py-1/2) < 0.
t>0 00,1

Next, using the compact support of ¢ and some calculations about the con-
tributions away from the support of ¢ we have

(9.3) Sup lgm )l gacaspa=172) ymgmzy S Imlloe + Sup lm(E)ll gac/pa-/2,

Which establishes that m € Sp(p4,2), as desired. In the remaining case
2 < o < p; weuse Theorem 1.3 (with the parameters p = p1, ¢’ = pa; note
that ,02 < 2) To this end it suffices to verify that

(94) P 0 (1) 01y -y <

(9.5) sup [|¢m(t-)|| Laa/pp-1/2) < 00.
B
t>0 0,1
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Note that (9.5) follows from (9.2) since Bd(l/p4 V2 o, Bd(l/p2 Y2 Finally,
(9.4) follows from (9.3) and (9.2). This is because 1/p1 —1/ph = 1/ps —
1/2 and since MP+—2 = M2?7P4 s MP17P by interpolation (observe that
(1/p1,1/p4) lies on the line between (1/p4,1/2) and (1/2,1/p))).

9.2. Oscillatory multipliers. We next turn to the proof of the positive result
in Theorem 1.6. Consider the oscillatory multipliers m,p. It is our goal
to establish the endpoint Sp(p1,p1) bound, for 1/py = 1/2 + b/(ad), as the
remaining bounds then follow by Holder’s inequality. Since m,; belongs to
FM(a,b) we have

igg qumthb(t')HBfli(l/Plfl/Q)(MzaQ) <0

and in order to apply Theorem 1.3 it remains to verify that
(9.6)

igg [H(Zsma,b(t')*CI)OHMmﬂpl +Z2Zd(1/p1 1/pi) |’¢m b( ')*\Ilf”Mmﬂp’l] < 0.
£>0

We sketch the argument; a similar calculation appears in [5, Chapter
7.2.2]. Note that ¢mg(t-) = 0 for ¢ < 1 and that the inequality is trivial
for t = 1. For t > 1 we have

Ki(e) 1= 7 fomap(t)](a) = (2m) ¢ [ S e) g,

For a # 1 the Hessian of £ — |£|* has full rank. Thus we get by stationary
phase the bound | K;(z)| < t70794/2 if || ~ t%, moreover | K;(z)| Sy t~ Nt if
lz| < t% and |K;(z)| <y t~]z|~N for |x| > t% for all N > 0. These estimates
give M7 bounds for dmg p(t-) * \I'g while we also have the trivial bound
O(t™") for the M? norm. Interpolation shows that (for suitable constants

c(a) < C(a))
70493 if e(a)te < 20 < Ofa)t
1(@map(t)) * Ul ypr Sn § 707N g o < fa)ie
b9 NG=2) i 9l > O(a)te

and since 1/p; = 1/2 + b/(ad) the inequality (9.6) follows.

9.3. The results for radial multipliers. We use the Fefferman—Stein argu-
ment [23] based on the L? Stein-Tomas restriction theorem. For radial

m(§) = a(|§]), 1 < p < 2%131), by Plancherel’s theorem we may write

|m(D)f||? as a constant times

/lm (P d¢ = / (p)? d/ . |f(p0)|2d0(0)%.
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Therefore, by the Stein-Tomas theorem applied to the integral over S#—1,
(9.7)

> 11yd N
[mllprr—2 S (/ la(p)[2 024G~ 2)_[)) . /‘m ) 2[2IGD dg)
0 p

where cq is the surface measure of S~ ! raised to the power —%.

9.3.1. Proof of Corollary 1.5. We use Theorem 1.2 in conjunction with (9.7).
We set me(€) = d(|E)A(IE]). We let duy(€) = |€*7> Y de. Tt suffices to
prove the estimate

(9.8) sup [lp()h(t] - Dl Be(z2(dp,)) < sup l[oht)|Bg, )
>0 >0 :

fora>0,1<p<2andapplyit fora=d(l/p—1/2)and 1 <p < 2%:31).
We are assuming that ¢ is supported in (1/2,2) and it is convenient to

choose x to be a radial function supported in {§ : 1/4 < || < 4} such that

0<x<Tlandx(&§) =1for1/3 <[ <3.For >0, let

Iy = /\ )« T (e ag)
1 /
= ([ 160 Dt 1)+ T 1 - @l dg)

and let Ip;, Il be the analogous expressions with ®q in place of ¥,.
First note that |£|?*1/P=1) ~ 1 on the support of x, and therefore

Y20 < Callé(] - Dh(H] - Dll g, me)-
>0

We observe the inequality
(9.9) Ixg(] -

which follows by application of the product and chain rules; by real inter-
polation we get for all a > 0

Nwm®ay < Cmllgllwge )
2

Ixg(| - |)HB§‘1(R‘1) Sa Ca HQHBQ

and hence,

S 2%, S l6h(t) g, 8-

>0
It remains to estimate the term II,;. Note that for || > 3 and N > d,

@] - Dh(t] - 1)) * Te(€)| < / [6(1€ = yhh(tle — y)22 )N dy

ly[>€]—2

B 2 \? 9l(d—N)
S (1008~ Diele i) ay) oo
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by the Cauchy—Schwarz inequality. Since 2d( % — 1) is negative, we get, for
N >d,

([ 100 Dacel - )« T 16~ a)
1€]>3

Sv 29V N(| - DA 2 ey Sy 29N [ GR(E) ]2 @) -

Similarly, we have

_2d 3
SN ||¢h(t)HL2(R)</I§I< 22€d|y2€|—2Ndy|£| o df)z

1
— l_ =
(], 160 Dbtel- 1)+ Tl i~ ac)
[
<3 /|y>
< 29N Gh(E) | 12 () -
Altogether we get for p < 2 (i.e. —2d/p’ > —d),

2110y < 20TV oh(t) 2wy

1
6

The same applies for the term Ilp;. Combining the estimates we obtain
(9.8) which concludes the proof of the corollary. O

9.3.2. Proof of Theorem 1.8. Let us(&) = hs(€]) = x(671(1 — [€])) in what
follows. To use the notation in our main theorems we are setting p; = p and

p2=4¢.

The case p < 221:31) . We are seeking to prove a Sp(p,¢’) bound, under the
assumption 1 < p < 2%:'31) and % < %% — % (which is equivalent with
the condition % > %I%). Since Sp(p1,p2) C Sp(p1,p3) for ps > py we just
need to consider the endpoint line with % = %% — dle; note that under
this assumption we have 2 < ¢ < oo for 1 < p < 2?:31) and, moreover,

g = 2 if and only p = 2%:*_'31 ). Tn the latter case we use Theorem 1.2 while
forl <p< 2%:31) we have ¢ > 2 and use Theorem 1.3.
In order to establish the assertion we have to prove, for 1 < p < 2%:'31)
and % = %% — % the inequality
1 1 — 1 1 1
(9.10) > 2570 ug « Wyl agpe S 5T
>0

Furthermore for p in the open range 1 < p < 221:31) (where ¢’ < 2) we use

Theorem 1.3 and also have to prove, for suitable ¢/ < r < 2,

1 _1 -~ —d(i-_1y41
(9.11) 3 2 g x Wl S 67NN,
£>0
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From the L? restriction theorem and (9.7) we get
(9.12) lus * Woll pppo—z Sy 62 min{1, (2°6) N}, po = 2D,
By stationary phase and integration by parts arguments we get
(9.13) g % gl ppsee < 2702 6 min{1, (266)~N Y.
This implies

9.14) 299G )59 7272 luy + By(D)| o 10 S (296)@ min{1, (246) N},

5)
for 2 < ¢ < oo, %:ZJF}Z%, a(q) > 0.
The relation between p and ¢ can be rewritten as 7= dip o1 Thus,

given (9.14) we obtain (9.10) for 1 <p < 2%:'31) after summing in £.

To verify (9.14) observe that by (9.12) we have (9.14) for (5, 1) equal

to ( &121),%) with «(2) = d(pio - ﬁ‘ll. By (9.13) we have (9.14)

for (5, 1) equal to (1,0), with a(cc) = “H.
(9.14) for all 2 < g < oo, with % = %%, and a(q) > 0; more precisely
aq) = q(d+1) + (d + 1)(_ - E)-

We still have to verify (9.11), but only when p < 2%131). Observe that

qd <2forp< 2%:31). Choose r with ¢ < r <2, and r very close to ¢’. Here

it suffices to use classical non-endpoint estimates which give

U

Thus by interpolation we get

b3,

)
Cn,e2 ol 7)m111{1 (26)” }{ (d+1)

with a better result in two dimensions:

241 —
<q”memmmWHmm<

—2(7—*)4- —€ : <
mln{l (2'6)~N} 5 2 ?fl_r<4/3'
if4/3<r<2

(9.16) 2

2(

Q\‘,_.
i\»—t

Cn2

In dimension d > 3 we have to show that for r sufficiently close to ¢’ the
right-hand side of (9.15) is dominated by

(9.17) min{(25)~1, (2¢6)" }5~ G2+
under the assumption that 1 7= %% %, for some €; > 0 depending on

p,q. Since p < ¢ this is immediate for ¢’ < 2%:31) When 2 > ¢ > (d+31)
the goal is accomplished once

di - D~ s — @+ )G -1 >0, for L=l 4 2
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and the given range of ¢. The displayed inequality holds for all ¢’ €
[2(67131),2) if and only if ¢ > gg—ﬁ. Since 2%131) > gg—ﬁ for d > 3 we

get the bound (9.17) for r close to ¢’ in dimension d > 3.

In dimension d = 2, the previous argument is not strong enough to cover
the range g <¢ < %. We need to use the better estimate (9.16). Now the
bound (9.17) is immediate for ¢’ < 4/3 and if 4/3 < ¢’ < 2 and % = 3%, +2

we have 2( % —3)—3= 3%, - % > 0 so that the desired bound follows in this

case as well.
2(d+1)

We have thus checked the assumptions of Theorem 1.2 (when p = =75*)

and Theorem 1.3 (when p < 25:31)) and the theorem is proved for the case

2(d+1)
= Td+3 -

The case 2%:31) <p 25142)

Proposition 2.4], which in its dual formulation says

. The proof relies on an inequality in [14,

2(d+1) 2(d+2)

1 2
o1 a3 SP< &

ISH
-+

—_
S

(9.18)  [lusllago—e S 673, L =

~

Q|

Q

By averaging we can replace us with ug * \/Il\g OT Ug * 6\0 in (9.18), and after
an additional interpolation with (9.12) (the case with r = 2?:31) and ¢ = 2)
we also get

ST 1 1 1
(919) s Tyllars Sy mingL, (2°0) " Jo~ G,
first for L — dfll 2 20d+D) . 25142)' Then, using the compact

1
— d—1r  d-1° " d+3
support of us and the auxiliary Lemma 11.2 we also get (9.19) in the range
2

2(d+1) 2(d+2)

1 cdbll 2 i
7 < ao1r — a=1 and again g7t < < S
Now assuming ¢’ > d(iii)é’; we can find » > p such that r < 2%:;12 ) and

(d—1)r
¢ 2 %
N large enough)
1 1 — 1 1 1
S 27 fug « Wpllagoa < 51T
>0

(which is equivalent with % < %% — %) and then (choosing

This leads to

D+ supla

t- _ <

and thus Theorem 1.1 can be applied to complete the proof of part (i) in
Theorem 1.8. O

10. NECESSARY CONDITIONS

In this section we first give a proof of Proposition 1.9 and then discuss the
sharpness of the results on oscillatory multipliers and the classes FM(a, b).
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10.1. Proof of Proposition 1.9. The statements about the LP' — LP1*>° and

LP2l —5 P2 operator norms are already proved in [5, Theorem 2.5]. More-
over by [5, Lemma 2.4] we have the bound HTRHLm%LP’z S I TRIspmr po)s
with the implicit constant independent of R. It thus suffices to prove

(10.1) 1Tk Isp(1p0) < (27) " NN Isp (o1 o)

We have [(T'f1, f2)| < T llsp(p1,ps) Ny po (f1, f2) for all fi, foa € C2°, and the
same inequality holds with 7" replaced by Tg. To see (10.1) we write

(R Yz —y)) = (2n)¢ / (I\’(w)e“rl<w’x>e_iR71<w’y> dw
and thus we have for fq, fo € C°
(Tfro f2) = r) [ D)) fou) do

where f1,(y) = fi(y)e™ @) and f,,(z) = fo(a)e @D Since (fi), =
(fi),, we get

(Trfrs f2)| < ) N T spon ) A o (15 f2)
which shows (10.1). O

10.2. Sharpness of results on Miyachi and oscillatory multipliers. Proposi-
tion 1.9 and stationary phase calculations such as in §9.2 can be used to
show that the condition (1/p1,1/p2) € A(a,b) in Theorem 1.6 is necessary
for mg (D) € Sp(p1,p2). See also calculations in the proof of [5, Prop. 7.10]
and related arguments for the multiplier in (10.3) below. We now construct
an example completing the proof of Theorem 1.7.

Proposition 10.1. Let 0 < b < ad/2,a # 1. There is m € FM(a,b) such
that m(D) € Sp(p1,p2) if and only if (1/p1,1/p2) € L\ (a,b).

Proof. Let o € C° be supported in {¢ : 2 < [¢] < 3} such that ¢o(§) = 1
for 2 < |¢] < 2. Let no = F'po]. Let Aq, N be two infinite disjoint
subsets of N such that A := N7 U N5 is well separated in the sense that

n>1+ g% and [n — 7| > 1+ 2% if n,7n € V' and n # 7. Define
m = mq +ma,
where
(102) ml(é‘) — Z 2—kb(po(2—]@6)6_7;2716(17@517
keN1
(103) m2(é’) — Z 2—kb(’po(2_k£)ei27k(2fa)|§|2/2
keN2

and note that m € FM(a,b). We remark that for the purpose of LP — LP
inequalities m1 behaves better than the oscillatory multipliers m, 4, indeed
if b > 0 then mq(D) maps LP — LP for all 1 < p < oo; yet mq(D) provides
an example for the sharpness of the line through P3 and P4 in Theorem 1.7.
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Let K = F~'[m]. Assuming that m belongs to Sp(p,q’) we must show
that (1/p,1/¢') are on or below the line connecting P3 = (1,2 + £) and
Py = (3 + L 1) that is 1/p + 1/¢’ < 1+ b/(da) or equivalently, b >
da(1/p—1/q). Moreover, we must show that (1/p,1/¢’) lies on or to the left
of the segment ()1 Py i.e. satisfies b > da(% - 3.

Let T be the convolution operator with kernel ¥(z)R?K (Rx) then by
Proposition 1.9 we get that T5*¢ is bounded from LP — L7 with operator
norm uniformly bounded in R. Here we may use a suitable ¥ € C2° sup-
ported in {x : 1/2 < |z| < 2} such that ¥(z) = 1 for 271/2 < |z| < 2Y/2. We
shall use this for the parameters

(10.4) R, =27~

We also let r;,, be the convolution kernel of T3, We shall show the following
lower bounds:

(105) Forn € Ny TR oo 2 27076700,
(10.6) Forn € No: [IT5llpose 2 270715720,

These imply after letting n — oo within A7, A, that the conditions b >
ad(1/p—1/q), b > ad(1/p—1/2), are indeed necessary for m(D) € Sp(p, ¢').
Since for convolution operators the Sp(p1, p2) and Sp(p2, p1) norms coincide
we get that (1/p1,1/p2) € L2\(a,b) is necessary for m(D) to belong to the
class Sp(p1, p2). A calculation yields

kn(2) = U(x) > Knp(),

keN
where K, ;. is defined by the following:

(10.7) For ke Ny : K, () = 27 Foolk—n(=a)d, (9-n(=a)ok, _ okag ),
(108) For k € N2 . m(g) — 2—]4:1)(‘00(2n(l—a)—k:§)ei(22n(1—a)*k(2—a))|§|2/2'
We let n € N and decompose

main § :
Rp = "in + Up, + "in,lm

k#n
where
(10.9a) /{fain(:n) = Ky n(2),
(10.9b) up(z) = (¥(z) — 1)Ky n(2),
(1090) ’{n,k("n) = \Il(x)Kn,k(:E)

We first consider the case n € N7 and show a lower bound for the LP — L1
norm of the operator T™( ., with convolution kernel k'™ := K, . By
scaling and translation we have

1 1
(10.10) |75 Alrrre = [|@ollam—e2 "G =2) e A

n,main
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Moreover, for n € N3,

— — —2— .2
[ S b e L Y

_ 2—nb2nad(%— i2na|.2/2

1
|| poe g,

Applying the method of stationary phase we get
‘f—l[woei2na|~|2/2](x)’ ~ 2—nad/2 for Hﬂ - 2na’ < 2na/4'
Hence

i2naH2/2H 1/(1

vV

llpoe Mp—a

A | —2na|<2—na/4 |f_1[gooei2na“2/2”q dx)

2nad(%—%)

vV

and combining the above we get for ¢ > p,

1 1
(10.11) ITEC A ppypa > 27" 070G =2) e NG,

n,main ~

In order to deduce (10.5), (10.6) from (10.10), (10.11) we show error bounds
for the convolution operators with kernels u,, and VK, ;.

The contributions for K, j are negligible for k,n € N with k # n. Indeed
from (10.7) it is immediate that for k € N7, n € N, k # n,

9(k—n(1—a))d
K i(z)] Sy 27

(1 + 2k—n(l—a)|$ _ 2(n—k)(1—a)el|)N :
Now consider k € Ny and if n # k for n € N, then (n—k)(1—a) ¢ [—10,10].
We have then

Kn7k($) — (27T)_d2_kb/QDO(Qn(l_a)_kg)eid)nvk(m’g) dg,

where ¢, 1(2,&) = 22n(1=a)=k(2=a)|£|2 /2 — (g ¢). Compute that for z €
supp W, [¢| = 2k—n(1=0)

o(=k)1=a) if (n — k)(1 — a) > 10

[Vednp(z, &)| = {1 if (n — k)(1 — a) < —10.

This implies after an N-fold integration by parts for |z| ~ 1, k € N, n € N,
(0 — K)(1 - a)| > 10

% <. Jor#ho-(r-Rli-aldy—ka(N=d) for (n —k)(1 — a) > 10,
Enk(E) SN 4 g-kbg-ha¥-d)gn-10-0N-0)  for (1 — k)(1 — a) < ~10.

Finally, by the support properties of (1 —¥) and ¢,, an integration by parts
also yields

[un ()] Sy 27N =D (1 4 )~

for alln e V.
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The above estimates and the resulting consequences for upper bounds
for the corresponding LP — L% operator norms (obtained via Young’s in-
equality) show that those terms are small compared to the lower bounds in
(10.10), (10.11) and as a consequence we obtain (10.5), (10.6). O

11. PROOFS OF SOME AUXILIARY FACTS

11.1. Proof of Observation 2.4. We first note that the estimate (2.11) im-
mediately implies the analogous estimate with L(Sy) > N, by writing Sy as
a disjoint union of cubes @ € 9Q(Sp) with L(Q) = Na, applying the estimate
on each such @), and noting that by the disjointness of such @),

(11.1) &s = | J U s
QeN(So) 6oCA(Q)
L(Q)=N2 Gg:y—sparse
is a y-sparse collection of cubes in Q(Sp).
Secondly, following the argument in [5, §4.2] (based on results from [38]),

one can replace A’gz’p’ o in (2.11) by an actual maximal sparse form A*So’p’q,

as in (1.1); we omit the details. Lastly, in view of (2.9), the sums E?ZNI T;

in (2.11) can be replaced by >, ., S PkTg_k)pk_
To summarize the above reductions we see that Theorem 2.3 implies that
the inequality

N
(11.2) ‘(ZZPkTg_k)Pkﬁ,fﬁ‘ SCA, o (f1, f2)

ker (=1

holds uniformly in IV and F, for all C¢° functions fi, fa.

We now use a limiting argument from [5] together with Lemma 2.2 to
show that (11.2) can be upgraded to

(11.3) |(m(D)f1, f2)| S CA;, o (f1, f2),

which in conjunction with (2.5) leads to the statements of Theorems 1.1, 1.2
and 1.3.

To this end we use (2.1c) to decompose, for f € S,

(11.4) m(D)f = Pem(D)LiPpf
kez

with convergence in the sense of tempered distributions. We now apply [5,
Lemma A.1] for the subspace V = V; = Vs consisting of all f € S for which

f is compactly supported in R%\ {0} (and use that these are dense in L for
1 < p < 00). This lemma tells us that it suffices to prove the inequality

(11.5) [(m(D) f1, f2)| S CA, o (f1, f2)
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for all f1, fo € V. For fixed f; € V the k-sum in (11.4) reduces to a sum
over indices in a finite set F (f1). It therefore suffices to prove the inequality

(11.6) ‘( > Pum(D)LyPifi, f2) ‘ S CAL o (f1, 12)

ker
for all finite families F C Z and for all f1, fo € V. Again, by [5, Lemma A.1]
it follows that (11.6) for all fi, fo € V is equivalent to (11.6) for all f; € V),
fa e Vg where, for given p with p < p < ¢/, V) is any dense subspace of LP,
and V; is any dense subspace of L”. It thus suffices to prove (11.6) for all
f1, f2 € Cg° and all finite families F C Z.

Let f1, fa € C2° so that the union of the supports of f; and f3 is contained
in a set of diameter R. Let kpnax = max F. Observe that for all k& € F,

(TP, f)y =0 if 26 kmee3 S R and £> 0.

Then, we have } 7, ., Pom(D)LyPrfi1 = limy 00 D pep Ze 0 PkT Pkf

The terms for £ = 0 are taken care of by Lemma 2.2; note that by (2.7) C
can be used both in Lemma 2.2 and Theorem 2.3. We have thus shown that
(11.6) follows from (11.2) for fi, fo € C2° and the proof is complete. O

11.2. Proof of Lemma 2.2. We are proving that for any 1 < p < ¢ < oo the
inequality

(11.7) ZT 'Pufr. f2)] < Cllmlloo A o (F1. f2)
Ker

holds uniformly in F .
The assertion can be derived for example from [5, Theorem 1.1]. The ver-
ification of the hypotheses on that theorem is similar to the computations in

[5, §6.3] and it is included for completeness. Let my =3, ., I?,g_k)n(Q_k-),

sothat Tp,, = > pcp T, M Pp,. The support condition [5, (1.6)] clearly holds.
The boundedness condltlons [5, (1.7)] follow from the Standard Hoérmander
multiplier theorem after verifying that

(11.8) > sup sup |98 (emy (£))(©)] S 1Ml
laj<d+1 >0 EER

uniformly in F. We need to analyze the derivatives of
o) = Y 9(0) [ plm(@n)Bo(z e - w)du
ker
27 k1

and (11.8) follows after straightforward computation.
For the hypothesis [5, (1.8)], we have

IDily-s T Pyl o0 = [n(lem(2¥-)] % ) [|aro—a
< 1l 1®olloo|F~ om (25N lloo S l12loos
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for all 1 < p < ¢ < 00, using the compact support of &g and ¢. Finally, the
hypothesis [5, (1.9)] also follows from noting that

DLy TS Pyl o < e’ — 1| ag || [pm(25-)] 5 B | aro—a,

the previous bound ||[pm(2F-)] * @HM?%!} < |lm||eo and that

~

In[e" = llage < 177+ B) =l < |h|

for any 1 < p < o0. O

11.3. Some embeddings for multiplier classes. We begin with a simple ob-
servation for compactly supported multipliers.

Lemma 11.1. Let 1 < p < g < oo and m € MP? be supported in a
compact set E. Then m € M7 and |m||y1-~ Sg ||m|am—a.

Proof. Let x € C2° be such that x is supported on a compact subset of diam-
eter less than twice the diameter of E, such that x(£) = 1 on a neighborhood
of E. Since y € M'™7P N MI7>® we get

IF 7 [ f Yoo < lIxllaga—roe | F = fm ]l
IF = mflllg < lmllaeo—a |17 e fl
IF DAl < lxllan-»llf 11
and putting the three inequality together we deduce the assertion. O

Lemma 11.2. For r; < 1y < q let g € M7 be supported in a compact
set B. Let ® be a Schwartz function and ®y(z) = ®(27‘x). Then

g * @ellprri—ra S |lg * Rel[arra—ra + Cn 2N || gl pp1-ee -

Proof. Let E, be a compact set which contains a neighborhood of E and
let x € C such that x(§) = 1 for £ in a neighborhood of E,. Clearly
x € M"™7"2 and therefore

(11.9) 1x(9 % @) || 310 S Nlg * ellarraa

Next we will examine the multiplier

(1= x(6) (g% De(€)) = (1 — x(€)){g. Pe€ —))

where (g, -) refers to the standard pairing of a tempered distribution g with
a Schwartz function. We have M7 = FL>® — L2 | with any N > d/2,

where ||f||%2 =[(1+ 1€12)~N|£(€)|2 d¢. Since g is supported in an open
°N
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subset of F, we have for £ ¢ supp ()

2 (1 = x(©))(g, Bl ~ )]

S llgliz, Do 108 @ = xNofRele = (1)
B+B/=y

SNAN ”9HL3N2Z(d+|W|+N) SEUII{) \2Zdist(§ﬂ7)!_N1
n o

SNy [19]agsee 25PN =M Sup |dist(€,m)| ™.
neKo

We use that dist(supp (1 — x), Fs) > 0. We apply the displayed inequality
for any |y| < 2d and then choose N1 > 3d + N + Ny to get (for all 1 <r; <
q < o0)

(11.10) 11 =) (9% @) || o0 S5 27 gl pg1o0me.

The desired estimate follows from (11.9) and (11.10). O

Corollary 11.3. Let A];jf,q be as in (2.3). For p <r; <ry <q we have

(11.11) AbL <Akl Oya NS oG gk

p,T1,9 ~ “7p,T2,9 ;72,9
7>0

Proof. Use Lemma 11.2 with g = ¢m(2*-), expand for the error term g =

g% ®o+ > 509 * ¥;and invoke Lemma 11.1. O

11.4. Proof of Lemma 7.1. Define

ux (&) = P(E)n(AE)
per(€) = [om(28)]  Ty(€)
ek t(€) = pep(t277¢)
and verify that
D(OR(E) =D axup-r(€) D prka():
ker LeA(k)

We shall use that n is a Schwartz function which vanishes at the origin
and thus get the estimate

A1+ |z))=N if A <1

(11.12a) ’f_l[uk](x)’ <Cn {)\—N(l + ‘x’)_N itA>1

for all N. Consequently,

(11.12b) 1 F ua] |1 Sy min{ A, A7V}
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For any t > 0 we have

(11.13)  [loh(t)ll a1,

Bl (Mr'ﬁr')
d 1
S ICHLED DD DN [PRVITIE S
n>0 keF ten(k)

We split the sets A(k) = A*(k,t,n) U Ay (k,t,n) where
A*(k,t,n) = {£ € A(k) : 2° > 2" P min{1,2F¢71}}
Ai(k,yt,n) = A(k) \ A*(k,t,n).

We first argue that in (11.13) the terms with £ € A, (k,t,n) are negligible.
For ¢ € A, (k,t,n) we have 2" > 25 max{1,27%t}. We use crude estimates
for 1 [py ] and take advantage of support properties. Write pg(€) =

i \i/\g(f —w)¢p(w)m(2*w) dw and by a (d+ 1)-fold integration by parts we get
[F el (w)] < 29D (1 + fw]) =4 |gm (2" |oc,

and we have F~1[px](w) = 0 for |w| > 2¢~1. Hence we obtain
F (wggrpes) * Ul ()]
< 1@ [ 17 )2 F sl (25 o~ )y
49—k (p9—ky—N 0(d+1) (okp—1\d
§|\I’n($)|/ min{¢2 ,(t2N) o2 k_l(2t )d :
|z—y|<2—kt2t—1 (1+lyl) (1+ 2kt~ —y|)dt

We invoke the condition 2¢ < 2"~5min{1,2*¢t~!} for £ € A.(k,t,n). For
x € supp ¥,, we have |z| > 2773, Thus in the above integral we can use

ly| > || — |z —y| > 273 =27kt > gn=3 _on=6 o~k min {1, 2k¢~1} > ond
and hence
IF ™ ((wrrpep) * ¥ ]H1

—k, N ko
|y|>2n—1 (1+]y\ (1+2 t ’33 ?JD +

,SZZ(dH) —(N=d) mln{t2 k , (127 )

dy.

Consequently, using ||[wso—kpr ¢ * \I/nHMHr < ||IF! [(wgo—rpret) * ¥plll1 in
(11.13) we get (assuming N > 3d)

nd i,—l o
a1y 2" TS ST ugkpegd * Uallazr

n>0 kel L€ (k,t,n)
<Zznd(&‘%b—n(N—d)Zmin{lﬂ—k’(tz—k)—N} Z ol(d-+1)
n>0 k {<n—5

<> 2nGEMN Tmin {2 (12777} S 1
k

n>0
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We now turn to the main terms with ¢ € A*(k,t,n) in (11.13), i.e. the
terms with 2" < 265 max{1,27%¢}. Notice that
ltea-rpe k]  Unllarr—r S llugg-rll1lloe g illar—r = llug-cll1lloekllarr—r
rpo—k -N o~ td(r =)
< min{t27%, (t27%)~ }Aq er2 7T

Hence in (11.13) we can estimate the terms with £ € A*(k,t,n) as

Z2nd(——— Z Z [tk P,k t] *‘f’;HM*”’"

n>0 kEF LeA*(kt)
—k o—ld(—7) nd( =)
SDBERIIEE D D A
keF £>0 1<on < 9l+5
27kt<1 -
—ky\—N o—ld(=7) nd( =)
D DRCRUID PR >, 2
ker >0 1<2n
27k>1 <2f+22—ky
k¢
Soup 3 A,
k>0
This finishes the proof of (7.9) and thus the proof of the lemma. O

11.5. An elementary lemma. The following elementary lemma is repeatedly
used in the induction step for constructing sparse families of cubes.

Lemma 11.4. Let QO be a family of cubes with bounded overlap and let

{fo}tgeo be a family of functions such that supp fo C Q. Then, for all
I<p<g<oo,

H Z o = |@|)% (X @ o) "
QReQ

Proof. By assumption, there is a constant C' such that every x is contained in
at most C' of the cubes in Q. We may split Q into O(C') disjoint families Q,,
and it suffices to prove the inequality for each Q,. From Holder’s inequality,

H Qéu fQHp = (Qéu ||fQ||£)1/p = (Qéu |Q|1—p/q|Q|p/q—1HfQH£> 1/p
<( X @)X e lsly) .

QeQ, QEQ,
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