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ABSTRACT

The problem of quickest change detection in Markov mod-
els is studied. A sequence of samples are generated from a
Markov model, and at some unknown time, the transition ker-
nel of the Markov model changes. The goal is to detect the
change as soon as possible subject to false alarm constraints.
The data-driven setting is investigated, where neither the pre-
nor the post-change Markov transition kernel is known. A
kernel based data-driven algorithm is developed, which ap-
plies to general state space and is recursive and computation-
ally efficient. Performance bounds on the average running
length and worst-case average detection delay are derived.
Numerical results are provided to validate the performance
of the proposed algorithm.

Index Terms— Sequential Change Detection, Maximum
Mean Discrepancy, Computationally Efficient, CuSum-Type
Test, Second-Order Markov Chain.

1. INTRODUCTION

Suppose we have a sequence of observations taken from a
stochastic process. At some unknown time (change-point), an
event occurs and causes a change in the data-generating dis-
tribution of the observations. The goal is to detect the change
as quickly as possible subject to false alarm constraints. This
problem is referred to as quickest change detection (QCD)
and has been widely studied in the literature [1-5]. It finds a
wide range of applications, e.g., fault detection in DC micro-
grids [6], quality control in online manufacturing systems [7]
and spectrum monitoring in wireless communications [8].
Existing studies mostly focus on the setting where sam-
ples are independent and identically distributed (i.i.d.) before
and after the change. But this i.i.d. assumption may be too re-
strictive in practice, e.g., in photovoltaic systems [9], samples
are not independent over time. For the general non-i.i.d. set-
ting, a generalized CuSum algorithm was developed in [10]
and was shown to be asymptotically optimal. The case when
samples are generated according to a (hidden) Markov model
has also been widely studied in the literature e.g., [7, 10-16].
In these studies, it is usually assumed that the data generat-
ing distributions before and after the change are known ex-
actly, and therefore those algorithms may not be applicable if
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such knowledge is unavailable. In this paper, we focus on the
data-driven setting of QCD in Markov models. Specifically,
the samples are generated according to a Markov model and
at some unknown time, the transition kernel changes. Neither
the pre- nor the post-change transition kernel is unknown. The
goal is to detect this change as quickly as possible subject to
false alarm constraints.

In [17], the problem of QCD in Markov models with un-
known post-change transition kernel was studied. Its basic
idea is to use the maximum likelihood estimate (MLE) of the
unknown post-change transition kernel to construct a gener-
alized CuSum-type test. This approach however requires fi-
nite state Markov chain or parameterized Markov transition
kernel so that the MLE approach can be applied. In [18], a
kernel based data-driven test is proposed for the same prob-
lem and the basic idea is to use a kernel method of maximum
mean discrepancy (MMD) [19] ! to construct a CuSum-like
test statistic. Specifically, the MMD between a batch of most
recent samples and a reference batch of pre-change samples
is computed and then used in the test statistic. The aver-
age detection delay (ADD) and the average run length (ARL)
to false alarm were theoretically characterized. The kernel
MMD method was also used in the literature, e.g., [20, 21],
for data-driven QCD problem under the i.i.d. setting, how-
ever, their analyses cannot be directly applied to the Markov
model in this paper.

In this paper, we develop a data-driven QCD algorithm for
Markov models, where neither the pre- nor the post-change
transition kernels are known. To address the issue that for two
different transition kernels, their stationary distributions may
still be the same, we derive a second-order Markov model so
that as long as two transition kernels are different, their in-
duced stationary distributions (for the second-order Markov
model) are different. We maintain a buffer of size m that
consists of the most recent samples. Once the buffer is full,
we compute the MMD between the second-order samples in
the buffer and a reference batch of pre-change samples, and
then leverage it to construct a CuSum-type test. After that, we
empty the buffer and continue to collect samples. We theoret-
ically show that the ARL of our algorithm is lower bounded
exponentially in the threshold and the ADD is upper bounded

ISee section 2.1 for an introduction to MMD.
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linearly in the threshold. Combined with the universal lower
bound on the ADD in [10], our method achieves order-level
optimal performance. The major challenges in the proof lie in
that the samples are from Markov models, and therefore, the
bias in the MMD estimate needs to be explicitly characterized
in order to analyze the ARL and ADD. Note that in [18], the
ARL lower bound is linear in the threshold, which is not ideal
since it implies frequent false alarms. In terms of compu-
tational complexity, our algorithm only incurs a complexity
of O(m?) for every m samples, whereas the computational
complexity in [18] is O(m?) at each time step. Our simula-
tion results also show that our algorithm has a lower ADD for
a fixed ARL, and is more computationally efficient.

Due to the space limitation, we omitted the full proof in
this paper. The full proof can be found in [22].

2. PROBLEM FORMULATION

Consider a Markov chain {X,,}%2 ; defined on a probability
space (X, F,P), where X is bounded i.e., |z| < (, for any
x € X. Let P : X — P(X) be the transition kernel, where
P(X) denotes the probability simplex on X'. At some un-
known time 7, the transition kernel changes into @ : X —
P(X). The goal is to detect the change as quickly as possible
subject to false alarm constraints. Denote a stopping time by
T and use P, (E,) to denote the probability measure (expec-
tation) when the change happens at time 7 and P, (E) to
denote the probability measure (expectation) when there is no
change. We assume access to a reference sequence of samples
{Y,.}22 , generated from the pre-change transition kernel P.
Let F; be the o-field generated by {X;,Y;}i_;. We define
the average running length (ARL) and the worst-case average
detection delay (WADD) for T as follows:

ARL(T) = E[T], $))
WADD(T) = supesssup E,[(T' — 7)T|Fr_1].  (2)
T>1

Here the ARL measures how often we see a false alarm, and
the WADD measures how many samples after the change-
point are needed to raise an alarm. The goal is to minimize
the WADD subject to a constraint on the ARL:

min WADD(T), s.t. ARL(T") > 1), 3)
T

where ¢y > 0 is some pre-specified constant. For technical
convenience, we make the following assumption.

Assumption 1. The Markov chains with transition kernel
P and Q are uniformly ergodic. Specifically, denote by
{Z,}52 and {W,,}5°, Markov chains with transition ker-
nels P and @, respectively, where wp and g are their
invariant measures. For any z,w € X, A C X andt > 0,
we have sup 4 |P(Zy1; € AlZ; = 2) —wp(A)| < RpAL and
supy [P(Wips € A|W; = w) — mq(A)| < Ry, for some
Rp,Rg <ooand(0 < Ap,Ag < 1.

2.1. Preliminaries: Maximum Mean Discrepancy

In this section, we review the kernel mean embedding and
the maximum mean discrepancy (MMD) [19, 23]. Denote by
k: X x X — R the kernel function of a reproducing ker-
nel Hilbert space (RKHS) #Hj. Denote by (-, )3, the inner
product in the RKHS. For any z,y € X, k(z,-) € H}, and
k(xz,y) = (k(z,-),k(y,))s,. For any function f € Hy,
f(z) = (f,k(z,-))n, due to the reproducing property. In
this paper, we consider a positive definite kernel function k:
X x X — R. We assume the kernel is bounded, i.e., 0 <
k(z,y) < 1. Denoted by up = Exr[k(X,-)] the ker-
nel mean embedding of measure F'. For a characteristic ker-
nel k£ and two measures F' and G, up = pg if and only if
F = G [19]. The MMD between F' and GG are defined as:

D(F,G) = sup Ex~r[f(X)] = Ey~clf(Y)]|, &

where F = {f € Hy : ||f|ln, < 1}. The square MMD can
be equivalently written as [24]:

D*(F,G) = Ex x'wr[k(X, X)] + Eyync[k(Y,Y")]
—2Expy~c[k(X,Y)]. &)

3. MAIN RESULTS

Note that Markov chains with different transition kernels may
induce the same invariant measure [18]. Therefore, direct
generalization of existing QCD approaches for the i.i.d. set-
ting [20, 21], which estimates the MMD between invariant
measures mp and mg, may fail even if P # (. To solve
this problem, we employ the second-order Markov chain [18].
Denote the product o-algebra on X x X generated by the
collection of all measurable rectangles as F ® F = 0{A X
B : A C X,B C X}. Define a probability measure Fp
on measurable space (X x X, F ® F) as Fp(A® B) =
J4mp(d2)P(Zit1 € B|Z; = z), forany A, B € F. From
Lemma 1 in [18], if P # @, then Fp # Fg. The kernel
function and MMD in Section 2.1 can be easily extended to
the space of X x X.

Lemma 1. Consider a uniformly ergodic Markov chain
{gn}‘ff:l, then its corresponding second-order Markov chain
{Z; = (Zi, Zi41)}52, is also uniformly ergodic.

We then construct the test statistic and the stopping rule
using the second-order Markov chain. The basic idea is to
estimate the MMD between the invariant measures of the
second-order Markov chains, and then use that estimate to
construct a CuSum-type test. Firstly, we partition the sam-
ples into non-overlapping blocks with size m. Denote by
X, = (Xi, Xit1), Y, = (Y;,Yiq1) the second-order Markov
chains. For {X;}$2, the invariant measure is Fp before the
change and F, after the change. For {Y;}52, the invariant
measure is F'p. For the ¢-th block, t = 0,1,2, ..., define F}(
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S where
0%, is the Dirac measure. Similarly, we can deﬁne F)t, The

t ot : .
MMD D(F%, FY) can then be written as:

D(F}(,Ft)_(l)( >

mt<i,j<m(t+1)

. . .
its empirical measure as Iy = = LS

k(Xi, X;)

(SIS

>

mt<i,j<m(t+1)

-2 Y k)
mt<i,j<m(t+1)

Define S; as: Sy = D(FL, FL) — o, where o > 0 is some

positive constant to be specified later. Then, our stopping time

is defined as

¢
T(c) = inf {mt max, S; > c} (6)

] =1

where ¢ > 0 is a pre-specified threshold. This algorithm can
be updated recursively: maxj<;<¢ Z;:Z S; = max {0,
maxi<;<t—1 Zt ! S; + St} Moreover, the computational
complexity for MMD is O(m?) for every m samples. At
time n, there are | * | non-overlapping blocks in total. Hence
the overall computational complexity up to time n is O(mn).
Nevertheless, the algorithm in [18] needs to calculate the
MMD for n — m + 1 times due to the use of overlapping
blocks. Thus the total computational complexity in [18] is
O(m?n). This shows that our algorithm is more computa-
tionally efficient.

Before the change, for large m, D(F%, F.) = D(Fp, Fp)
= 0 (which will be proved later). After the change, for
large m, D(F%,F}) =~ D(Fp,Fg) > 0. If we choose
0 < o < D(Fp, Fp), then before the change the test statistic
has a negative drift and fluctuates around 0, while after the
change, the test statistic has a positive drift and goes above
the threshold quickly.

In the following theorem, we theoretically characterize
the upper bound on the WADD of our test in (6).

Theorem 1. The WADD for the stopping time in (6) can be
bounded as follows:

WADD(T'(c))

2Vadme  (a+ d)me a+Vad
T E ) R
=0(me). @)

_ [2-2\p+4Rp _ 2—2\g+4Rg .
where ap = m=1)a=2p) Q@ = ,/7(7”71)(17)\@), a =

ap+ag and d = D(Fp, Fg) — 0.

Proof sketch. Denote by 7’ the last time index of the block
where the change happens. Then, samples after 7/ follow the

ap+aq+y/(D(Fp,Fq)—0o)(ap+aq)

transition kernel of Q). Let ¢ = D(FpFg)—o—ar—ag

such that D(Fp, Fg) — o — %(ap + ag) > 0. Denote by

(§+1)c

Ne = [W]. Firstly, we have that

(T(c)—1") .
ET{ mn, ‘J:T 1} ZP ( mne >J‘}—T—1)'
By the definition of T'(c), it follows that
T(c)—7' .
]P)T(L Z J)F‘r—l)
mn,
Jne
T(c)—7 .
<P . e mT S
= T< Z SZ<C‘FT 1, mn, 2] 1)
i=(j—1)nc+1
T _ !/
xIEDT(L >j—1|F). ®)
mne
It then suffices to bound P, ( ZZZ?j—l)ncH S; < c‘]—}_h

T(c)—7'
mn.

inequality and Markov inequality, we have that

Jne ’
T(c)—T .
HDT( § Frla(rn)nz.]l)

i=(—1)ne+1

>j— 1) and to apply (8) recursively. By the triangle

S, <c

SPT< S (D(FL Fr) + DFL F))

i=(G—1)n.+1

T(c)—1" _ .
>ne.(D(Fp,Fg) —0) —c|Frog,———— > j—1
2ne(D(Fp,Fo) — o) — ¢|Fr— p— J
Jne
< >
i=(j—1)ne+1
E, [D(FX, Fp) + D(FL, FQ)‘]-'T_l, TO-1' > 5 1]
ne(D(Fp, Fq)) —0) —c¢
ap+agq < 1)
<———(1+= ). ©)]
D(FP, FQ) — 0 f
The last inequality in (9) follows from Proposition 1, which
will be given later. O
Note thatap,ag = O( \/%) Therefore, the upper bound

is linear in the threshold ¢ and the batch size m.
Recall that F'p and Fé are the invariant measure and em-

pirical measure for {Z,}2 ,, respectively. The expectation
of their MMD can be bounded in the following proposition.

Proposition 1. Vz,,; € X, E D(F%,Fp)\th = Zmt| <
ap.

The samples are Markovian, hence the empirical mea-
sures of different blocks are dependent. Nonetheless, Proposi-
tion 1 provides an upper bound on the conditional expectation
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Fig. 1. Comparison of the two algo-

rithms: o = 0.3. rithms: o = 0.35.

of D(Fé7 F'p). It generalizes the results in [25], where in [25]
it was assumed that Z,,,; follows the invariant distribution.

We then provide a lower bound on the ARL, which is ex-
ponential in the threshold c. Before that, we first present a
useful proposition that provides a high-probability bound on
the sum of two MMDs between the invariant measure and the
empirical measure.

Proposition 2. For any 1 ,ym: € X and § > 0, there exists
a positive constant I p that

log(})

P | D(FL, F D(FL. Fp) < 2(1+ 2l o
((;p p)+ D(Fy, Fp) <2(1+20p)\| =
+2ap| Xmt = Tmt, Yt = ymt> >1-4. (10)

In [25], it was assumed that X,,;, Y+ follow the invariant
distribution. Here, our result holds Vz.,,;, ym: € X. More
importantly, in [25] it was assumed that I'p exists. Here we
prove that I' p exists and is finite with an explicit expression.

Letb = 2(1;—\/273’) and h = o0 —2ap. Since ap = O(ﬁ),
then we can always find a large m so that h > 0. Let ¢(q) =
Vrgbexp (—qh + @) Let ¢ > 0 be a constant s.t. ¢(q) <
1. Note that ¢(q) is continuous in ¢, $(0) = 0 < 1 and
¢(q) — oo when ¢ — oo. Therefore, there always exists
such a q.

Theorem 2. The ARL of T'(c) in (6) can be lower bounded
exponentially in the threshold c:

ARL(T'(c)) > mexp(gc). (11)

Note that ¢ and m are independent of c. Therefore, the
ARL grows exponentially in the threshold c.

The universal lower bound from [10] shows for any stop-
ping time with ARL > 1), the detection delay is at least
O(log(v)). In our paper, to guarantee (3) is satisfied, the
threshold ¢ is chosen to ‘eg(¥)=los(m) According to Theo-
rem 1, this further implies that our algorithm achieves a detec-
tion delay of O(log(1)) while satisfying the false alarm con-
straint. This matches with ( order-level) the universal lower
bound in [10] for general non-i.i.d. setting.

Fig. 2. Comparison of the two algo-

1000 1500 2000 2500 3000 3500 4000
Number of samples

7.0 7.5 8.0

Fig. 3. Number of samples v.s. compu-
tational complexity.

4. NUMERICAL RESULTS

In this section, we provide simulation results. We name the
kernel based CUSUM algorithm proposed in [18] as RAL
(oveRIApping bLocks) and our proposed algorithm as ORAL
( nOn-oveRIApping bLocks). We then compare the perfor-
mance of these two algorithms.

We consider an example that the transition kernel changes
from P = [0.2,0.7,0.1;0.9,0.0,0.1;0.2,0.8,0.0] T to Q =
[0.5,0.5,0.0;0.0,0.5,0.5;0.2,0.3,0.5]".  We choose the
Gaussian kernel function k(z,y) = exp( — B(z —y)?),
where (8 is the bandwidth parameter. Set m = 10, and
o = 0.3 and 0.35 respectively. To compare the ADD and
the ARL, in Fig 1 and 2, we plot the the ADD as a function
of the log of ARL by varying the threshold. To compare the
computational complexity, in Fig 3 we plot the running time
as a function of the total samples (on Intel W-2295 CPU).

From Fig 1, it can be seen that our method outperforms the
method in [18], i.e., for the same level of ARL, our method
achieves a smaller ADD. Moreover, for both methods, the
ADD grows with the log of ARL linearly, which matches
with our bounds in this paper, but contradicts with the bounds
in [18]. From Fig 2, it can be seen that our method is more
computationally efficient.

5. CONCLUSION

In this paper, we studied the data-driven quickest change de-
tection problem in Markov models. We proposed a kernel
based detection algorithm, and investigated the bias in MMD
estimate for Markov models. Further, we derived its bounds
on ARL and WADD, which achieves the order-level optimal
performance. Furthermore, compared to the state-of-the-art
study with the same setting, our theoretical bounds are tighter
and algorithm is computationally efficient. It is of future in-
terest to generalize our results to the hidden Markov model.
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