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SUMMARY

Tsunami generation by offshore earthquakes is a problem of scientific interest and practi-
cal relevance, and one that requires numerical modelling for data interpretation and hazard
assessment. Most numerical models utilize two-step methods with one-way coupling be-
tween separate earthquake and tsunami models, based on approximations that might limit
the applicability and accuracy of the resulting solution. In particular, standard methods fo-
cus exclusively on tsunami wave modelling, neglecting larger amplitude ocean acoustic and
seismic waves that are superimposed on tsunami waves in the source region. In this study, we
compare four earthquake-tsunami modelling methods. We identify dimensionless parameters
to quantitatively approximate dominant wave modes in the earthquake-tsunami source region,
highlighting how the method assumptions affect the results and discuss which methods are
appropriate for various applications such as interpretation of data from offshore instruments in
the source region. Most methods couple a 3-D solid earth model, which provides the seismic
wavefield or at least the static elastic displacements, with a 2-D depth-averaged shallow water
tsunami model. Assuming the ocean is incompressible and tsunami propagation is negligible
over the earthquake duration leads to the instantaneous source method, which equates the
static earthquake seafloor uplift with the initial tsunami sea surface height. For longer dura-
tion earthquakes, it is appropriate to follow the time-dependent source method, which uses
time-dependent earthquake seafloor velocity as a forcing term in the tsunami mass balance.
Neither method captures ocean acoustic or seismic waves, motivating more advanced meth-
ods that capture the full wavefield. The superposition method of Saito et al. solves the 3-D
elastic and acoustic equations to model the seismic wavefield and response of a compressible
ocean without gravity. Then, changes in sea surface height from the zero-gravity solution are
used as a forcing term in a separate tsunami simulation, typically run with a shallow water
solver. A superposition of the earthquake and tsunami solutions provides an approximation
to the complete wavefield. This method is algorithmically a two-step method. The complete
wavefield is captured in the fully coupled method, which utilizes a coupled solid Earth and
compressible ocean model with gravity. The fully coupled method, recently incorporated into
the 3-D open-source code SeisSol, simultaneously solves earthquake rupture, seismic waves
and ocean response (including gravity). We show that the superposition method emerges as
an approximation to the fully coupled method subject to often well-justified assumptions.
Furthermore, using the fully coupled method, we examine how the source spectrum and ocean
depth influence the expression of oceanic Rayleigh waves. Understanding the range of validity
of each method, as well as its computational expense, facilitates the selection of modelling
methods for the accurate assessment of earthquake and tsunami hazards and the interpretation
of data from offshore instruments.

404 © The Author(s) 2023. Published by Oxford University Press on behalf of The Royal Astronomical Society.
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1 INTRODUCTION

Computational modelling coupling the solid Earth and ocean is
crucial for studying earthquake-driven tsunami generation. Appli-
cations include interpreting data from actual events (Tanioka &
Sataka 1996; Fujii & Satake 2007; Simons et al. 2011; Yamazaki
et al. 2018), informing tsunami early warning (Liu et al. 2009;
Bernard & Titov 2015; Selva ef al. 2021) and performing sce-
nario modelling of subduction events (Witter et al. 2013; Hayes
et al. 2014; LeVeque et al. 2016; Baba ef al. 2016; Goda et al.
2017; Grezio et al. 2017; Scala et al. 2020) and offshore strike-
slip events (Ulrich et al. 2019; Krenz et al. 2021; Elbanna et al.
2021; Amlani et al. 2022). Earthquakes excite a rich variety of
waves in the solid Earth and ocean, including seismic waves, ocean
acoustic waves and surface gravity waves (tsunamis). The mod-
elling of wave generation and propagation in a compressible ocean
with gravity has a long history (Stoneley 1926; Sells 1965; Kajiura
1970; Duffy 1992; Nosov 1999; Levin et al. 2009), with recent
advances focused more on algorithms and workflows for forward
models and data inversion in realistically complex geometries. Cer-
tain applications focus on just one of these waves, for example,
surface gravity waves for tsunami hazard assessment or seismic
waves for traditional earthquake source characterization. However,
other applications require or at least benefit from the modelling of
more than one wave type. For example, joint inversion of seismic
and tsunami data provides the best constraints on the rupture process
of the 2011 Tohoku-Oki event (Yokota et al. 2011; Yamazaki et al.
2018; Lay 2018), resolving inconsistencies between inversions of
only seismic, geodetic or tsunami data (Lay e al. 2011; Satake et al.
2013). In particular, tsunami data can place much tighter constraints
on the extent of shallow slip than seismic and geodetic data, which
is critical for understanding tsunamigenesis (DeDontney & Rice
2012; Cheung et al. 2022; Mulia et al. 2022; Ye et al. 2022). In
addition, new offshore instrument networks over earthquake source
regions, such as DONET in the Nankai Trough (Kawaguchi et al.
2008) and S-net in the Japan Trench (Yamamoto et al. 2016), have
demonstrated that the wavefield is a complex superposition of all
of the previously mentioned wave types. Fibre optic technologies
offer much promise for densely sampling this complex offshore
wavefield (Lindsey et al. 2019; Sladen et al. 2019; Zhan et al.
2021). While filtering approaches can be applied to isolate certain
waves (Tsushima et al. 2012; Saito & Tsushima 2016), the best
constraints on the source will be obtained from models that cap-
ture all waves. This has motivated the development of new, coupled
solid Earth and ocean modelling methods. Other methods utilize a
one-way coupling from the solid Earth to the ocean. Some of these
account for the time dependence of the seafloor displacement, while
others use the static displacement. All of these methods utilize sim-
plifying assumptions, often providing simpler modelling workflows
or more efficient computations. However, these assumptions can
limit the applicability of the given method.

The purpose of this study is to examine four modelling methods
to assess the consequences of the approximations and the relevance
of each method to various features of interest in the wavefield. In this
study, we use the Lotto & Dunham (2015) method for fully coupled
earthquake and tsunami modelling, which was recently extended
from 2-D to 3-D by Krenz et al. (2021) through an implementation

in the open-source code SeisSol (Dumbser & Kiser 2006; Pelties
etal 2014; Breuer et al. 2015; Uphofter al. 2017). We present verifi-
cation tests of the fully coupled approach against an exact solution.
Together with shallow water solvers, the SeisSol implementation
provides us simulation capabilities for all four modelling methods.
We compare these modelling methods in three ways. First, we focus
on the ocean response to a specified seafloor displacement. This is
done analytically using seafloor-to-sea surface frequency-domain
transfer functions (Section 3), which highlight the different wave
modes that contribute to the overall wavefield, as well as through
time-domain numerical simulations (Section 4). Next, we study the
more realistic problem of wave generation and propagation from
earthquake ruptures using SeisSol dynamic rupture simulations in
a coupled ocean-solid earth model. In addition to comparing the
modelling methods for this problem (Section 5), we identify and
discuss prominent features of the seismic and acoustic wavefield.
In particular, we examine how the source spectrum and ocean depth
influence the expression of oceanic Rayleigh waves (Section 6).

The most widely used method for modelling tsunami generation
is equating the final, or static, vertical seafloor displacement from
the earthquake to the initial sea surface uplift, which serves as the
initial condition for a tsunami model. This equivalence arises from
the assumption of a hydrostatic ocean response, which is justified
when the horizontal wavelengths of the seafloor displacement are
large compared to ocean depth. These are the same conditions that
justify use of the shallow water model for tsunami propagation.
However, short wavelength seafloor perturbations, particularly in
deep water like that characterizing many subduction zone trench re-
gions, cause a non-hydrostatic response. Kajiura (1963) has shown
how this effectively filters the short wavelength features of the
seafloor displacement from the sea surface response.

In addition, using the static seafloor displacement to set initial
conditions for the tsunami model assumes that tsunami propagation
is negligible over rupture duration, a condition that is justified for
many earthquakes (Kajiura 1963; Ward 2001; Tanioka & Seno 2001;
Saito & Furumura 2009). This is the basis for the widely used
workflow of computing seafloor uplift from static elastic solutions
for fault slip, such as the solutions of Okada (1985) for dislocations
in a homogeneous clastic half-space. However, for long-duration
tsunami earthquakes, extremely large earthquakes and underwater
landslides, tsunamis can propagate over distances comparable to or
exceeding the horizontal wavelengths of the seafloor displacement
while the seafloor is still deforming. This has motivated tsunami
models with a time-dependent source term describing seafloor uplift
added to the mass balance (Kajiura 1970). Recent modelling studies
have explored the importance of accounting for time-dependent
seafloor displacements for accurate tsunami modelling (Kervella
et al. 2007; Saito & Furumura 2009; Madden et al. 2021).

Both of these methods assume that the ocean is incom-
pressible, thereby neglecting ocean acoustic wave generation
and propagation. This assumption is justified when interpret-
ing data far from the source region because the acoustic
waves propagate much faster than the tsunami, allowing a
clear separation of these waves. However, the deployment of
pressure gauges and ocean bottom seismometers in the off-
shore region above or adjacent to earthquake sources has
shown the superposition of tsunami waves, seismic waves and
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ocean acoustic waves (Nosov & Kolesov 2007; Matsumoto
et al. 2017; Saito et al. 2019; Kubota et al. 2021). This has mo-
tivated the development of new methods that aim to capture the full
wavefield. We note that several fully coupled modelling methods
were developed decades ago in the context of mode summation for
plane-layered or spherically symmetric earth models with a com-
pressible ocean subject to gravity (Ward 1980, 1981; Comer 1984;
Dahlen & Tromp 1999). In comparison, the new methods we fo-
cus on here have arisen independently as extensions of 2-D and
3-D seismic wave propagation (and in some cases earthquake dy-
namic rupture) codes that can handle the material heterogeneity and
complex seafloor bathymetry existing in real subduction zones.

Maeda & Furumura (2013) were the first to introduce a fully
coupled modelling method by adding gravity to their seismic and
acoustic wave propagation code for solid Earth and the ocean. Lotto
& Dunham (2015) provided an alternative framework for fully cou-
pled modelling, starting from the linearized governing equations for
small perturbations of a compressible ocean about an initial hydro-
static rest state. They implemented this model in a 2-D finite dif-
ference code for both kinematic and dynamic earthquake ruptures
(Lotto & Dunham 2015; Lotto e al. 2017, 2018). This method was
also successfully implemented in 2-D and 3-D finite element codes
(Wilson & Ma 2021; Ma 2022). The methods of both Maeda & Fu-
rumura (2013) and Lotto & Dunham (2015) simultaneously model
all waves in one simulation. We note that the governing equations of
Maeda & Furumura (2013) differ from those of Lotto & Dunham
(2015); the former appear not to have received continued use in the
literature so they will not be explored in our study.

In contrast to the fully coupled modelling methods, Saito et al.
(2019) have introduced a two-step sequential modelling method for
the same problem. First, the earthquake rupture, seismic waves, and
ocean acoustic waves are modelled in a coupled Earth and compress-
ible ocean model without gravity. The sea surface vertical velocity
from this model is then used as a source term in an incompressible
2-D tsunami simulation, using some form of a shallow water solver
(e.g. non-dispersive linear long wave or weakly dispersive Boussi-
nesq). The appropriate superposition of the earthquake and tsunami
solutions provides an approximation to the complete wavefield. (For
fields other than the sea surface displacement, this requires comput-
ing the 3-D ocean response from the 2-D shallow water solution,
using the assumptions that provide the basis of the depth-integrated
shallow water model.) Even though the tsunami simulation utilizes
an incompressible ocean, this superposition of the earthquake and
tsunami solutions accounts for acoustic and seismic waves.

The fully coupled and superposition methods require wave prop-
agation simulations which are computationally expensive and usu-
ally require parallel computing in 3-D. The superposition method
additionally uses a tsunami simulation to incorporate gravity. This
tsunami simulation is 2-D depth-integrated and, for most shallow
water models, allows much larger time steps. Hence it has a vastly
smaller computational cost than the initial 3-D simulation. Com-
paring the fully coupled and superposition methods, the addition
of gravity adds negligible computational cost. Hence, the superpo-
sition method has no real computational advantage over the fully
coupled method in modelling the wave generation process. The su-
perposition method offers two possible advantages over the fully
coupled method. First, it can be performed using many existing
wave propagation codes without needing to introduce a stable and
accurate treatment of the free surface boundary condition to account
for gravity. Second, it is straightforward to continue running the ef-
ficient tsunami simulation for a much longer time than the initial
3-D wave propagation model to study regional or global tsunami

propagation as well as inundation (if a non-linear tsunami model
is used). Currently, there is no established workflow for transition-
ing between the fully coupled method solution and a shallow water
tsunami simulation.

In this study, we formally establish the relation between the
superposition-based method of Saito et al. (2019) and the fully
coupled method of Lotto & Dunham (2015), showing that their dif-
ferences are negligibly small in many relevant cases. In addition,
we perform verification tests of the recent 3-D implementation by
Krenz et al. (2021) of the Lotto & Dunham (2015) method to 3-D
in the open-source SeisSol code (Dumbser & Kiser 2006; Breuer
et al. 2015; Pelties et al. 2014; Uphoff et al. 2017). We then use
the fully coupled SeisSol solution as a reference solution for com-
parison to alternative modelling methods. Specifically, we compare
results of four modelling methods for a variety of imposed seafloor
displacement and earthquake rupture sources. We explore how the
wavefield is influenced by the horizontal wavelengths character-
izing the source, the source duration, and ocean compressibility.
Non-dimensional parameters allow us to quantify the validity of the
model assumptions. A comparison of the results reveals discrepan-
cies between the models whenever these assumptions are violated.
Understanding the range of validity of each method, as well as
its computational expense, facilitates the selection of modelling
method for accurate assessment of earthquake and tsunami hazards
and the interpretation of data from offshore instruments.

Our earthquake rupture simulations reveal a complex set of ocean
acoustic and seismic waves, the most prominent of which we iden-
tify as oceanic Rayleigh waves. We examine the dispersion proper-
ties of these waves to explain key features of the resulting wavefield,
highlighting how the wavefield changes with ocean depth and the
frequency band of waves excited by the earthquake source. We an-
ticipate these results to guide interpretation of data from offshore
instruments.

2 METHODS FOR COUPLED
EARTHQUAKE-TSUNAMI MODELLING

This section outlines the four modelling methods used in this study.
Starting with the general problem, we derive the fully coupled
method (method 1). Next, we apply approximations to the general
problem to derive commonly used shallow water methods (methods
2 and 3) and the recently developed superposition method (method
4). The methods are summarized in Fig. 1. Method 2 assumes an in-
compressible ocean and that tsunami propagation is negligible over
the duration of the earthquake, so that tsunami generation is captured
by specifying initial sea surface height in the tsunami model. Often
the initial sea surface height is equated to the static seafloor uplift
from an earthquake model. In some applications of this method, the
seafloor uplift is filtered to remove short wavelength components
when translating to initial sea surface height; the filter, referred to
as the Kajiura filter, is based on an analytic solution to Laplace’s
equation for pressure (or velocity potential) in an incompressible
ocean of uniform depth and accounts for non-hydrostatic response
at short wavelengths (Kajiura 1963, 1970; Tanioka & Satake 1996).
For longer-duration earthquakes, it is more appropriate to follow
method 3, which uses the time-dependent seafloor velocity from an
earthquake model as a time-dependent forcing term in the tsunami
mass balance equation (Saito & Furumura 2009; Saito & Tsushima
2016; Saito 2019).

We remark that the shallow water solver used in these two meth-
ods can solve either linearized equations, if attention is restricted to
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Figure 1. We compare four modelling methods in this paper. Method 1, the fully coupled method, simultaneously solves earthquake rupture and ocean
response. Methods 2—4 are two-step methods, using approximations to send information from an earthquake simulation into a separate tsunami simulation.
Only methods 1 and 4 capture the full wavefield; methods 2 and 3 are limited to tsunami waves.

Figure 2. 3-D model domain with an underlying elastic solid and over-
lying acoustic ocean. The full domain is discretized with an unstructured
tetrahedral mesh. Surfaces offset for visualization.

the offshore region, or non-linear equations, for applications involv-
ing inundation and run-up and other problems where non-linearities
are important. In this study, we limit our attention to the offshore
region where the linear shallow water equations are justified. In
addition, the effects of dispersion on tsunami propagation can be
accounted for approximately with a Boussinesq solver or neglected
in the more commonly used linear long wave model.

Neither method 2 nor method 3 captures ocean acoustic or seis-
mic waves, motivating the development of more advanced meth-
ods. Saito et al. (2019) propose a superposition-based modelling
method, referred to here as method 4, which solves the 3-D elastic
and acoustic wave equations to model the earthquake rupture, seis-
mic wavefield, and the response of a compressible ocean without
gravity. Then, changes in sea surface height from this zero-gravity
solution are used as a time-dependent forcing term in a separate,
shallow water tsunami simulation. A superposition of the earth-
quake and tsunami solutions provides the complete wavefield, with
some approximations applied to the tsunami propagation problem
depending on the shallow water solver used (linear long wave or

Boussinesq). Thus, while method 4 is algorithmically a two-step
method, like methods 2 and 3, it provides more than just the tsunami
wavefield. The complete wavefield is captured in method 1 (Fig.
2), which directly solves the equations governing the response of a
fully coupled solid Earth and ocean with gravity (Lotto & Dunham
2015).

2.1 Statement of the general problem

Consider perturbations to an ocean of equilibrium depth H(x, y).
The z-axis is vertical and directed upward, opposite to gravity and
the unperturbed sea surface is the plane z = 0. We use an Eule-
rian description. We consider first problems in which the seafloor
displacement is specified, then replace this with acoustic—elastic
interface conditions at the seafloor to couple the ocean to the solid
Earth. For the first class of problems, an earthquake, or another
source, causes vertical uplift b(x, y, ) of the seafloor, such that the
seafloor is now located at z = —H(x, y) + b(x, y, t). The vertical
uplift has contributions from both vertical and horizontal displace-
ments (U;) of the solid Earth if the seafloor is sloped. Tanioka &
Satake (1996) introduced the widely used linearized relation,
oH oH
b = Uz + vai + in,
ax ay

which is valid when deformation-induced changes in bathymetry
are sufficiently small. The perturbed ocean surface is z = n(x, y, 7).

In this general problem, the ocean is compressible and inviscid,
with gravity acting as a restoring force. Following Lotto & Dunham
(2015), the governing equations for small perturbations about an
initial hydrostatic equilibrium rest state of the ocean are derived by
combining the mass balance (continuity) with a linearized equa-
tion of state, yielding

(M

Lop  dve Oy O )
K ot ax ay 0z
and the momentum balance equations,
dv, dp
L=y, 3
Pt T ax @
d J
- ) (4)
ot ay
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and
dv, dp

- + — =0, S5
Por ez ®)

for particle velocities v;, pressure perturbation p, bulk modulus K
and density p. The sound speed is ¢y = /K /p. We neglect source
terms of O(g/wcy), where w is the angular frequency characteriz-
ing a wave and g is the gravitational acceleration (Lotto & Dun-
ham 2015). The governing equations, as written, can have depth-
dependent p and K. Accounting for this depth dependence is nec-
essary for a rigorous inclusion of compressibility effects using a
linearized equation of state. Instead, we assume in this study that
both p and K are constants which incurs an error of O(gH/c?)
which is quite small for Earth’s oceans and can thus be neglected.

With these approximations, gravity enters only through a lin-
earization of the free surface boundary condition,

p—pgn=0, atz=0. (6)

The equations are closed by adding the linearized kinematic condi-
tion on the sea surface,
an

— =v,, atz=0, 7
ot v atz 7

and, for problems in which the seafloor displacement is specified,
the linearized kinematic condition on the seafloor,

ab oH oH

Ezvz—l-vxa—l—vy@, atz = —H. (8)
Note that eq. (1) follows directly from time integration of eq. (8).
For problems that couple the ocean to the solid Earth, the seafloor
kinematic condition is replaced with the following acoustic-elastic
interface conditions at the seafloor: (i) continuity of normal dis-
placement, (ii) balancing normal traction on the solid side with
pressure on the ocean side and (iii) vanishing shear traction on the
solid side.

2.2 Method 1: Fully coupled method

The fully coupled method, which provides a reference solution to
which solutions from other methods are compared, is obtained by
solving eqs (2)—(7) in the ocean and the elastic wave equation in the
solid Earth. The ocean and solid are coupled by enforcing continuity
of the normal velocity and traction components of stress across the
seafloor interface, rather than imposing the seafloor uplift through
the kinematic condition (8).

2.3 Approximations to method 1 (fully coupled method)
yield shallow water modelling methods 2 and 3

The most commonly used methods for modelling tsunami genera-
tion and propagation couple a 3-D earth model with a 2-D depth-
averaged shallow water tsunami model. Starting with the general
problem governed by eqs (2)—(8), we make two well-known approxi-
mations to obtain the linearized shallow water equations. First, when
wH/cy < 1, where w is the angular frequency, the ocean responds in
an effectively incompressible manner. This eliminates the K~ 9p/dt
term in eq. (2).

We then depth integrate the resulting continuity equation for an
incompressible fluid and use the linearized kinematic conditions (7)
and (8) to obtain

dq, db

o, g da, _0b
ay at’

at ox

©

in which the linearized depth-integrated horizontal velocities, also
know as fluxes, are

0 0
qx =/ v dz, q},=/ vydz. (10)

H H

Second, we neglect the inertial term pdv./d¢ in the vertical mo-
mentum balance (eq. 5), such that the pressure perturbation p is
independent of depth and equal to the hydrostatic pressure change
pgn. This is justified when vertical accelerations are small com-
pared to g, which occurs for small-amplitude perturbations when
kH < 1, where k is the horizontal wavenumber characterizing the
solution. It then follows from eq. (6) that the horizontal pressure
gradient is independent of depth. Thus, the horizontal momentum
balances (eqs 3 and 4) become independent of depth, and after depth
integration are

09, an

H—" =0 11
ar T8y (In
and
g, an
— H— =0. 12
o T8 o (12)

Egs (9), (11) and (12) are the linear long wave equations that de-
scribe non-dispersive tsunami propagation at the shallow water wave
speed (gH)"?. These are the equations used in most parts of this
study for the shallow water problem.

We remark that effects of dispersion can be approximately ac-
counted for using the Boussinesq approximation (Saito et al. 2010;
Baba et al. 2015, 2017; Saito 2019), which adds non-hydrostatic
pressure correction terms to the momentum balances (eqs 11 and
12):

g, an 1, 9 (dq.  9q,

H — ) 13
o T8 T3 e Lax T oy (13)
and
9 m 1 (g dq
Wy o = g O (% %) (14)
at dy 3 dydr \ dx ay

We use this Boussinesq model in the final part of our study and
compare results to those of the linear long wave model.

2.3.1 Method 2: Instantaneous source method

Method 2 is the simplest and most commonly used two-step method.
It is based on the premise that the earthquake source occurs over
such short time scales, as compared to tsunami propagation time
scales, that the source can be regarded as instantaneous. In this
method, an earthquake model is used to provide the static seafloor
uplift b, (x, y). This is often computed using dislocation solutions for
auniform elastic half-space, but can also be obtained using the final
displacements from a time-dependent kinematic or dynamic rupture
simulation. These solutions are typically calculated by neglecting
the ocean and by treating the seafloor as a free surface.

Next, a shallow water tsunami simulation is performed by solving
eqgs (9), (11) and (12), with the forcing term 95/9¢ in eq. (9) set to
zero and

n(x, y,0%) = by(x, y), (15)
gx(x,y,07) =0, (16)
q,(x,y,07) =0, 7
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as initial condition. Here, # = 0" corresponds to the end of the
earthquake and the start of tsunami propagation. The first initial
condition (eq. 15) follows from the time integration of eq. (9) over
the earthquake source region, assuming a dominant balance between
sea surface uplift rate d7/d¢ and seafloor uplift rate db/d¢. This is
justified when the seafloor displacement occurs over a sufficiently
short time scale such that horizontal fluxes are negligible over the
earthquake duration, or equivalently when the tsunami propagation
distance over the earthquake duration is much shorter than the hori-
zontal wavelengths characterizing the seafloor uplift. Alternatively,
one can view the seafloor uplift forcing, at the much longer time
scales of the tsunami, as effectively instantaneous by writing

b /0t = by(x, y)S(1); (18)

then integrating eq. (9) with this forcing across ¢ = 0 yields the
initial condition eq. (15).

Setting initial horizontal fluxes to zero (eqs 16 and 17) is justified
when the seafloor displacement transfers negligible horizontal mo-
mentum, in the form of tsunami waves, to the ocean. While some
studies have argued that horizontal momentum transfer may be im-
portant (Song et al. 2008, 2017; Song & Han 2011), simulations
using a 2-D fully coupled model (Lotto ez al. 2017, 2018) show that
it is negligible for the geometries and problems of interest here.

We note that there are variants of method 2 in which b(x, ) is
filtered to account for non-hydrostatic effects at short wavelengths
during the tsunami generation process prior to setting the initial
condition on n(x, y, 07) (Kajiura 1963, 1970; Nosov & Kolesov
2011). This is often referred to as the Kajiura filter. Likewise, the
tsunami problem can be solved using a non-linear shallow water
solver and/or a Boussinesq solver that accounts approximately for
tsunami dispersion (Baba ef al. 2015, 2017; Saito 2019; Saito &
Kubota 2020; Du et al. 2021).

To summarize, this one-way coupled method assumes that the
ocean is incompressible, horizontal wavelengths are much longer
compared to ocean depth and tsunami propagation is negligible over
the earthquake duration.

2.3.2 Method 3: Time-dependent source method

For longer duration sources, horizontal flux terms in the tsunami
mass balance are not negligible while the seafloor is actively de-
forming, and thus, tsunami propagation occurs over the earthquake
duration. In this case, the time-dependent forcing term in the mass
balance must be used when solving the tsunami problem. Similar
to method 2, an earthquake simulation computes b(x, y, 7). It is
insufficient to only compute the static uplift, by (x, ). The tsunami
solution is obtained by solving the shallow water eqs (9)—(12) with
homogeneous initial conditions. Coupling from the earthquake to
the tsunami occurs through the forcing term d5/d¢ in the mass bal-
ance (eq. 9). No forcing is added to the momentum balance equa-
tions, consistent with the previously stated assumption of negligible
horizontal momentum transfer from the solid Earth to the ocean
during seafloor displacement. Note that method 2 is a limiting case
of method 3 for sufficiently short duration 05/9+.

The instantaneous source two-step method (method 2) and time-
dependent source two-step method (method 3) are generally accept-
able for modelling tsunami propagation and are prevalent in current
modelling practices. However, they do not include contributions
from acoustic waves and cannot be used for certain applications,
for example, for improving tsunami early warning approaches. For

Coupled earthquake and tsunami modelling 409

this purpose, we need models that capture both acoustic and tsunami
waves in the ocean.

2.4 Approximations to method 1 (fully coupled method)
yields method 4 (superposition method)

The fully coupled method (method 1) provides the full seismic,
acoustic, and tsunami wavefield. However, this requires a stable
and accurate implementation of the free surface boundary condi-
tion with gravity, namely eqs (6) and (7), rather than the usual
p = 0 free surface condition that is enforced in most 3-D seis-
mic/acoustic wave propagation codes. Code modifications can be
avoided using a superposition-based method for computing the full
wavefield (Saito 2019; Saito et al. 2019). We refer to this superpo-
sition method as method 4. Here we show how the superposition
method can be obtained from the fully coupled method by making a
few approximations that are often well-justified; this connection has
not previously been recognized in the literature. The superposition
method differs from the fully coupled method in that it is algo-
rithmically a two-step method that must be implemented using two
separate codes, a seismic wave propagation code without gravity
and a tsunami code. The method passes information from an initial
zero-gravity simulation, conducted with a compressible ocean and
thus resolving both acoustic and seismic waves, to a tsunami sim-
ulation (which, thus far in the literature, has been conducted using
incompressible shallow water solvers). The zero-gravity simulation
provides a time-dependent forcing term for the tsunami simulation,
and an appropriate superposition of the two solutions provides the
full wavefield (Saito 2019; Saito ez al. 2019).

Here we provide a derivation of the superposition method that
reduces to the method introduced by Saito et al. (2019). We denote
by a superscript (1) the zero-gravity solution obtained by solving
governing eqs (2)—(5) with boundary conditions (6)—(8), but with
g = 0in eq. (6). We denote by a superscript (2) the solution to a
second problem that when superimposed with solution 1 yields the
exact solution to the fully coupled problem. Thus, the superposi-
tion of solutions 1 and 2 provides the full wavefield, which is, by
construction, identical to the fully coupled solution.

We next derive the equations and boundary conditions for solu-
tion 2. To do this, we write each field as a superposition of the fields
from solutions 1 and 2, for example p = p" + p®. Then we sub-
tract the solution 1 governing equations and boundary conditions
from those for the full solution (which are identical except for the
pgn term in the top boundary condition). This procedure yields the
solution 2 governing equations

L | 0P au

=0, (19)
K ot ox ay 0z
PO gp@
. =0, 20
TR (20)
WO 50
p— P, @1
ot ay
N 9p@
= =0, 22
P T ez @2)
and boundary conditions
p? —pgn® = pgn', z=0, (23)
Ip@
w vf) =0, z=0, (24)

ot
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OH OH
@ =, =—H. 25
o + vy oy z (25)

v @2
Note that solution 2 is forced by the pgn" term in the top boundary
condition (eq. 23), and there is no seafloor forcing in eq. (25), as
that has been accounted for in solution 1.

Thus far, no approximations have been made, and solving for
solution 2 requires exactly the same solver (and involves approxi-
mately the same computational cost) as solving the fully coupled
problem, including the gravity-related term in eq. (23). It is only
by introducing approximations that the superposition method can
be performed with minimal additional computational expense as
compared to the fully coupled method. The approximations are mo-
tivated by the anticipation that solution 2 will be dominated by
tsunami waves, with the remainder being (ideally negligible) cor-
rections to the seismic and ocean acoustic waves in solution 1.
To examine this, we apply the previously described set of shallow
water approximations (incompressibility and depth-independent hy-
drostatic pressure changes) to the governing equation of solution 2.
We denote the approximate solution 2 with a superscript (2'), which
can be obtained with a shallow water solver.

With these approximations, solution 2’ is determined by the linear
long wave equations

| 9g® | 0g

=0, 26
at dx ay (26)
3q(2) an(Z’) 3,7(1)
o +gH P =—gH ot (27)
g% an@) an®

H = —gH . 28
o T8 3y g PR (28)

The forcing from solution 1 appears in the momentum balance equa-
tions, rather than in the mass balance as might have been expected.
However, by introducing the (approximate) total sea surface uplift,

' =n" 4+, (29)

and eliminating n@” in favour of 7, we can replace these equa-
tions with

an 3q<z) 89;2/)_87](1)

= , 30
at dax ay at (39)
aq(Z) 3,7
3‘1(2) 877

This formulation matches the one introduced by Saito ef al. (2019).
The forcing has now been transferred to the mass balance, similar
to the tsunami problem in the one-way coupled methods 2 and 3.
Finally, we note that the Boussinesq correction terms can be added
to the horizontal momentum balances (eqs 31 and 32) to account for
dispersion during tsunami propagation. Regardless of the choice of
shallow water solver, non-hydrostatic effects during tsunami gener-
ation are naturally accounted for in solution 1, by virtue of solving
for the ocean response using a depth-resolved solver. This is similar
to, but potentially superior to, the use of a Kajiura filter in that solu-
tion 1 accounts for the non-hydrostatic response of a variable depth
ocean, whereas the Kajiura filter assumes a uniform depth ocean.

2.5 Implementation of the methods

This section explains how the four methods introduced above are
implemented and utilized in our study. We use the 3-D dynamic
rupture and wave propagation code SeisSol, which solves the elas-
tic and acoustic wave equations in velocity-stress formulation using
the arbitrary high-order derivative Discontinuous Galerkin (ADER-
DG) method, with kinematic or dynamic rupture sources (Dumbser
& Kiser 2006; Pelties et al. 2014; Uphoff et al. 2017; Krenz et al.
2021). See A for verification of this new boundary condition and
Krenz et al. (2021) for discussion of high performance comput-
ing aspects of the implementation. We use SeisSol with gravity to
provide the method 1 solution, and an otherwise identical solution
without gravity to provide the static or time-dependent forcing for
methods 2—4. For the shallow water model in methods 24, we
solve the non-dispersive linear long wave equations using the code
FDMAP (Dunham et al. 2011; Kozdon et al. 2012, 2013). While
FDMAP was written for 2-D antiplane shear and plane strain elas-
todynamic problems, the linear long wave equations are mathemat-
ically equivalent to the 2-D antiplane shear wave equation. In one
example at the end of our study (Section 6.2), we use a Boussinesq
solver that accounts for weak dispersion during tsunami propagation
(Saito et al. 2010; Saito 2019).

3 SEAFLOOR TO SEA SURFACE
TRANSFER FUNCTIONS AND WAVE
MODES IN A UNIFORM DEPTH OCEAN

Having presented the four methods, we now compare them. One
way to do this is to examine the sea surface response 7(x, y, f) to
an imposed seafloor uplift b(x, y, 7). For a uniform depth ocean (i.e.
constant H), this can be quantified in terms of the Fourier domain
transfer function
n(ky, ky, @
T, ) = Wi hpn @) (33)
b(ky, ky, w)
for horizontal wavenumbers k. and k, and angular frequency o,
using the convention

flke K,
/ / / fx, y, e Eexthry=en qy dy dr (34)

Tyt = wﬁwﬁw[wf(kx,ky,w)

x e/ trthren dk dk, do . (35)

The translational invariance of the ocean response in the horizon-
tal directions requires that 7' depend on k, and k, only through the
radial wavenumber k = (k7 + &;)'/?. Practically, (35) allows to an-
alytically compute the sea surface response from seafloor uplift.
Thereby, the (spectral) transfer function quantifies the ocean re-
sponse to seafloor uplift and contains within it information about
wave modes in the ocean and how they are excited by seafloor uplift.

The transfer function for the fully coupled method (i.e. solution
to the general problem, method 1) is Lotto & Dunham (2015) and
Wilson & Ma (2021)

1
cosh(k*H) — (gk*/w?) sinh(k* H)’

Tgen(k7 w) = (36)

where

K=k —w?/c. (37)
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Poles in the transfer function correspond to the acoustic and surface
gravity wave modes, which have received extensive discussion in
the literature (Levin et al. 2009). Briefly, at a given wavenumber £,
there are infinitely many solutions w to the dispersion relation. There
is one surface gravity wave mode (indexed as n = 0) and an infinite
number of acoustic modes (indexed as n = 1, 2, ...). Fig. 3(a)
shows the amplitude of the transfer function, with large amplitude
response corresponding to (k, w) pairs satisfying the dispersion
relation for surface gravity wave and acoustic modes. At small
horizontal wavenumbers (kH < 1), the surface gravity wave mode
phase and group velocities asymptote to the non-dispersive shallow
water wave speed (g/H)!'"%. The acoustic modes exist as propagating
(rather than evanescent) modes only at frequencies greater than a
cut-off frequency given approximately by

w, & n—1/Qmeco/H, n=12,..., (38)

and at large horizontal wavenumbers (kH >> 1), their phase and
group velocities approach (from above and below, respectively)
the sound speed cy. We remark that replacing the rigid seafloor
condition with an elastic half-space (Section 5) modifies the wave
modes, especially the acoustic modes near their cut-off frequency
(Eyov et al. 2013). Most importantly, the » = 1 mode no longer
has a cut-off frequency, and transitions to an oceanic Rayleigh wave
(Biot 1952) in the low frequency (wH/cy <« 1) limit. We explore
this in more detail in Section 5.

In the incompressible limit, &* — k and the transfer function
reduces to

1

Tine(k, w) = cosh(kH) — (gk/w?) sinh(kH)'

(39)
Surface gravity waves obey the dispersion relation w’ =
gktanh (kH). Note also that the instantaneous (w — 00) response is
the well-known 1/cosh (kH) Kajiura filter (Kajiura 1970). In the long
wavelength (kH < 1) limit, the incompressible transfer function is

1

Triw(k, w) = 1= gHk
The absence of the 1/cosh (kH) filter means that all wavelengths of
seafloor displacements are transferred to the sea surface. Likewise,
the surface gravity wave mode propagates non-dispersively at the
shallow water speed: w/k = (gH)"? (Fig. 3d, bottom panel). As the
linear long wave model (used in methods 2, 3) assumes an incom-
pressible ocean, its transfer function lacks acoustic wave modes
(Fig. 3d, top panel).

The linear long wave model can be replaced with the Boussinesq
model, which has transfer function

1
2 27"
I — e [1+(k13i>]

This result follows from the transform-domain solution of eqs (9),
(13), and (14). The associated dispersion relation, w? = gHk*[1 +
(1/3)(kH)*/3]~", features a leading order dispersive correction to the
linear long wave model.

The superposition method (method 4) sequentially solves two
problems, using forcing from the first (zero-gravity) problem in the
second (shallow water) problem. Its transfer function can therefore
be factored as

(40)

TBous(kv a)) =

(41)

Tsup(k7 w) = Tg=0(k7 w)TSW(k’ a))7 (42)
in which

1
Too(k, 0) = ———— (43)

cosh(k*H)
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is obtained by setting g = 0 in eq. (36) and Ty is given by either
eq. (40) or (41) for the linear long wave and Boussinesq models,
respectively. The zero-gravity transfer function (eq. 43) captures the
acoustic modes of a compressible ocean bounded by a rigid bottom
and free surface, so these modes are expressed in the transfer func-
tion for the superposition method (Figs 3b and c, top panels). In
addition, in the low frequency limit, or more precisely when hori-
zontal phase velocity is much less than the sound speed [w/(kcy) <
1], then £* — k and the transfer function reduces to the 1/cosh (kH)
filter (Kajiura 1970). Thus, the superposition method captures non-
hydrostatic ocean response at short wavelengths during the tsunami
generation process, even when a linear long wave model is used for
tsunami propagation. This is evident in the decreasing amplitude of
the transfer function for large kH (Figs 3b and c, bottom panels)
in contrast to what is seen for the linear long wave model as used
in methods 2 and 3 (Fig. 3d, bottom panel). On the other hand,
dispersion is neglected during tsunami propagation when using a
non-dispersive linear long wave solver, but is captured (approxi-
mately) by using a weakly dispersive Boussinesq solver (compare
Figs 3b and c, bottom panels).

4 COMPARING THE FOUR MODELLING
METHODS USING AN IMPOSED
GAUSSIAN SEAFLOOR DISPLACEMENT

In this section, we perform 3-D numerical simulations to study the
wave response of a uniform depth ocean to an imposed seafloor
displacement. There is no coupling to an elastic solid. The seafloor
uplift rate is a Gaussian in both space and time,

ab/ot = (A e Jz?)) exp (—(t — 40,)* /207)
X exp (—()c2 + yz)/ZU,Z) , (44)

where o, and o, characterize the spatial width and duration of the
source and 4 is amplitude. The maximum uplift rate occurs at time
t = 40, so that the simulation can begin with effectively zero uplift
rateat =0. We fix H=4km, c) = 1.5kms ™' and g = 9.81 ms2,
and vary o, and o, across three scenarios. We set up scenarios
to allow for different excitation of tsunami and acoustic waves,
showing results for a long duration source, an impulsive source,
and an impulsive source with a narrow source width to produce
short wavelengths for which we anticipate dispersion and filtering
effects in the ocean response (Table 1).

For the three scenarios, domain sizes, discretization, and simula-
tion time varied to best capture important features in the wavefield.
The horizontal domain size was large enough to avoid boundary
reflections. The element size was set to a uniform characteristic
edge length in the interior region of the domain and increased to a
larger characteristic length outside this region. For scenario 1, the
domain was 500 km by 500 km with an interior region 300 km by
300 km with a characteristic element edge length of 1.5 km and an
outer characteristic element length of 75 km; the simulation was run
for 800 s. For scenario 2, the domain was 200 km by 200 km with
an interior region 110 km by 110 km with a characteristic element
length of 1 km and an outer characteristic element length of 75 km;
the simulation was run for 400 s. For scenario 3, the domain was
400 km by 400 km with an interior region 40 km by 40 km with a
characteristic element edge length of 0.25 km and an outer charac-
teristic element edge length of 25 km; the simulation was run for
150 s.
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Figure 3. Amplitude of transfer functions for (a) fully coupled model, (b) superposition with Boussinesq model, (c) superposition with linear long wave model
and (d) linear long wave model by itself. Top panels show higher values of wH/c to highlight acoustic modes, whereas bottom panels focus on the surface

gravity wave mode.

Table 1. Three scenarios involving a prescribed seafloor uplift rate that is Gaussian in space and time, with width o, and
duration o,. Three non-dimensional parameters control the solution and validity of the assumptions used in modelling

methods 2—4.
Source Source Instantaneous Negligible acoustic Shallow water
width duration source wave excitation limit
o, (km) o (s) JVgHo /o K 1 Hl(cpo;) < 1 Hlo, < 1
Scenario 1 12.5 125 Violated Justified Justified
Scenario 2 12.5 1.25 Justified Violated Justified
Scenario 3 1.25 1.25 Justified Violated Violated

4.1 Ocean transfer function and source spectrum
determine excitation of wave modes

The transfer functions derived previously allow us to anticipate the
wave modes that will be excited by the imposed seafloor displace-
ment. Fourier transforming b(x, y, ) using eq. (34) gives

bk, w) = /2 +diow) exp (—0k*/2) .

(45)

A
—2710 exp (—o,

This source primarily excites waves having angular frequencies
below o,”! and wavenumbers below o,~!. Given the seafloor dis-

placement spectrum Zy(k, w), the sea surface spectral response

can be calculated using the transfer function as 7(k, w) =
T(k, w)lA)(k, w). Fig. 4 shows the imposed seafloor displacement
spectrum and the sea surface response for the four modelling
methods.

Scenario 1 (Fig. 4, left-hand column) is a long duration source
(o, =125 s). Because H/(cyo,) < 1, the excitation occurs only for
angular frequencies satisfying wH/cy < 1. Compressibility effects
in the ocean are negligible, so only surface gravity waves are gen-
erated, in contrast to the shorter duration sources (o, = 1.25 s) in
scenarios 2 and 3 (Fig. 4, middle and right-hand columns) that also
excite acoustic waves.

Scenarios 2 and 3 differ in the source width o, with the nar-
row width in scenario 3 leading to pronounced dispersion of the
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Figure 4. Fourier domain seafloor displacement (a—c) and sea surface response (d—i) for three scenarios having different spatial widths o, and durations o; of
the imposed seafloor displacement. The long duration of scenario 1 prevents excitation of acoustic wave modes, in contrast to the shorter duration scenarios
2 and 3. The long duration also requires accounting for tsunami propagation during the wave generation process. The narrower width of scenario 3 produces

dispersion of the surface gravity wave mode.

surface gravity wave mode and the filtering of short wavelengths
when translating seafloor displacement to sea surface displacement.
The relevant dimensionless parameter determining this behaviour
is Hlo,.

Finally, scenario 1 provides an example of a long duration source
for which tsunami propagation occurs during the wave generation
process, violating one of the assumptions made for method 2. The
importance of this effect can be assessed by comparing the tsunami
propagation distance during the earthquake duration, /gHo;, to
the spatial extent of the source, o,. When /gHo,/o, < 1, then
the source is effectively instantaneous; otherwise a time-dependent
tsunami source must be considered.

To summarize, we have identified three dimensionless parame-
ters that control the solution behaviour for our Gaussian source,
specifically the excitation of acoustic waves [H/(coo,)], shal-
low water limit (H/o,), and whether tsunami propagation will
occur over the source duration (v/gHo;/o,). These dimension-
less parameters can be used to determine if the assumptions of
modelling methods 2—4 are justified and to anticipate what so-
lution features will be inaccurate when these assumptions are
violated.

4.2 Numerical simulations of the ocean response to an
imposed Gaussian seafloor displacement

Next we apply the four modelling methods to this problem, using
numerical simulations that are implemented as described in Sec-
tion 2.5. Results are shown in Fig. 5. For this problem, the shallow
water solver used in methods 2—4 is the non-dispersive linear long
wave model, and we do not apply the Kajiura filter for methods 2
and 3. For the instantaneous source model 2, we set the initial sea
surface height to be equal to the seafloor displacement at the end
of the earthquake simulation; at this point the seafloor is no longer
deforming. We shift the start time of the tsunami to the time at
which the Gaussian uplift rate is maximum.

Scenario 1 (Fig. 5, top row) features a wide, long duration source.
The ocean responds in the shallow water limit, with negligible filter-
ing of short wavelengths during tsunami generation and dispersion
during tsunami propagation. The long duration implies that acoustic
wave excitation is negligible and that the tsunami propagates over
the source duration. The main feature in all four methods is the
tsunami wave propagating with velocity (gH)"?. Methods 1, 3 and
4, which all account for the finite duration of the source, produce
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Figure 5. Simulation results of sea surface displacement, plotting along an arbitrary cross-section through the centre of the source, for the three scenarios
(panel rows) using the four modelling methods (panel columns). Scenario 1: For this long duration source, tsunami propagation during the wave excitation
process leads to reduced amplitudes as compared to the method 2 assumption of an instantaneous source. Negligible acoustic waves are excited. Scenario 2:
The shorter source duration excites acoustic waves. Scenario 3: The narrower source violates the shallow water limit, leading to filtering of short wavelength

and dispersion of surface gravity waves.

visually identical solutions. The instantaneous source method 2 dif-
fers from the other modelling methods; it overpredicts the tsunami
amplitude and underpredicts the tsunami period.

Scenario 2 (Fig. 5, middle row) has the same wide source width
as scenario 1 and all four methods accurately capture the tsunami,
which propagates with negligible dispersion. The source duration is
much shorter, explaining why here the instantaneous source method
2 matches the time-dependent source method 3. The shorter duration
source excites acoustic waves, which produce a beating pattern in

the space—time plots. The long horizontal wavelength of these waves
causes them to be almost vertically propagating, with a horizontal
phase velocity that exceeds the sound speed. Methods 1 and 4,
which capture acoustic waves, show excellent agreement.

Scenario 3 has the same short duration source as scenario 2,
such that acoustic waves are excited, but with a narrower source
width. The narrow width excites short wavelength surface gravity
waves that violate the shallow water condition kH < 1, leading
to dispersion during propagation. This dispersion is captured only
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Figure 6. Fourier spectral amplitude of sea surface displacement for scenario 3: (a) method 1 (fully coupled method), computed using FFTs in space and time
and (b) analytical solution obtained using the transfer function. The colour scale for spectral amplitude is less saturated than in Fig. 4 in order to more clearly
emphasize the very weak excitation of the second acoustic mode as compared to the first acoustic mode.

3 ‘ ‘
----- Phase velocity (c)
— Group velocity (U)
257 - - Rayleigh wave speed (cg) |
- - Acoustic wave speed (cg)
2R, m ~ T - = Minimum group velocity (Upin) |4
o
S
- 15 1
S
~
)
ST PR W trteresvescuseaiageg
0.5 1
0 1 1 1 1
0 2 4 6 8 10

Figure 7. Phase (c) and group velocity (U), normalized by the ocean sound
speed co, for the » = 1 oceanic Rayleigh wave mode as a function of
dimensionless angular frequency (wH/cp). Also shown as horizontal lines
are the Rayleigh wave speed of the solid (cr), to which both ¢ and U approach
as wH/cy — 0; the ocean acoustic wave speed (cg); and the minimum group
velocity (Upnin )-

in method 1, but not any of the other methods because we use a
linear long wave model. The other relevant non-hydrostatic effect
is the filtering of short wavelengths in the transfer function between
seafloor uplift and sea surface response (Kajiura 1963). This filter-
ing reduces tsunami wave amplitude by over a factor of two in this
example and also changes the waveform shape. Method 4 accounts
for this filtering effect through the initial zero-gravity simulation
that includes a depth-resolved ocean response, even when a non-
dispersive linear long wave model is used for tsunami propagation.
Thus the tsunami predicted by method 4 agrees much better with
that of method 1 than methods 2 and 3, which neglect the filtering
effect. The differences between methods 1 and 4 appear only dur-
ing tsunami propagation, manifesting mainly as dispersion-related
features in the trailing edge of the tsunami wave.

Returning to the acoustic waves, we examine which acoustic
modes are contributing to the response in scenarios 2 and 3. The
transfer function analysis (Fig. 4) shows that the first two acous-
tic modes should be excited. However, the amplitude of the first
acoustic mode is much larger and is expressed over a wider range of
frequencies than the second acoustic mode. To confirm this, we per-
form a spectral analysis (using a discrete Fourier transform in space
and time) of the sea surface displacement field from the method 1
numerical solution for scenario 3 and compare this to the analytical
solution derived earlier. Results, shown in Fig. 6, show excellent
agreement between the numerical and analytical solutions. Thus
we conclude that the acoustic wavefield is dominated by the first
acoustic mode.

5 EFFECTS OF AN ELASTIC SEAFLOOR
ON WAVE MODES

Thus far, we have focused our analysis of wave excitation on an
ocean with a seafloor that is rigid, except when prescribing seafloor
uplift. Here we extend this analysis by accounting for an elastic
half-space underlying the ocean. Our implementation of the fully
coupled method in SeisSol permits the simulation of kinematic or
dynamic rupture sources with self-consistent excitation of waves in
the solid and overlying ocean. While the elasticity of the seafloor has
a negligible effect on tsunami generation and propagation, at least
for the local and regional scale problems considered in this study,
there are pronounced changes to the acoustic response. Specifically,
elasticity removes the cut-off frequency of the first acoustic mode,
and that mode transitions into a Rayleigh wave as wH/cy — 0.
Hence, there is no clear distinction between seismic and acoustic
wave modes in this problem. We examine dispersion properties
of this so-called oceanic Rayleigh wave (Biot 1952) and illustrate
how the interplay between the frequencies of the source and the
frequency at which group velocity has a local minimum determines
the expression of this wave mode, specifically the generation of an
Airy phase.

An appropriate starting point for our discussion is the dispersion
relation for a homogeneous acoustic layer (ocean) of thickness H,
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Figure 8. Dynamic rupture on a shallow thrust fault causes the seafloor to deform and the ocean to respond. Shown is the vertical velocity for a fully coupled
method simulation for an ocean of depth H = 4 km at r = 120 s. (a) Half the domain is shown (sliced across strike for ease of visualizing both surfaces), with
the seafloor below and sea surface above. (b) Vertical velocity on the seafloor. (c) Vertical velocity on sea surface.

Table 2. Parameter values for dynamic rupture simulations.

Parameter Symbol Value
Density in ocean P 1000 kg m 3
Sound speed in ocean co 1500 ms™!
Density in solid Ps 2700 kgm™3
Gravity g 9.81 ms?
P-wave speed in solid ¢ 5716 ms™!
S-wave speed in solid Cs 3300 ms!
Ocean depth H Variable
Fault dip 0 15°
Fault length along-strike 30 km
Fault length downdip 15 km
Static friction inside nucleation zone s, in 0.57
Static friction outside nucleation zone s, out 0.60
Dynamic friction d 0.40
Slip-weakening distance D, 0.3 m
Cohesion c 0.15 MPa
Principal total stress ratio C 1.5
Hubbert—Rubey pore fluid pressure ratio A 0.8278

density p, and sound speed ¢, over a homogeneous elastic half-space
of density p, and P- and S-wave speeds ¢, and ¢,. We neglect gravity
in this analysis and utilize a standard p = 0 free surface condition
on the ocean surface, which is appropriate for studying acoustic and
seismic waves at frequencies above ~1 mHz as explained below.
Given an angular frequency w, we solve the dispersion relation for
horizontal wavenumbers k. For a sufficiently high frequency there
are multiple solutions, indexed by the integer n (and starting at n
= 1 rather than with the n = 0 surface gravity wave mode because
gravity is neglected). Here we focus exclusively on the # = 1 oceanic
Rayleigh wave mode.

To justify neglecting gravity, we start with the free surface bound-
ary condition with gravity. eqs (6) and (7) can be combined in the
frequency domain as p = Z,(w)0., where Z,(w) = pg/( — iw)
is the impedance of the surface. When Z, is small compared to
the impedance associated with the wave modes of interest, it can
be neglected (which corresponds to setting p = 0). For acous-
tic and seismic waves, relevant solutions will have pressure and

velocity related by an acoustic or seismic impedance of order
density times acoustic or seismic wave speed, for example pcy.
Therefore, the dimensionless ratio of impedances is of order g/(—
iwcy) ~ (1 mHz/f). At frequencies /'~ 0.1 Hz, the relative error
incurred in using p = 0 as the top boundary condition is only
~ 1072

Defining horizontal phase velocity ¢ = w/k, the dispersion rela-
tion is (Biot 1952; Eyov et al. 2013)

4
pct a aywH
4oy, — (14+02)° = 2222y , 46
oty ( +as) pscg o an c ( )

where

/ c? c? [c?
o, = 1——2, Oy = 1——2, and()[(): —2—1 (47)
c, c; len

The left-hand side of eq. (46) is the Rayleigh function
R(0) = 4a,a, — (1 +02)°, (48)

which has a single non-dispersive solution ¢ that satisfies R(cg)
= 0. When wH/cy — 0, the right-hand side of eq. (46) also goes
to zero. In this limit, the ocean response becomes negligible and
the solution approaches the non-dispersive Rayleigh wave in the
elastic half-space. In the opposite limit wH/cy, — oo, the solution
becomes a non-dispersive Scholte wave propagating at the elastic-
acoustic interface and having velocity only slightly less than ¢
(Biot 1952). Of particular note is that this » = 1 mode exists for
all frequencies, in contrast to the case of a compressible ocean with
a rigid bottom. Like the rigid-bottom case, the elastic-bottom case
has higher mode solutions that exist only above a cut-off frequency
(Biot 1952; Eyov et al. 2013). These higher modes are not ap-
preciably excited in our simulations due to the smoothness of the
source.

Fig. 7 shows the phase velocity (¢ = w/k) and group velocity (U
= dw/dk) for the n = 1 oceanic Rayleigh wave mode. The group
velocity reaches a minimum, Uy, , at a frequency foi, that is slightly
greater than the cut-off frequency of the » = 1 mode for a rigid-
bottom ocean (f = ¢y/(4H) or wH/co = m/2), reflecting a resonance
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Figure 9. Dynamic rupture simulation with ocean depth 4 = 4 km and no gravity. Space-time plots of (c) seafloor and (d) sea surface vertical displacement
along a cross-section perpendicular to strike through the centre of the fault, with static displacements (at # = 350 s) shown in (a) and (b). (e) Space-time plot
of slip velocity along a cross-section extending downdip through the centre of the fault. (f) Final slip on fault with 0.5 s rupture front contours.

condition within the ocean. The minimum group velocity is less than
the ocean sound speed (Ui < ¢o). Normal dispersion (dU/dw < 0)
occurs for frequencies lower than the minimum in group velocity.
Anomalous dispersion (dU/dw > 0) occurs at higher frequencies.

The structure of the dispersion curve controls the expression of
oceanic Rayleigh waves from an earthquake source, as we demon-
strate with numerical simulations in the following section. However,
following (Aki & Richards 2002, ch. 7.1), we can anticipate key
features of the wavefield. Consider the response at fixed horizontal
distance » away from the source. The initial oceanic Rayleigh wave
arrivals, appearing at time ¢ = r/cg, have the lowest frequencies. The
dominant frequency then increases with time as normally dispersed
waves with slower group velocities arrive. This continues until ap-
proximately ¢ = r/c(, at which time there exist two solutions to the
dispersion relation having identical group velocities. One solution
(with normal dispersion) continues the increasing frequency trend
seen earlier, while the second (with anomalous dispersion) appears
at a much higher frequency that decreases with time. This superpo-
sition of normally and anomalously dispersed waves continues until
the arrival of the Airy phase at t = r/Up, . The relative amplitude
of the normally and anomalously dispersed waves depends, in part,
on the source spectrum. In particular, the wavefield of a source that
excites no waves above the frequency of minimum group veloc-
ity fmin Will lack the anomalously dispersed waves and Airy phase.
This condition can be met by a low frequency source spectrum or
by having a sufficiently shallow ocean.

6 DYNAMIC RUPTURE SIMULATIONS
AND OCEANIC RAYLEIGH WAVES

In this section we complement our previous numerical simulations
of the ocean response to an imposed Gaussian-shaped seafloor uplift
with dynamic rupture simulations in a coupled ocean-solid Earth
material structure (Fig. 8). Specifically, we compare the four mod-
elling methods with a dynamic rupture source and varying water
depth to show the effect of water depth on the excitation and prop-
agation of the tsunami, acoustic, and seismic waves. We use only
the linear long wave model for tsunami propagation in methods 2
and 3, but we use both linear long wave and Boussinesq models for
method 4 to illustrate the importance of accounting for dispersive
tsunami propagation.

6.1 Problem setup

The dynamic rupture simulation is conducted for a low angle thrust
fault in a homogeneous elastic half-space overlain by a compress-
ible ocean of uniform depth H. The x-axis follows the strike of the
fault with y being the other horizontal direction perpendicular to
strike (with the fault dipping in the —y direction) and z being ver-
tical (positive up with z = 0 at the seafloor). Parameter values are
given in Table 2. The planar rectangular fault having along-strike
length of 30 km dips 15° with respect to the seafloor. Initial stress
conditions assume pore fluid overpressure with effective principal
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Figure 10. (a—¢) Sea surface vertical velocity along a cross-section perpendicular to strike through the centre of the fault for the four modelling methods with
an ocean depth of /' =4 km. (a) Method 1 (fully coupled method), (b) Method 2 ( instantaneous source method), (c) Method 3 (time-dependent source method),
(d) Method 4 with a linear long wave (LLW) solver (superposition method) and (¢) Method 4 with a Boussinesq (Bous) solver (superposition method). While
both variants of method 4 account for non-hydrostatic filtering effects during tsunami generation, only the Boussinesq model accurately captures dispersion
during tsunami propagation. (f) Tsunami wave highlighted at single time # = 250 s, on the sea surface perpendicular to strike at the centre of the domain and
(g) Seismic/acoustic wave highlighted at a single receiver located on the sea surface at x = 0, y = 100 km.
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Figure 12. Same as Fig. 10 except for / = 1 km.

stresses increasing linearly with depth as

0,,(2) = (C = Wpgz. L) =(1—Mpgz, (49)

and o, = (o), +0.)/2. We choose the constant principal total
stress ratio C = 1.5 and the Hubbert—Rubey pore fluid pressure ratio
A= p/py+0.4574 to produce a reasonable stress drop after selecting
friction parameters. The ratio of horizontal to vertical effective
stresses is (C — A)/(1 — &) = 3.9031. Below a downdip distance
of 13.8 km, all principal stresses are set to lithostatic to arrest the
rupture and limit the downdip extent of slip. The simulations are
set up to allow for overpressured portion of the fault to slip once
nucleated, here we specifically set up simulations to have the fault
to slip to the surface.

We use linear slip-weakening friction with cohesion. The rupture
is initiated by reducing the static friction coefficient in a square
nucleation zone having length and width of 3 km, centred 12 km
downdip, so that the prescribed initial stress exceeds peak strength
in this region at the start of the simulation (Harris ez al. 2011, 2018).

The computational domain has an acoustic ocean (of depth H =
4 km) above a 220 km deep elastic Earth, stretching 1200 km in
both horizontal directions, with absorbing boundary conditions on
the sides and bottom boundaries. We use an unstructured tetrahedral
mesh. The element size increases from 100 m around the fault
nucleation zone to 250 m on the edges of the fault. Away from the
fault, the element size increases gradually to 7.5 km.

For modelling methods requiring a separate tsunami simulation,
the solution is interpolated onto a Cartesian mesh. This is then used
as input for the tsunami model. For the linear long wave tsunami
solver (FDMAP), we divided the 600 km by 600 km domain into
an interior region of 400 km by 400 km with 1 km grid spacing
and outer region in which grid spacing increases to 10 km. For the

Time (s)

Boussinesq tsunami solver, the 400 km by 400 km domain has a
uniform 1 km grid spacing.

6.2 Comparison of modelling methods

Fig. 9 shows the rupture history and seafloor and sea surface dis-
placements from a simulation with no gravity and H = 4 km. Rup-
ture propagates updip, exciting oceanic Rayleigh waves and leaving
a static displacement of both the seafloor and sea surface. Method
2 uses the final static seafloor displacement at 350 s (Fig. 9b) as the
tsunami initial condition. Method 3 uses forcing from the seafloor
velocity (Fig. 9¢c). Method 4 uses forcing from the sea surface ve-
locity (Fig. 9d). The rupture process and seafloor displacements are
similar, though not identical, for other ocean depths, confirming the
relatively small feedback from the ocean onto the fault that was
noted by Kozdon & Dunham (2013).

Fig. 10 shows the vertical sea surface velocity for the four mod-
elling methods for # = 4 km. Examining tsunami generation and
propagation in the four methods, we see differences in ampli-
tude and waveform shape. Methods 2 and 3 (Figs 10b, ¢ and f)
overpredict the tsunami wave amplitude by a factor of two be-
cause the non-hydrostatic filtering effect of the ocean is neglected
in the tsunami generation process when translating between the
seafloor and sea surface. This discrepancy can be reduced using
a Kajiura filter, which we have not applied in these examples.
Method 4 captures the filtering effect during tsunami generation,
so tsunami amplitudes are more consistent with method 1. Whereas
we use only the non-dispersive linear long wave model for tsunami
propagation in methods 2 and 3, we compare two versions of
method 4, one that uses the linear long wave model (Fig. 10d)
and a second that uses the weakly dispersive Boussinesq model
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Figure 13. Space-time plots of sea surface vertical velocity showing oceanic Rayleigh waves for ocean depths # = 0.4 km (a), H = | km (b) and H = 4 km
(c) using the fully coupled method 4. Note different axes limits in (a), (b) and (c). (d) Phase (¢) and group velocity (U), normalized by the ocean sound speed
¢o for the oceanic Rayleigh wave mode. (¢) Moment rate spectrum of dynamic rupture source. (f) Spectrum of vertical velocity on the sea surface, normalized

by maximum amplitude to facilitate comparison.

(Fig. 10d). While the initial tsunami is similar in these two ver-
sions of method 4, the tsunami waveform becomes increasingly
dissimilar as time progresses (Fig. 10f). The Boussinesq model
shows the best agreement with method 1, while the linear long wave
model incorrectly predicts a much larger initial wave that arrives too
early.

Fig. 10(g) compares seismic and acoustic wave propagation. Seis-
mic and acoustic waves are absent for method 2, which uses the final
seafloor displacement as an initial condition for the tsunami simula-
tion. Methods 1, 3 and 4 all feature seismic and acoustic waves, with
the largest amplitude waves being oceanic Rayleigh waves that show
enhanced amplitudes in the 4y direction of updip rupture propaga-
tion (Figs 10a—e). Both methods 3 and 4 use time-dependent forcing
that includes seismic/acoustic waves from the zero gravity simula-
tion, but method 3 uses forcing from the seafloor and method 4 from
the sea surface. This causes method 3 to have an incorrect amplitude
for the seismic/acoustic waves (Fig. 10c). This is also evident in a
seismogram for a single receiver on the sea surface at x = 0, y =
100 km (Fig. 10g). We note that some implementations of method 3
filter the seafloor displacement to eliminate these acoustic/seismic

waves (Madden et al. 2021; Aniko Wirp et al. 2021) to focus ex-
clusively on the tsunami. In contrast, method 4 produces nearly
identical seismic/acoustic waves to method 1. Slight differences
may be caused by the lack of restoring force from gravity on the
acoustic waves. Negligible differences in the acoustic waves are seen
between the linear long wave and Boussinesq versions of method 4.

We repeated this scenario for shallower depth oceans (H = 0.4 km
and H = 1 km). Results for # = 1 km are shown in Figs 11 and 12.
While the rupture histories are similar to the H = 4 km case, seismic
and acoustic waves become less pronounced as H is decreased. In
the next section we explain how H influences the seismic/acoustic
wavefield.

6.3 Source spectrum and ocean depth control expression
of oceanic Rayleigh waves

Our simulations feature prominent oceanic Rayleigh waves, which
are the generalization of acoustic waves modes in a rigid-bottomed
ocean when accounting for the elasticity of the solid. Ocean depth
H alters the dispersion properties of oceanic Rayleigh waves, in
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(a) Ocean Depth H = 0.4 km

Figure 14. Time-series plots of sea surface vertical velocity showing oceanic Rayleigh waves for ocean depths # = 0.4 km (a), H = 0.4 km (b) and H = 4 km

80

Vertical Velocity
T

T

(b)

Ocean Depth H =1 km

205

Vertical Velocity
T T T

Rayleigh wave speed
Acoustic wave speed
Minimum group velocity

(c) using the fully coupled method 4. Note different axes limits in (a), (b) and (c).

Coupled earthquake and tsunami modelling

(c) Ocean Depth H =4 km

430

345

260

175

Vertical Velocity
T T

90

€ € €
53 =3 53
8 8 g »
C C C
© © ©
a a a

- = -80

S -165
I »
A Y
\
-40 -250
N
A Y
‘ \
A ANAAANA
-55 'l = -335 wv“mmM/W\W]\N—»
\ ] “ N
\ N Scale
A
70 -420 UNMAWWWAWA
\ \ 0.025 km/s
\
\ \‘
I \ | | P 1 I |
20 40 0 50 100 150 0 100 200 300
Time (s) Time (s) Time (s)

421

particular the frequency fi, at which the group velocity has a min-
imum U, . The dynamic rupture excites frequencies below some
maximum frequency, which we find is approximately independent
of ocean depth (because the ocean has only a small influence on
the dynamic rupture process). We explain how the character of the
oceanic Rayleigh waves changes with ocean depth.

Fig. 13 shows space-time plots of sea surface vertical velocity
from the fully coupled method 1 for ocean depths of H = 0.4 km,
1 km, and 4 km, along with lines showing the Rayleigh wave speed
of the solid ¢y, ocean sound speed ¢y, and minimum group velocity
Unin (see also the dispersion curve in Fig. 7, which is repeated in
Fig. 13d). Also shown are moment rate spectra of the ruptures,
which help to quantify the frequency content of waves excited by
the source. However, for a finite source the radiated wave spectra
vary with direction due to directivity effects, so we also plot spectra
of sea surface velocity at a point in the forward direction. We also
provide time-series of vertical velocity at increasing distances from
the fault in Fig. 14. The initial arrivals are PL waves (Kozdon &
Dunham 2014; Wilson & Ma 2021), which are followed by a larger
amplitude, dispersed wave packet of oceanic Rayleigh waves.

The leading edge of this wave packet propagates at speed cg,
and arrives immediately after it exhibits normal dispersion. These

correspond to the normally dispersed branch of the dispersion curve
at frequencies less than f,;, . Amplitudes are largest at the leading
edge of this wave packet for the shallow water (H = 0.4 km and H =
1 km) cases. In contrast, the deep water (- = 4 km) case has an addi-
tional, larger amplitude set of waves whose leading edge propagates
a bit slower than ¢,. These correspond to the anomalously dispersed
branch on the dispersion curve at frequencies greater than fu;, . The
wave packet terminates with the Airy phase. The anomalously dis-
persed waves and Airy phase are not seen in the H = 0.4 km and H
= 1 km cases because fm, is larger than the maximum source fre-
quency. Thus we conclude that the source spectrum, together with
the ocean depth, determines the expression of the oceanic Rayleigh
wave mode that dominates the seismic/acoustic wavefield.

The results shown here help explain features in previous dy-
namic rupture simulations and in observations. Simulations of
the 2011 Tohoku-Oki earthquake by Kozdon & Dunham (2014)
revealed a complex wavefield within the ocean, as might be
recorded by ocean bottom seismometers and/or pressure sen-
sors. The oceanic Rayleigh wave is a prominent feature in
these simulations. The deep ocean in the Japan Trench (reach-
ing 7 km at the trench) leads to the expression of both
normally and anomalously dispersed branches of the oceanic
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Rayleigh wave, with the largest amplitude waves propagating
slower than the ocean sound speed. Similar waveform features are
seen in simulations by Wilson & Ma (2021) using the structural
model for Cascadia developed by Lotto ef al. (2018), despite the
ocean only reaching about 3 km depth. Wilson & Ma (2021) demon-
strate how excitation of oceanic Rayleigh waves depends on shallow
rupture behaviour, in particular whether or not rupture occurs via
localized slip on the megathrust or transitions to distributed inelastic
yielding of sediments.

Oceanic Rayleigh waves, which have long been recognized in
seismology (Press et al. 1950), have also been observed in both
recorded data and 3-D wave propagation simulations. In their study
of an earthquake offshore Japan, Nakamura et al. (2012) identify
large amplitude arrivals in K-NET seismograms along the coast that
they attribute to the oceanic Rayleigh waves through 3-D wave prop-
agation simulations and dispersion analysis. Similar results were ob-
tained by Sugioka et al. (2012) for very low frequency earthquakes
offshore in the Nankai Trough. Todoriki ef al. (2016) further con-
firmed this interpretation by performing more idealized simulations
with uniform depth oceans in addition to modelling waveforms
from two earthquakes offshore Japan. Their synthetic seismograms
show the same water depth dependence that we have identified in
our simulations, with the anomalously dispersed branch and Airy
phase being suppressed for sufficiently shallow water. Takemura
et al. (2018) has extended this work by focusing on complexi-
ties created by the low velocity accretionary prism in the Nankai
Trough, and Noguchi ef al. (2016) have studied the conversion of
oceanic Rayleigh waves to continental Rayleigh waves as the waves
approach land. While these studies utilized seismograms on land,
other studies have identified similar dispersed waveform features in
ambient noise Green’s functions from ocean bottom seismometer
data (Takeo et al. 2014; Takagi et al. 2021).

7 CONCLUSION

In this study, we utilized the Lotto & Dunham (2015) method for
coupled earthquake and tsunami simulations, which was recently
implemented in the 3-D code SeisSol (Krenz et al. 2021). We ver-
ified this implementation by performing convergence tests against
an analytical eigenmode solution in the Appendix. We then com-
pared the fully coupled method (method 1) with two commonly used
tsunami modelling methods (methods 2 and 3) that utilize static or
time-dependent seafloor displacement from a previously conducted
earthquake simulation. In addition, we investigated an additional
method (method 4), introduced by Saito ef al. (2019), that also in-
volves separate earthquake and tsunami simulations but combines
them to provide an approximation to the full seismic, acoustic, and
tsunami wavefield. Starting from the governing equations for the
fully coupled method, we showed how the other methods can be
derived by using various approximations. In particular, this estab-
lishes the formal basis for the superposition method 4 and explains
why it provides an accurate approximation of the fully coupled so-
lution for most problems of interest in coupled earthquake-tsunami
modelling. We also identified dimensionless parameters that can be
used to determine if the assumption underlying one of the approx-
imate methods is justified and we provided numerical simulations
to support our analysis. To compare the methods, we first stud-
ied the ocean response to an imposed seafloor displacement. This
was done analytically, using seafloor-to-sea surface transfer func-
tions that quantify how seafloor uplift excites different wave modes

within the ocean, and using numerical simulations. We then ex-
tended the comparison to a dynamic rupture model with an elastic
solid underlying the ocean. The presence of the elastic solid al-
ters the structure and dispersion properties of wave modes in the
system. The first acoustic mode in the rigid-bottomed case, which
exists only above a cut-off frequency, becomes an oceanic Rayleigh
wave that exists at all frequencies. The dispersion properties of the
oceanic Rayleigh wave, together with the source spectrum, control
the wavefield expression of the earthquake source. Our work can
help guide future modelling and data interpretation efforts for off-
shore earthquakes and tsunamis, especially when working with data
from ocean-bottom instruments.
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APPENDIX: VERIFICATION OF 3-D
FULLY COUPLED METHOD

In this appendix, we present a computational verification test to en-
sure the correct implementation of the modified free surface bound-
ary condition with gravity in the 3-D code SeisSol. To do this, we
compare the numerical solution against analytical eigenmode solu-
tions for the ocean response, obtained by extending the 2-D solution
of Lotto & Dunham (2015) and Wilson & Ma (2021) to 3-D.

The eigenmode solution is obtained for a compressible ocean in
the shape of a cuboid of height /7 and horizontal widths L, and L,
(Fig. Al). The pressure is set to zero on the sides, the bottom is
rigid (v, = 0), and on the top we enforce eqs (6) and (7). Using
standard techniques for solving linear, constant coefficient differen-
tial equations (e.g. Aki & Richards 2002), we seek a standing wave
solution to the homogeneous eqs (2)—(5) and boundary conditions
with horizontal wavenumbers &, and &, and angular frequency .
The solution, which can also be obtained via rotation of the 2-D
Lotto & Dunham (2015) solution about the z-axis, is

p(x,y,z,t) = sin(k.x)sin (k,y) sin (wt)

k*
X (sinh (k*z) + g— cosh (k*Z)) ; (A1)
w

ks .
v(x,y,z,t) = w—p cos (k. x)sin (k,y) cos (wt)

k
X (sinh (kK*z)+ g

w?

cosh (k*z)) , (A2)
ky .
vy(x, y,z, 1) = aT,o sin (k,x) cos (k,y) cos (wt)
X (sinh (k*z) + gk—2 cosh (k*z)) , (A3)
1)

*

k
v(x,y,z,t) = % sin (k. x) sin (k, y) cos (wt)

k*
X <cosh (k*z) + g— sinh (k*z)) , (A4)
1)
and
ko . .
n(x, y,t) = —— sin(kex) sin (k, ) sin (1), (AS)
w?p
with

K= /k§+k§,—c—2. (A6)
0

The dispersion relation

w* = gk* tanh (k* H) (A7)
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relates angular frequency and wavenumbers. The finite horizontal
extent of the ocean, with pressure vanishing on the sides, leads to a
discrete spectrum for the horizontal wavenumbers:

ky=mym/L,, m,=0,1,...; ky =m,m/L,,

my=0,1,.... (A8)

Next, we use this analytical eigenmode solution to set the initial
pressure, particle velocities and sea surface height in a numerical
simulation. We select Ly =L, = 10 km, H = 1 km, and m, =m, = 1;
P, co and g are the same as in Table 2. Then we solve the dispersion
relation (A7) for w. There is an infinite number of solutions, which
we index by 7, with n = 0 being the surface gravity wave mode and

n=1,2,... being the acoustic modes. Here we show results for n
=0, 1and2.
Lx
|
[ |
> X
I:l Free boundary with gravity v v v
H
I:l Free boundary Ly
Yy
I:l Rigid boundary
v

-z
Figure Al. Eigenmode problem used for verification.

The domain is 10 km by 10 km in the horizontal direction with
depth H = 1 km. For the base refinement the domain is divided
into 100 (10 by 10) equal-sized boxes with 6 tetrahedral elements
per box. Therefore, the domain’s base level of resolution has 600
equally sized elements. We refine (in each direction and in time)
by a factor of 2, 4, 8, 16 and 32 for each higher refinement level.
Each successive refinement level therefore has 2° = 8 times more
elements than the previous refinement level. We evaluate polynomial
orders 2, 4 and 6 within each element. The problem runs for one
oscillation period (i.e. to final time t = 277 /w).

We compute the L, norm of the error in pressure over the 3-D
domain at this final time. It is standard in the verification of nu-
merical solutions to partial differential equations to quantify error
at some final time with a norm taken over space. Convergence of
this measure of error requires that both spatial discretization and
time stepping are correctly implemented, so the test is sufficient to
demonstrate accuracy. Fig. A2 and Tables A1-A3 show the results.
The calculated convergence rates match the expected order of ac-
curacy except at extremely high refinement levels for the high order
cases, which we speculate is due to the onset of round-off error.
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Figure A2. Convergence results for eigenmode verification study.
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Mode 0 Order 2 Order 4 Order 6
Refinement
Level Error Rate Error Rate Error Rate
1 6.4079¢-03 9.7417e-06 7.3848¢-09
2 1.5877¢-03 2.0129 2.8730e-07 5.0835 9.0906e-11 6.3440
4 2.1795¢-04 2.8649 1.1462¢-08 4.6476 1.8458e-10 —1.0218
8 2.4062¢-05 3.1792 6.3695¢-10 4.1696 1.0562¢-11 4.1273
16 4.5579¢-06 2.4003 2.5302¢-10 1.3319 1.0187e-09 —6.5917
32 1.0200e-06 2.1599 ¥ - - -
*Not run due to computational expense.
Table A2. Acoustic wave mode (n = 1) convergence rate table.

Mode 1 Order 2 Order 4 Order 6
Refinement
level Error Rate Error Rate Error Rate
1 1.1800e-01 1.1889¢-03 7.3651e-06
2 2.2707e-02 2.3776 6.6027¢-05 4.1704 1.0851e-07 6.0848
4 5.0400e-03 2.1716 4.0673e-06 4.0209 1.6614¢-09 6.0293
8 1.2196e-03 2.047 2.5038e-07 4.0219 2.6089¢-11 5.9928
16 3.0241e-04 2.0118 1.5616e-08 4.003 1.2432¢-12 43914
32 7.5284¢-05 2.0061 9.7317e-10 4.0042 6.8058¢e-12 —2.4528
Table A3. Acoustic wave mode (n = 2) convergence rate table.

Mode 2 Order 2 Order 4 Order 6
Refinement
level Error Rate Error Rate Error Rate
1 1.0791e-01 1.1970e-01 5.3067¢-03
2 2.5684e-01 -1.2511 5.8573e-03 4.353 6.2510e-05 6.4076
4 5.3644¢-02 2.2594 3.0234¢-04 4.276 8.1661e-07 6.2583
8 1.1045¢-02 2.28 1.6683¢-05 4.1797 1.2381e-08 6.0434
16 2.588e-03 2.0936 1.0406e-06 4.0029 1.9104e-10 6.0181
32 6.3474¢-04 2.0276 6.4365¢-08 4.015 7.4649¢-12 4.6776
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