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We propose the inverse design of ultracompact, broadband
focusing spectrometers based on adaptive diffractive optical
networks (a-DONs). Specifically, we introduce and charac-
terize two-layer diffractive devices with engineered angular
dispersion that focus and steer broadband incident radi-
ation along predefined focal trajectories with the desired
bandwidth and nanometer spectral resolution. Moreover,
we systematically study the focusing efficiency of two-
layer devices with side length L = 100μm and focal length
f = 300μm across the visible spectrum and demonstrate
accurate reconstruction of the emission spectrum from a
commercial superluminescent diode. The proposed a-DONs
design method extends the capabilities of efficient multi-focal
diffractive optical devices to include single-shot focusing
spectrometers with customized focal trajectories for appli-
cations to ultracompact spectroscopic imaging and lensless
microscopy. © 2022 Optica Publishing Group
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Compact spectrometers play an important role in many research

areas, such as in the analysis of materials, the detection of

biological cells, the characterization of light sources, and the

rapid determination of chemical species [1]. In particular,

the design and fabrication of ultracompact micron-size spec-

trometers capable to match the microscopic nature of the

investigated objects is being extensively investigated [2–12].

There are currently several grating-based ultracompact spec-

trometer devices, such as on-chip digital planar holographic

gratings [5,6], arrayed waveguide gratings (AWGs) [2,3], as well

as dispersion-engineered metasurfaces and phase-modulated

diffractive axilens devices [7–13]. Additionally, designs based

on randomly scattering spectrometers [14], chirped filament-

array gratings [15], wavelength-selective filters [16,17], and

resonator-based spectrometers [18–20] were also recently pro-

posed. However, these structures face challenges when consider-

ing on-demand, non-conventional responses, such as customized

focal trajectories, due to the limited flexibility of traditional

design approaches.

Recently, the advancement of data-driven machine learning

techniques in optics and photonics has offered novel oppor-

tunities for inverse design [21–25]. In particular, it led to

the development of efficient all-optical diffractive optical net-

works (DONs) for the engineering of multi-layered devices

that are directly trained, based on the definition of a suitable

loss function, using error backpropagation without the need

of training datasets [26]. This fruitful combination of deep

learning methods and diffractive physics has provided abundant

degrees of freedom (DOFs) to enable design and prototyping of

task-specific, on-demand devices [27–29] based on multi-layer

diffractive optical elements (DOEs). Since the first demonstra-

tion in object classification [26], DONs have been used for the

design of different optical elements, including broadband filters

[27], terahertz pulse shapers [28], and dual-band ultracompact

focusing lenses [29].

In this paper, we introduce the design of ultracompact

diffractive focusing spectrometers based on DONs augmented

by adaptive training, called adaptive DONs (a-DONs) [29].

The targeted spectrometers consist of two diffractive layers

trained to angularly disperse and focus broadband incident

light onto different spatial positions that form desired trajecto-

ries on the detection plane. We study the focusing efficiency

and bandwidths of such devices and examine the mapping

from wavelengths to the focal spot positions. We also inves-

tigate how discretized phase and thickness profiles affect the

overall focusing efficiency, guiding future device fabrication.

Finally, as a proof-of-concept application, we demonstrate the

successful reconstruction of the spectrum of a commercial

superluminescent diode source.

In Fig. 1, we show the schematics of the designed ultracom-

pact spectrometer consisting of two diffractive square layers

acting as unit-amplitude phase plates separated by a distance

d. As a concrete implementation, we considered devices with

side length L = 100μm, inter-layer separation d = 250μm, and

a minimum pixel size Δx = 200 nm, which is chosen to be com-

patible with current diffractive optics and doublet metasurface

fabrication technology [8,11,30–35]. The two diffractive lay-

ers are discretized into 500 × 500 square pixels. Recent work

in achromatic and multi-spectral metasurface technology has

shown the ability to engineer wavelength dispersion and cor-

rect for chromatic phase aberrations across a sizable portion

of the visible spectrum using dielectric coupled nanostructures

[36–38]. Motivated by the recent technological advances in

dispersion engineering [7,13,31,36], we train an a-DON that
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Fig. 1. Schematics of inverse design of ultracompact spectrome-

ter device by a-DON. The device consists of two diffractive layers

and is trained over the phase value of each pixel (phase-only modula-

tion unit). The number of pixels on layers is reduced for visualization

purpose. Color coding on diffractive layers represents the phase

values.

optimizes the phase value φ with respect to the loss function

defined below. Moreover, to account explicitly for chromatic

aberrations, we also considered a design with wavelength-

dependent phase values accomplished by training the latent

variable h� [27–29]. This strategy produces definite thickness

profiles for both layers of the device (see Supplement 1). We

trained the latent variable h� related to the material thickness

of each pixel in the diffractive layers using both a sigmoid and

a sine activation function, where h = hmaxϕ(h� ) and ϕ identifies

the chosen model (sigmoidal or sinusoidal), and hmax = 500 nm

is the maximum thickness of the device (see Supplement 1).

Plane waves, with evenly spaced wavelengths λ1, λ2, . . . λm

over a broad spectral range, centered at λ0, i.e., λ0 = (λ1 + λm)/2,

are used for coherent illumination. These incident waves prop-

agate through the two diffractive layers, then are focused

and angularly deflected onto a common output focal plane

at a focal distance f = 300μm at desired transverse positions

(x1, y1), (x2, y2), . . . , (xm, ym). The phase plates are zero-padded

around their perimeter in the simulation window (Ls as in

Fig. 1) to obtain more accurate diffraction field results from the

Rayleigh–Sommerfeld (RS) first integral formulation [8,29]:

Ao(x′, y′) = As(x, y) ∗ h(x, y; x′, y′; z, k), (1)

h(x, y; z, k) =
1

2π

z
r

(
1

r
− jk

)
ejkr

r
, (2)

where r =
√

x2 + y2 + z2 and z stands for the axial distance

between Ao and As planes. Note that the two phase plates in

Fig. 1 are located on both sides of a transparent substrate with

refractive index n = 3, as in [29].

The RS integral given in Eqs. (1) and (2) is used to calcu-

late fields at each layer in the a-DON as well as at the output

plane. We then introduce the loss function L defined in terms of

the focusing efficiency η̂. The focusing efficiency η̂ is the ratio

between the power of the focused spot and that of the incident

wave. For each incident wavelength λi and focal spot position

(xi, yi), we define η̂ as [29]

η̂(λi, f ; xi, yi) =

∫ 3FWHM/2

0
dρ′s

∫ 2π

0
dθ′s I′

(
λi, z = d + f , ρ′s, θ

′
s

)
∬

dS I(λi, z = 0, ρ, θ)
.

(3)

Here in Eq. (3), the full width at half maximum FWHM =

0.51λif /L and (ρ′s, θ
′
s) denote the polar coordinates on the focal

plane with its origin shifted to the point (xi, yi). So we have ρ′s =√
(x′ − xi)2 + (y′ − yi)2 and θ′s = cos−1[(x′ − xi)/ρ

′
s], where (x′, y′)

is the Cartesian coordinates across the focal plane. The relations

above show how the focal position (xi, yi) gets incorporated in

the efficiency calculation and eventually into the loss function

L. According to standard grating theory, the angular dispersion

of spectrometer devices is quantified by the resolving power,

which is given by [1]

L(dθ/dλ) =
λ0

Δλ
, (4)

where Δλ is the minimum resolvable wavelength (i.e., the spec-

tral resolution) of the spectrometer. We adapt the methodology

in [8] to distribute the focal positions (xi, yi) at wavelengths λi

along a line with a given direction angle α (with respect to the

x axis) on the focal plane. Considering the case of linear angu-

lar dispersion, the relation between the focal positions and the

wavelengths can be obtained as follows:

xi = cosα
λ0f
LΔλ

(λi − λ1) + x1, (5)

yi = sinα
λ0f
LΔλ

(λi − λ1) + y1. (6)

Note that these coordinates are the targeted focal positions at the

incident wavelengths, and are incorporated into the loss function

L for its minimization. Following this approach, we used the

stochastic gradient descent (SGD) method to minimize the loss

function in the backpropagation steps. During each epoch, we

randomly select B wavelengths from λ1, λ2, . . . λm (B<m) as a

mini-batch and feed them into the network. Crucially, to improve

the convergence, we implemented adaptive loss weights that

update along with each loss term during an epoch [29]. The loss

function for this mini-batch is thus defined as

L =
∑
i∈B

wi [1 − η̂(λi, f ; xi, yi)]
2
, (7)

where wi is the adaptive loss weight that corresponds to λi. These

weights are updated with a learning rate γ. They are initialized

as unity and updated during the kth epoch based on the following

rule [29]:

wk
i ← wk−1

i + γ [1 − η̂(λi, f ; xi, yi)]
2
. (8)

During training, we set the object spectral resolution to be

Δλ = 5 nm, which is significantly improved compared to what

was previously reported using ultracompact modulated axilenses

[8–10]. We sampled m = 200 incident wavelengths evenly

spaced in the range from λ1 = 400 nm to λm = 800 nm, which

corresponds to the spectral range of visible light. Given the

focal position coordinates of the starting wavelength λ1 denoted

as (x1, y1), the positions of the other wavelengths are determined

using Eqs. (5) and (6) for a given resolving power. The batch

size is selected as B = 5. We applied the uniform random ini-

tialization for the phase values of each pixel at the beginning

of the training. The a-DON is trained over 2000 epochs using

the Adam optimizer with a learning rate equal to 0.1. The learn-

ing rate for updating adaptive weights are set to γ = 1. Our

deep learning algorithm is developed within the flexible Tensor-

Flow framework. The training is conducted using a Tesla P100
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Fig. 2. Simulated intensity profiles (false color image) of the

incident wavelengths focused on the z = 300-μm focal plane. Focal

spots are distributed along the direction angles (a) α = 45◦, (c) α =
0◦. Insets in panels (a) and (c) show x coordinates of focal spots (blue

triangle markers) and the target focal spots (black solid line). Also

shown are normalized intensity line shapes for different wavelengths

at the focal plane evaluated with (b) α = 45◦ line-trajectory and (d)

α = 0◦ line-trajectory. The increment of wavelengths in panels (b)

and (d) is 20 nm.

graphic processing unit (GPU, Nvidia Inc.) on the Boston Uni-

versity Shared Computing Cluster (SCC). The typical training

time is ∼ 10 minutes.

At the end of the training, we obtain devices with a two-layer

phase or thickness profiles that achieve the desired spectral reso-

lution Δλ for a given pixel size Δx. Therefore, the inverse design

of ultracompact spectrometers based on a-DONs allows us to

target different values of Δλ independently of Δx, thus reducing

the complexity of the manufacturing process. Moreover, we can

control the focusing trajectories along the horizontal and vertical

directions, thus making the spectrometer capable of dispersing

incident wavelengths onto any arbitrary two-dimensional path

in the focusing plane.

As an example, in Figs. 2(a) and 2(c), we show the simulated

focal plane intensity distributions along a α = 45◦ diagonal line

and a α = 0◦ horizontal line respectively, while in Figs. 2(b) and

2(d), we show the line shapes of the normalized intensity along

the corresponding directions. The incident wavelengths all sep-

arate from each other with a 5-nm spacing, which corresponds

to the Δλ used in our proof-of-concept design. Note that we

used false colors to better visualize the intensity distributions

with respect to each wavelength. It can be clearly observed that

the focal spots of the incident wavelengths are well separated

on the focal plane. We also examined the dispersion behavior

of the focal spots, which are located by finding the positions

of local maxima of each intensity distribution with respect to

the incident wavelength. The insets in Figs. 2(a) and 2(c) show

the comparison between the focal spot positions simulated by

forward propagation within a-DON and those given by Eqs. (5)

and (6), demonstrating an excellent agreement. These results

demonstrate that our device can focus multiple incident wave-

lengths simultaneously and diffract them onto distinct transverse

Fig. 3. Focusing efficiency spectra for α = 45◦ diagonal line with

respect to (a) phase and (b) thickness training using a sigmoid func-

tion. Focusing efficiency spectra for α = 0◦ horizontal line with

respect to (c) phase and (d) thickness training using sigmoid func-

tion. Averaged values of the spectra are displayed corresponding to

10 different initialization conditions of the a-DONs.

positions on the same focal plane. By setting different directions

of the angular dispersion, we show the capability to map the

wavelengths onto positions distributed on arbitrary trajectories.

We then characterize the focusing behavior of the spectrom-

eter device by first evaluating the simulated focusing efficiency

spectrum η̂ in Fig. 3 with respect to the two angular disper-

sion directions and training methods introduced above. We note

that η̂ shows a broad spectrum with peak efficiency equal to

approximately 40% and 30% for phase and thickness training,

respectively. Practical fabrication technology, such as that used

in DOEs and metasurface engineering, requires the discretiza-

tion of the phase profile into multiple levels. The impact of phase

discretization of the device performances is also shown by the

curves with different colors in Fig. 3, where we show the focus-

ing efficiency spectra for different numbers of discrete phase

levels. The results demonstrate that an 8-level device already

approaches the ideal performance of that of the continuous

phase.

Finally, we demonstrate that our multi-layer ultracompact

spectrometer device can be used for the single-shot spectral

reconstruction of a practical light source. Particularly, we used

8-level discretized devices to reflect the actual fabrication needs.

We first calibrated the spectral response of the device using

the blackbody radiation as a reference source. The blackbody

emission spectrum is given by Planck’s law as

Sref(λ, T) =
2hc3

λ5

1

e hc
kTλ − 1

, (9)

where we considered T = 5000 K without loss of generality.

The blackbody spectrum in the target spectral region is shown

in Fig. 4(a). After calibration, we simulated the spatial inten-

sity distributions for both the blackbody reference and the

target source (QSDM-680-2 superluminescent diode, QPhoton-

ics LLC), which are shown in Figs. 4(b) and 4(c), respectively.

We denoted these intensity distributions as Iref(x′, y′) and I(x′, y′),
respectively. Using Eqs. (5) and (6), we then established a

one-to-one mapping between the spatial distributions of the
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Fig. 4. (a) Blackbody emission spectrum in the range of 400–800

nm. (b) Simulated intensity distribution at z = 300μm when the

device is illuminated with a blackbody reference source. (c) Sim-

ulated intensity distribution at the same focal plane when the

device is illuminated by a superluminescent diode. (d) Recon-

structed spectrum of the target diode (black solid line) source via

the phase-trained device (blue square markers) and the thickness-

trained device (red triangle markers) using the sigmoid model for

the h� training.

intensities and the corresponding spectral distributions (i.e.,

Iref(λ) and I(λ)), for a given direction of the angular dispersion

(i.e., α = 45◦ in Fig. 4). The emission spectrum of the diode is

finally reconstructed via the following formula [8]:

S(λ) = I(λ)
Sref(λ)

Iref(λ)
. (10)

The reconstruction of the diode spectrum obtained from Eq. (10)

matches very well the target curve in Fig. 4(d).

To conclude, we proposed an inverse design approach based

on a-DONs for ultracompact spectrometers trained to maximize

the focusing efficiency over a broad band of wavelengths with

customized focal trajectories. In particular, we demonstrated that

the focusing efficiency spectra peaked at around 40% and 30%

across the visible and a spectral resolutionΔλ = 5 nm for devices

with L = 100-μm side length. Moreover, the proposed concepts

can naturally be extended to spectral bands other than visi-

ble. In combination with dispersion-engineered metasurfaces,

the flexible a-DON approach introduced here for the design of

ultracompact focusing spectrometers enables novel broadband

diffractive devices with desired angular and spatial dispersion

for applications to multispectral imaging, multi-band detection,

and lensless microscopy.
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