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A B S T R A C T   

Long-term dynamics of vapor plumes induced by irradiation of a copper target in argon background gas by 
nanosecond laser pulses is studied numerically based on a one-dimensional hybrid computational model. The 
model includes a thermal model of the irradiated target and a kinetic model of the gaseous plume flow. The latter 
is implemented in the form of the direct simulation Monte Carlo method. The simulations, performed at mod
erate laser fluences in the range from 1.5 to 4 Jcm−2 and background gas pressures between 0.01 and 1 bar, show 
that the long-term plume dynamics can be divided into three major stages: initial inertial expansion, plume 
contraction, and subsequent diffusive expansion. The simulations unexpectedly predict extremely strong effects 
of plume contraction, when the plume size can exhibit a two-fold reduction, and delayed material redeposition 
back to the irradiated surface, when ∼ 90% of vaporized material returns to the irradiated surface. Both plume 
contraction and delayed redeposition originate from the strong backward flow induced by the internal (sec
ondary) shock wave that propagates from the mixing layer towards the irradiated surface. The major part of 
vaporized material condenses at the surface with a long time delay with respect to the laser pulse after the plume 
stopping and before the onset of diffusive expansion. As a result, only a marginal part of vapor, which can be as 
small as ∼ 5%, is retained in the plume by the beginning of the diffusive expansion. The obtained simulation 
results suggest that the plume contraction and delayed material redeposition are common phenomena for 
nanosecond laser vaporization and may affect the efficiency and quality of laser surface modification in the 
ablation regime as well.   

1. Introduction 

The nanosecond pulsed laser ablation is the material removal process 
induced by heating of a material target by nanosecond pulses of laser 
radiation. The laser-induced ablation processes are broadly used in 
technological applications, from laser material processing [1] to pulsed 
laser deposition (PLD) of thin films [2], and in analytical applications for 
the analysis of the material composition, e.g., in the laser-induced 
breakdown spectroscopy (LIBS) [3]. The laser heating induces vapor
ization of the target material and expansion of a plume of ablation 
products into a vacuum or background gas. In material removal appli
cations, the plume expansion process affects the degree of plasma 
shielding that occurs due to the absorption of incident laser radiation in 
the plume [4], radiative and conduction heating and etching of the 
target by plasma plume [5], expulsion of the molted material from the 
center of ablation crater under the recoil effect of vaporization and 

transient buildup of the plume pressure at the surface of the molten pool 
[6], as well as contamination of the processed targets with debris of the 
ablated material [7,8]. At a relatively small laser fluence, typically from 
1 to a few Jcm−2, the material removal occurs in the regime of surface 
vaporization, when the ablated plume consists of individual atoms. 

After termination of the laser pulse and evaporation from the surface, 
the vapor plume expands inertially due to the strong pressure buildup in 
the initial vapor “bubble.” For example, at a moderate pulse duration 
and laser fluence, the typical vapor number density at the end of the 
nanosecond laser pulse near the irradiated copper surface is on the order 
of 1020 − 1021 cm−3 [9,10], which corresponds to a pressure of 10–100 
bar [9]. The interaction of the expanding plume with a background gas 
induces the formation of shock waves and a mixing layer at the 
boundary between the vapor and background gas, as well as gradual 
deceleration of the expansion process since the energy initially stored in 
the plume is continuously transferred to the background gas. The 
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stopping effect of the background gas results in the termination of the 
plume growth [11,12]. The maximum size of the plume in the direction 
normal to the irradiated surface and corresponding time are referred to 
as the plume stopping distance and time. 

This initial stage of the plume expansion process from the onset of 
evaporation roughly until plume stopping is well-studied both experi
mentally, e.g., [13,14,15], and in simulations based on hydrodynamic, 
e.g., [14,16-22], and kinetic, e.g., [11,23-30], models of gas or plasma 
flows. The initial stage of the plume expansion process can be also 
approximately described by one-dimensional algebraic or 
semi-algebraic hydrodynamic models. Such models are based on the 
exact or approximate solution of the one-dimensional (1D) expansion 
problem into a vacuum [31,32] or background gas and approximate 
representations of the plume parameter distributions in regions sepa
rated by the shock waves and contact surfaces and subsequent solutions 
of the integral hydrodynamics equations. Currently, these models are 
available for both spherically symmetric [33] and planar [29] plumes. 

The further evolution of the laser-induced plumes after stopping is 
marginally studied both experimentally and numerically. Such long- 

term plume dynamics, however, is relevant to multiple applications, e. 
g., to PLD of functional thin films [22,34,35], surface nanostructuring 
[36], and generation of nanoclusters due to vapor condensation in the 
plume [37]. The understanding of the long-term plume dynamics is also 
crucial for materials processing in the multi-pulse regime [38–40], 
where the plumes generated by preceding pulses change the environ
ment for the expansion of plumes generated by subsequent pulses [9,41, 
42]. This effect was called the plume accumulation effect in Ref. [26]. In 
multi-pulse laser ablation, the pulse repetition rate varies in an 
extremely broad range, from sub-kHz to GHz and above [38–40], so that 
the inter-pulse separation time can be shorter or longer than the plume 
stopping time. 

It is often accepted that, once the stopping effect ceases the inertial 
expansion of a plume, the plume size only slowly increases due to mo
lecular diffusion of vapor into a background gas. Although the approx
imate hydrodynamics model predicts the contraction of a spherically 
symmetric plume [33], the degree of transient contraction of 
laser-induced plumes, as well as the consequences of this process for the 
redistribution of the ablated material inside the plume and its 

Fig. 1. (a) Sketch of the computational domain for 1D simulations of laser-induced plume expansion before the onset of irradiation (t = 0), when the whole system is 
kept at a temperature T0 and the background gas pressure is equal to pb, and during expansion of the plume (t > 0). The red horizontal lines with arrows sche
matically show the primary (external) shock wave Se propagating from the irradiated target through the background gas and secondary (internal) shock wave si 

propagating towards the target through the plume. H and Ht are the sizes of the computational domains used for simulations of plume expansion and thermal state of 
the target, respectively. Xw is the ablation depth. The sizes of the gas-dynamic and target computational domains as well as ablation depth are shown not to scale; in 
actual simulations, Xw≪Ht≪H. Panels (b) and (c) show typical distributions of the Cu vapor nCu (red curves), Ar background gas nAr (green curves), and gas mixture n 
= nCu + nAr (blue curves) number densities, when the secondary shock moves towards the surface and transformed into the reflected shock sr , respectively. These 
distributions are obtained at a time of 2 µs (b) and 16 µs (c) for FL = 3 Jcm−2 and pb = 0.1 bar. In panel (b), the gray rectangle corresponds to the mixing layer, where 
the molar fraction of vapor varies from 1% to 99%. 
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condensation at the irradiated surface, practically remain unknown. 
The goal of the present work is to investigate the long-term dynamics 

of vapor plumes induced by irradiation of a target by a nanosecond laser 
pulse in the regime of surface vaporization, to study the transition from 
initial inertial expansion to diffusive expansion, and to quantify the ef
fect of material redeposition. For this purpose, the kinetic simulations of 
the plume expansion process based on the direct simulation Monte Carlo 
(DSMC) method [43] are performed. The DSMC method is a stochastic 
particle-based numerical approach developed in agreement with the 
Boltzmann equation [44]. In the DSMC method, gas is considered as a set 
of simulated particles that represent individual gas atoms or molecules, 
which move, participate in binary collisions, and interact with inter
phase boundaries. The DSMC method is usually used to simulate gas 
flows under conditions of strong rarefaction and non-equilibrium. In the 
laser-induced plume expansion problem, with decreasing background 
gas pressure, the continuum hypothesis breaks down in large regions 
inside the expanding plume, and the continuum gas dynamics descrip
tion of the plume flow fails. More importantly, the zones with extremely 
low plume pressure can transiently appear inside the plumes even under 
conditions of atmospheric background gas pressure [9,25]. The kinetic 
models also naturally account for the formation of the Knudsen layer 
that emerges on surfaces subjected to fast evaporation or condensation 
[45]. This makes the kinetic models preferable over their hydrody
namics counterparts for high-fidelity simulations of laser-induced plume 
expansion. In the present work, the kinetic simulations of the plume 
expansion process at moderate background gas pressures are performed 
on a time scale from a few to a hundred of microseconds. 

As it is the first study of such kind, we limit consideration to only 1D 
planar plume expansion, so that the obtained results are quantitatively 
valid in the limit of large laser spot sizes. The simulations show that the 
initial inertial expansion is separated from the diffusive expansion by a 
relatively long contraction stage, when the size of the vapor plume re
duces by 30–50%. During the plume contraction, a strong back flow 
directed towards the surface of the irradiated target is developed. This 
flow augments redeposition of the ablated material back to the irradi
ated surface. As a result, the long-term dynamics of laser-induced 
plumes is always accompanied by unexpectedly strong condensation 
of vapor on the irradiated target, where up to 90% of the vaporized mass 
can return to the target surface. 

2. Computational model 

The computational model adopted in the present paper is based on 
the assumptions that the explosive fragmentation of the irradiated target 
and optical breakdown, e.g. [46], do not occur. For the irradiation pa
rameters considered, these assumptions are verified in the preliminary 
simulations (Section 2.2). Then the simulations of the laser-induced 
plume expansion process are performed using a 1D hybrid computa
tional model consisting of a thermal model of the irradiated target and a 
kinetic model of the plume flow [9]. In the thermal model, the unsteady 
heat conduction equation is solved to determine the temperature at the 
target surface and mass flux of evaporated material. This model is 
described in Appendix A. The kinetic model of two-component gas 
mixture flow is based on the Boltzmann kinetic equation generalized for 
a monatomic gas mixture and implemented in the form of the DSMC 
method. Both models are coupled with each other through the boundary 
conditions that express the mass and energy balance at the irradiated 
surface. 

2.1. Kinetic model of plume expansion 

The expansion of laser-induced vapor plume into a background gas is 
simulated in the 1D computational domain of size H placed on the top of 
the irradiated target (Fig. 1(a)). At the initial time t = 0, the whole 
domain above the target is filled with a background gas at a pressure pb 
and temperature T0. 

Both the background gas and vapor are considered as monatomic 
gases. In the present work, the DSMC algorithm of sampling of velocities 
of gas particles after a binary collision is based on the preliminary 
calculated tables of the deflection angle as suggested in Ref. [47]. The 
deflection angle as a function of the relative particle speed Cr and geo
metric collision parameter b for Cu-Cu and Ar-Ar collisions was deter
mined in Ref. [48] based on corresponding potential energy curves 
(PECs). These PECs were established in ab initio density functional the
ory (DFT) calculations with van der Waals corrections. For Cu-Ar colli
sions, the deflection angle was calculated based on the ab initio PEC 
obtained in Ref. [49] using quantum Monte-Carlo (QMC) calculations. 
The DFT and QMC PECs for Cu-Cu and Ar-Ar atom pars are found to be 
only marginally different [49]. In simulations, for each pair of colliding 
particles, their relative speed Cr and random collision parameter b were 
used as input to determine the deflection angle from a look-up table. 
Then the post-collisional velocities of particles were calculated using the 
equations, which can be found, e.g., in Ref. [43]. Further details of this 
approach are provided in Appendix B and can be also found in Refs. [47, 
48]. The No Time Counter (NTC) scheme is used for sampling of binary 
collisions between simulated particles [43]. The calculations are per
formed with a parallel DSMC code, which was previously developed for 
simulations of the 1D laser-induced plume expansion process and used, 
e.g., in Refs. [9,28,47]. 

The kinetic boundary conditions at the irradiated surface account for 
evaporation, condensation, and reflection of gas atoms. The Hertz- 
Knudsen model [45] with an evaporation coefficient equal to 1 is used 
to describe evaporation and to generate new simulated vapor atoms at 
the target surface during each time step of computations. According to 
this model, the velocity distribution function of vapor atoms, fv(e)(x,v,t), 
emitted from the evaporating surface, is a half-Maxwellian distribution 
at the surface temperature Tw: 

At x = 0, vx > 0 : fv(e)(0, v, t) =
pv(Tw)/(kBTw)

(2π(kB/mv)Tw)
3/2 exp

(

−
mvv2

2kBTw

)

, (1)  

where t is the time, x is the coordinate counted along the flow direction 
(Fig. 1(a)), v = (vx, vy, vz) is the molecule velocity vector, mv is the mass 
of a vapor atom, pv(Tw) is the saturated vapor pressure determined by 
the Clausius-Clapeyron equation [Eq. (A.5)], and kB is the Boltzmann 
constant. Then the evaporation number density flux Je is defined by Eq. 
(A.4). 

The condensation coefficient αc is equal to the fraction of incident 
vapor atoms that is absorbed by the surface. Then the condensation flux 
Jc in Eq. (A.3), number flux density of atoms condensing at the surface, is 
equal to 

Jc = αc

∫

vx<0

|vx|fv(0, v, t)dv. (2)  

The fraction 1 − αc of vapor atoms incident to the irradiated surface is 
assumed to be diffusely scattered and returned back to the flow, so that 
the velocity distribution function of reflected vapor atoms is equal to 
[50]: 

At x = 0, vx > 0 : fv(r)(0, v, t) = (1 − αc)
2
π exp

(

−
v2

C2
v

) ∫

v′
x<0

⃒
⃒v′

x

⃒
⃒

C4
v

fv(0, v′, t)dv′,

(3)  

where Cv =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2kBTw/mv

√
. The boundary conditions for vapor atoms at 

the irradiated surface then read 

At x = 0, vx > 0 : fv(0, v, t) = fv(e)(0, v, t) + fv(r)(0, v, t). (4) 

The condensation coefficient αc can strongly affect the long-term 
dynamics of vapor plumes. The value of αc, however, remains a poorly 
defined quantity. At equilibrium, the net mass flux at the liquid-vapor or 
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solid-vapor interface is zero, and the evaporation and condensation 
coefficients are equal to each other. The common approach is, therefore, 
to set both evaporation and condensation coefficients equal to 1. The 
available experimental data confirm that the sticking coefficients of 
metals at room temperature are close to 1 [51,52], however, αc can 
significantly reduce at elevated temperatures [53]. The temperature 
dependence of αc for copper, used as the target material in the present 
work, is currently unknown, therefore, the parameter αc is considered as 
a model parameter. The effect of αc on the long-term plume dynamics is 
considered in Section 3.6. 

The interaction of the background gas atoms with the irradiated 
surface is described by the model of diffuse scattering: 

At x = 0, vx > 0 : fb(0, v, t) =
2
π exp

(

−
v2

C2
b

) ∫

v′
x<0

⃒
⃒v′

x

⃒
⃒

C4
b

fb(0, v′, t)dv′, (5)  

where fb(x, v, t) is the velocity distribution function of the background 
gas atoms, Cb =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2kBTw/mb

√
, and mb is the mass of a background gas 

atom. 
The boundary conditions at the top boundary of the computational 

domain placed at a distance H from the target describe the gas exchange 
between the computational domain and a reservoir, where the back
ground gas rests in equilibrium at a pressure pb and temperature T0 with 
zero macroscopic velocity. Then, at the exit boundary of the computa
tional domain, x = H, the velocity distribution function of the back
ground gas atoms, entering the domain through this boundary, is 
assumed to be a half-Maxwellian at a temperature T0 and pressure pb: 

At x = H, vx < 0 : fb(H, v, t) =
pb/(kBT0)

(2π(kB/mb)T0)
3/2 exp

(

−
mbv2

2kBT0

)

. (6)  

All gas particles, leaving the domain through the exit boundary, are 
excluded from further computations. In simulations, the size of the 
computational domain H is chosen to be sufficiently large to ensure that 
the primary shock wave, propagating through the background gas, does 
not reach the external boundary during the simulated process time. 

2.2. Simulation parameters 

The simulations are performed for a copper target in argon back
ground gas irradiated by a Gaussian laser pulse at a wavelength of 266 
nm and intensity 

IL(t) =
FL
̅̅̅̅̅
2π

√
σt

exp
[

−
(t − tmax)

2

2σ2
t

]

, (7)  

where σt = τL/(2
̅̅̅̅̅̅̅̅̅̅̅̅
2log2

√
), τL is the pulse duration (FWHM), FL is the 

laser fluence, and tmax = 3σt is the time when the laser intensity is 
maximum. The thermal and optical properties of the irradiated material, 
which are used in the present work, can be found in Refs. [9,26]. 

The simulations are performed at τL = 10 ns (tmax = 12.7 ns), T0 =

300 K, laser fluence FL varying from 1.5 Jcm−2 to 4 Jcm−2, and the 
background gas pressure pb varying from 0.01 bar to 1 bar. The previous 
simulations [48] showed that, under these irradiation conditions, the 
maximum surface temperature varies from 3020 K to 7200 K (see also 
Appendix A) and remains smaller than 0.9Tc = 7452 K, where Tc =

8280 K is the thermodynamic critical temperature of copper [54], so 
that the range of laser fluence under consideration is below the 
threshold for explosive boiling [55] and the assumption of material 
removal in the regime of surface evaporation holds. The preliminary 
simulations performed based on the computational approach, where the 
equilibrium ionization and radiation absorption models are combined 
with the DSMC method [10], also showed the irradiation conditions in 
the present paper are below the plasma shielding threshold. Most of the 
simulations are performed with the condensation coefficient αc = 1. The 
results of simulations performed with αc = 0.5 and 0 are described in 

Section 3.6. 
To minimize the required computational resources, the length of the 

computational domain H and simulated process time tE were chosen in 
preliminary simulations depending on the irradiation and environ
mental conditions. They were varied from H = 1 mm and tE = 2 µs at the 
smallest FL and largest pb to H = 24 mm and tE = 100 µs at the largest FL 
and smallest pb. These values guarantee that the external shock wave 
does not leave the domain during tE, while tE is long enough to observed 
the delayed deposition of the vaporized material. All DSMC simulations 
are performed with the same cell size of 50 nm and time step of 0.5 ps. 
The maximum total number of simulated particles N was varied in a 
range from ∼ 106 to ∼ 108, depending on the irradiation conditions and 
background gas pressure. For example, at pb = 0.01 bar, N was deter
mined by the condition that 80 simulated particles of argon gas are 
present in average in each cell of the computational mesh before the 
onset of laser irradiation. The values of the DSMC cell size, time step, 
and the number of simulated particles that ensure numerical conver
gence of the simulation results were found in massive preliminary 
simulations. To reduce the statistical noise in unsteady simulations, for 
each set of input parameters, the simulations with different random 
seeds were repeated NT times, where NT varies in the range from 10 to 
1000. Then the ensemble averaging of the results over NT “trajectories” 
of the random process was performed to find the distributions of 
macroscopic plume parameters. 

3. Results and discussion 

3.1. Three stages of plume expansion: initial expansion, contraction, and 
further diffusive expansion 

The flow structure during expansion of the plume obtained at t = 2 
µs for FL = 3 Jcm−2 and pb = 0.1 bar is illustrated in Fig. 1(b). It includes 
the primary (blast or external) shock wave Se propagating through the 
background gas, secondary (internal) shock wave si propagating in the 
vapor plume towards the irradiated target, and a mixing layer, where 
the background gas mixes with vapor due to molecular diffusion. The 
mixing layer is always located between Se and si. The secondary shock 
wave propagates with velocity Ui (Ui < 0) towards the irradiated surface 
in the frame of reference which moves with local plume velocity u (u is 
the plume velocity right before the secondary shock wave). The velocity 
of this shock wave with respect to the target, u + Ui, can be either 
positive or negative depending on the pressure drop at this shock wave. 
The sign of u + Ui and, correspondingly, the direction of motion of si 
with respect to the target change during the expansion process. Typi
cally, once the secondary shock wave forms, it is relatively weak and u +

Ui > 0. Later, when the pressure in front of the si drops, the magnitude 
of Ui increases and this shock starts to approach the irradiated target. 
Under conditions considered in Fig. 1(b), the secondary shock wave 
appears near the mixing layer at a time ∼ 0.2 µs as a result of deceler
ation of the plume caused by background gas. With respect to the irra
diated surface, the secondary shock wave moves forward until ∼ 1.5 µs. 
At a time of 2 µs, u + Ui < 0 and si moves towards the target. Depending 
on the irradiation and environmental conditions, this shock may or may 
not reach the surface and be reflected from it. Earlier simulations under 
similar irradiations conditions but smaller FL indicated no reflection of si 
from the surface, as this shock wave disappeared in the transient rare
faction zone near the surface [9]. Under condition illustrated in Fig. 1 
(b), the secondary shock wave reaches the surface at τi ∼ 3.3 µs, 
inducing formation of a reflected shock sr moving from the surface. 

As known, the fall of an incident normal shock on a surface induces 
the formation of a reflected shock due to the surface impenetrability to 
the gas flow. In the present problem, the process of reflection is more 
complex when it is accompanied by the full or partial condensation of 
vapor on the surface. If the condensation coefficient is equal to zero 
(αc = 0), the reflection occurs like in the classical case of impenetrable 
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surface immediately after the fall of the incident shock. In the case of the 
full condensation of vapor at the surface (αc = 1) shown in Figs. 1 and 2, 
the fall of the internal shock wave on the surface does not induce the 
immediate formation of the reflected shock. The reflected shock appears 
later, when the back flow of the non-condensable background gas 
induced by the internal shock reaches the surface. The reflected shock 
propagates first through the mixing layer and then moves in the back
ground gas (Fig. 1(c)). The propagation of the external, internal, and 
reflected shock waves, including the delayed formation of the reflected 

shock, is further analyzed in Appendix C. 
The consideration of the plume expansion process during long 

expansion time allows one to identify three characteristic stages of 
plume expansion, namely, initial expansion, contraction, and diffusive 
expansion of the plume. The variation of distributions of the copper 
vapor number density obtained at FL = 3 Jcm−2 and pb = 0.1 bar during 
these three stages is illustrated in individual panels of Fig. 2. The blast 
shock wave propagates through the background gas and cannot be seen 
in the distribution of vapor number density shown in Fig. 2. 

During the initial expansion (Fig. 2(a)), the maximum of the copper 
vapor density, which is formed behind si near the internal boundary of 
the mixing layer, moves from the irradiation target, and the overall 
plume size increases. This stage of the plume expansion process can be 
also referred to as the inertial expansion, as it proceeds due to energy 
and pressure initially accumulated in the plume during the laser pulse. It 
occurs until ∼ 2 µs, when the propagation speed of the density maximum 
drops almost to zero. The deceleration of expansion is caused by the 
stopping effect of the background gas and propagation of the secondary 
shock wave. As this shock wave starts to move towards the surface, a 
region with a relatively large flow velocity directed towards the surface 
develops in the plume behind this shock. Initially, the plume velocity is 
negative only right behind the shock, but the size of the zone with the 
negative velocity gradually expands and reaches the plume edge. At this 
time, the further expansion of the plume is terminated. 

The stage of contraction (Fig. 2(b)) is characterized by negative bulk 
velocity everywhere inside the plume. The maximum of the vapor 
density moves towards the irradiated surface and reaches it at a time of 
∼ 6.5 µs. This process can strongly reduce the overall plume size. Under 
conditions considered in Fig. 2, the apparent size of the plume at ∼ 6 µs 
exhibits roughly two-fold reduction from its maximum at the end of the 
initial expansion. The plume contraction is accompanied by strong 
redeposition of vapor back to the irradiated surface. Qualitatively, the 
contraction is terminated when the flow velocity everywhere in the 
plume becomes sufficiently small. The propagation of the reflected 
shock after the termination of contraction does not induce large velocity 
of the vapor component in the plume flow. 

Once the contraction is terminated, the plume starts to slowly grow 
again due to molecular diffusion and mixing of vapor with the back
ground gas under conditions of almost zero bulk flow velocity. At this 
stage of diffusive expansion (Fig. 2(c)), the maximum of vapor density is 
located near the irradiated surface. It appeared that there is a trade-off 
between diffusion of vapor from the surface and towards the surface, 
where the vapor continues to redeposit. The reflected shock wave can be 
seen in the distribution of vapor density at t = 7 µs. At later times, the 
reflected shock propagates outside the plume through the background 
gas. This shock can be seen in the distribution, e.g., of the gas mixture 
velocity shown in the inset of Fig. 2(c) for t = 16 µs. The negative ve
locity, which corresponds to the flow directed towards the irradiated 
surface, in the background gas in front of the reflected shock is devel
oped during the previous contraction stage. Under conditions consid
ered in the present work, a speed of the backward flow of the 
background gas of ∼ 100 ms−1 has the order of magnitude of typical 
plume speed behind the internal shock wave. 

3.2. Measures of the plume size 

The analysis presented in Section 3.1 is to large extent qualitative, 
since it is not based on quantitative criteria that determine the transition 
from initial expansion to contraction and from contraction to diffusive 
expansion. To formulates such criteria, it is necessary to define a nom
inal plume size since the molecular diffusion is intrinsically accounted 
for in the kinetic simulations and there is no distinct contact surface 
separating the vapor and the background gas. Instead of the contact 
surface, the plume is terminated in a thick mixing layer, where the vapor 
density gradually drops to zero. The thickness of the mixing layer pri
marily depends on the characteristic mean free path of molecules in the 

Fig. 2. Distributions of the number density nCu of Cu vapor at various times 
obtained for a laser fluence of FL = 3 Jcm−2 and background gas pressure of pb 
= 0.1 bar. The time for each curve is indicated in the figure panels. Individual 
panels contain curves corresponding to the initial expansion (a), contraction 
(b), and diffusive expansion (c) stages of the plume expansion process. In panel 
(c), the inset shows the distribution of gas mixture velocity at t = 16 µs. 
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gas mixture and, thus, is determined by the gas mixture density at the 
edge of the plume. 

The nominal plume size can be characterized by the maximum po
sition of a surface LM(φ), where the molar fraction of vapor φCu(x, t) =

nCu(x, t)/[nCu(x, t) +nAr(x, t)] is equal to some characteristic level φ, i.e., 
the following equation is satisfied: 

φCu(LM(φ)(t), t) = φ. (8)  

The choice of φ = 1/2 corresponds to the center of the mixing layer. The 
corresponding measure of the plume size LM,C = LM(1/2) is shown in 
Fig. 3 by the red solid curve. The use of this measure can lead to 
incorrect conclusions about the variation of the plume size, especially at 
longer times, when, due to mutual diffusion of species, the molar frac
tion of vapor can be smaller than 1/2 everywhere. A reasonable measure 
of the plume size can be obtained by choosing such small threshold level 
φ that LM(φ) characterizes the position of an external boundary of the 
mixing layer, e.g., φ = 3 ⋅10−4. The corresponding measure of the plume 
size LM,E = LM(0.0003) is shown in Fig. 3 by the green dashed curve. 
However, when φ is small, the calculated values of LM,E suffer from 
spurious oscillations due to the intrinsic statistical noise of the DSMC 
method. 

To reduce the noise, an alternative definition of the plume size can be 
introduced based on the integral number of particles in the vapor plume 
between the irradiated surface and flow cross section with coordinate x: 

ℵCu(x, t) =

∫x

0

nCu(x′, t)dx′, (9)  

so that the total number of vapor atoms at a time t in the plume is equal 
to 

NCu(t) = ℵCu(∞, t). (10) 

Then the nominal plume size can be defined as the size of the domain 
LP(Φ), which contains Φ fraction of all plume particles, i.e., as the position 
x of boundary where the fraction ΦCu(x, t) = ℵCu(x, t)/NCu(t) is equal to 
Φ: 

ΦCu(LP(Φ)(t), t) = Φ. (11) 

The integral plume size LP,E = LP(0.9999) corresponding to Φ = 0.9999 
is shown in Fig. 3 by the blue dashed-dotted curve. By varying the 
threshold values of φ and Φ, the values of LM,E and LP,E can be brought 
into quantitative agreement with each other at fixed FL and pb. The 
values of φ and Φ required for agreement between LM,E and LP,E, how
ever, depend on FL and pb and, thus, there are no unique threshold values 
of φ and Φ that can provide agreement between LM,E and LP,E under 
various irradiation and environmental conditions. 

For a given nominal plume size, the ends of the initial expansion and 
contraction stages can be associated with the local maximum and min
imum of the plume size as a function of time, respectively. Under con
ditions illustrated in Fig. 2, the variations of both LM,E and LP,E indicate 
that the initial plume expansion is terminated at ∼ 4 µs, while the plume 
contraction is terminated at a time between 8 µs and 9 µs. On the con
trary, the varaition of LM,C shows the end of initial expansion at ∼ 2 µs in 
agreement with the previous visual analysis of distributions in Fig. 2. 
The difference in the duration of the initial expansion stage predicted 
based on different definitions of the plume size is expected. During 
initial expansion, the point x = LM,C, where nCu(LM,C, t) = nAr(LM,C, t), is 
located somewhat ahead but near the vapor density maximum as seen, e. 
g., in Fig. 1(b). Therefore, the value of LM,C can be used to characterize 
the position of the major part of the plume associated with the vapor 
density maximum. The values of LM,E and LP,E characterize the position 
of the plume edge, where the vapor molar fraction is small. The increase 
in the position of the plume edge compared to the mxing layer center is 
strongly augmented by molecular diffusion of vapor into the background 
gas and increase in the thickness of the mixing layer with time. 

The reduction of LM,E and LP,E during contraction indicates that the 
molecular diffusion cannot overcome the effect of the overall plume 
contraction, and the position of the very edge of the plume moves to

Fig. 3. Mixing layer center, LM,C, (red solid curve) and edge, LM,E, (green 
dashed curve) positions defined by Eq. (8) at φ = 1/2 and 0.0003, respectively, 
as well as integral plume size LP,E (blue dashed-dotted curve) calculated based 
on Eq. (11) at Φ = 0.9999 versus time t. All results are obtained for FL = 3 
Jcm−2 and pb = 0.1 bar. The whole plume expansion process is divided into the 
initial expansion, contraction, and diffusive expansion stages based on the re
sults presented by the blue dashed-dotted curve. The vertical arrows mark the 
initial expansion (or plume stopping) time τE and contraction time τC that are 
defined as times when LP,E has the first local maximum and minimum, 
respectively. The corresponding plume sizes at the end of initial expansion and 
contraction are defined as LE = LP,E(τE) and LC = LP,E(τC), respectively. 

Fig. 4. Distributions of the gas mixture temperature T at various times obtained 
for a laser fluence of FL = 3 Jcm−2 and background gas pressure of pb = 0.1 
bar. The time for each curve is indicated in the figure panel. si and sr mark the 
positions of the internal (secondary) and reflected shock waves, respectively. 
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wards the surface. One can also conclude that the whole contraction 
stage can be divided, in turn, into two parts: During the time from ∼ 4 µs 
until ∼ 6 µs, the position of the plume edge remains practically constant, 
while it reduced only during the following time, from ∼ 6 µs until ∼ 9 µs. 

The value of LP,E(t) appeared to be the most reliable measure of the 
plume size. Hereinafter, the initial expansion time or plume stopping 
time τE and contraction time τC are therefore defined as times when LP,E 

has the first local maximum and minimum, respectively. The corre
sponding plume sizes at the end of initial expansion and contraction are 
defined as LE = LP,E(τE) and LC = LP,E(τC), respectively (Fig. 3). The 
value of LE represents the plume stopping distance, while LC is the 
minimum plume size at contraction. 

The distributions of the gas mixture temperature shown in Fig. 4 
indicate a relatively large temperature rise behind the reflected shock 
wave, e.g., at a time of 8 µs. The thermal homogenization of the plume, 
therefore, does not occur after disappearance of the internal shock wave 
and during the diffusive expansion stage. For instance, at t = 16 µs, the 
gas mixture temperature in the region occupied by the plume varies 
from ∼ 300 K at the surface up to a maximum of ∼ 1300 K inside the 
plume. At this time, however, inside the plume, the gas pressure is 
practically homogeneous, and the gas velocity is nearly zero. 

To confirm the conclusion that the plume edge actually moves to

wards the target during the contraction stage in spite of molecular 
diffusion, a few distributions from Fig. 2(b) and (c) are replotted in the 
logarithmic scale in Fig. 5(b). These results show that, during the 
contraction stage, not only the nominal plume size reduces, but also the 
number density drops everywhere at x > LP,E(t), so that the contraction 
indeed overcomes the effect of diffusion. 

3.3. Effect of the background gas pressure 

The distributions of vapor density obtained at a background gas 
pressure of 0.01 bar, 0.1 bar, and 1 bar are compared in Fig. 5 for FL = 3 
Jcm−2. The variation of background gas pressure induces the apparent 
variation in the plume size and duration of each stage of the expansion 
process. 

These results also point to the qualitative difference between the 
vapor density distributions at pb = 0.1 bar and 1 bar. The vapor density 
distributions at atmospheric pressure, in particular, do not show distinct 
traces of the internal and reflected shock waves. Despite this difference, 
the variation of the integral plume size LP,E with time indicates the ex
istence of the contraction stage of finite duration independently of the 
background gas pressure (Fig. 6(a)). The reduction in the background 
gas pressure strongly increases the plume stopping distance LE and 

Fig. 5. Distributions of the number density nCu of Cu vapor at various times obtained for a laser fluence of FL = 3 Jcm−2 and background gas pressure of pb = 0.01 
bar (a), 0.1 bar (b), and 1 bar (c). The time for each curve is indicated in the figure panels. In panels (a) and (b), si and sr mark the positions of the internal (secondary) 
and reflected shock waves, respectively. In panel (b), some curves are taken from Fig. 2 and reproduced here to illustrate the variation of the vapor density at the 
plume edge. 
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plume stopping time τE, as well as the duration of the contraction stage, 
which lasts more than 44 µs at pb = 0.01 bar. The plume stopping dis
tance LE varies inversely proportionally to the background gas pressure 
(Fig. 6(b)). The plume stopping time and contraction time determined 
based on the data from Fig. 6(a) are given in Table 1. 

Interestingly, contrary to the plume sizes, LE and LC, and corre
sponding times, τE and τC, the relative contraction of the plume, LC /LE, 
demonstrates weak dependence on pb and varies from 0.76 at pb = 0.01 
bar to 0.6 at pb = 1 bar. The average plume expansion, VE = LE /τE, and 
contraction, VC = (LE − LC)/(τC − τE), speeds (Fig. 6(b)) also only 
weekly depend on the background gas pressure. This suggests that the 
sizes LE and LC as well as times τE and τC exhibit practically the same 
scaling behavior as functions of the background gas pressure. The 
conclusion on insensitivity of VE on the background gas pressure is in 
agreement with the results of simulations of laser-induced plumes per
formed under the assumption of constant evaporation flux during laser 
pulse in Ref. [29]. 

3.4. Scaling of the plume size during diffusive expansion 

In a classical diffusion problem, the size of a cloud of minor admix
ture diffusing through major species is expected to increase as t1/2. This 
scaling law holds in continuum gas flows, when the molar fraction of 
admixture is negligibly small, the binary diffusion coefficient is con
stant, pressure is homogeneous, and bulk mixture velocity is zero. These 
assumptions are not exactly satisfied during the diffusive stage of the 
laser-induced plume expansion process. 

The results of the DSMC simulations show that, at the diffusive stage 
of expansion, the plume size scales with time according to the power 
scaling law 

LP,E(t)
LC

∝
(

t
τC

)β

. (12) 

For FL = 3 Jcm−2 and pb = 1 bar, such a scaling law is shown in Fig. 6 
(a) by the dashed-double-dotted curve. The exponent β, however, is 
found to be significantly smaller than 1/2. The least-square fitting of the 
values of LP,E(t) at t > τC results in β = 0.34 at pb = 1 bar and β = 0.24 at 
pb = 0.1 bar. The obtained results are insufficient to reliably determine β 
at pb = 0.01 bar. 

The analysis of the computational results suggests that the major 

Fig. 6. (a), Integral plume size LP,E calculated based on Eq. (11) at Φ = 0.9999 versus time t for a laser fluence of FL = 3 Jcm−2 and background gas pressure of pb =

0.01 bar (red solid curve), pb = 0.1 bar (green dashed curve), and pb = 1 bar (blue dashed-dotted curve). The magenta dashed-double-dotted curve represents the 
power approximation of the plume size as a function of time during diffusive expansion at pb = 1 bar. The inset shows the distributions of the vapor (red solid curve) 
and mixture (green dashed curve) velocities near the target for pb = 0.1 bar at t = 16 µs. The curves in the inset are obtained by multi-pass linear filtering of raw 
DSMC data. (b), Plume size at the end of initial expansion LE (red squares), as well as average speeds of initial expansion VE = LE/τE (green triangles) and contraction 
VC = (LE −LC)/(τC −τE) (blue circles) versus pb at FL = 3 Jcm−2. In panel (b), the symbols correspond to the calculated values, while the curves are drawn only to 
guide the eye. 

Fig. 7. Distributions of the number flux density JCu = nCuuCu of Cu vapor at 
various times obtained for FL = 3 Jcm−2 and pb = 0.1 bar. The time for each 
curve is indicated in the figure panel. 

Table 1 
Plume stopping time τE, contraction time τC, and ratios of τE and τC to the half- 
deposition time τD, Eq. (13), calculated at FL = 3 Jcm−2 and various background 
gas pressures pb.  

pb (bar) 0.01 0.1 1 

τE (µs) 40 4.4 0.455 
τC (µs) 86 8.9 1.03 
τE /τD 0.74 0.76 0.78 
τC /τD 1.59 1.54 1.78  
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factor resulting in the deviation of β from the expected value of 1/2 is the 
continuing deposition of vapor back to the irradiated surface during the 
diffusive expansion. Due to vapor redeposition, the vapor velocity at the 
surface remains relatively large and directed towards the surface during 
the diffusive expansion. For example, at FL = 3 Jcm−2 and pb = 0.1 bar, 
the vapor velocity at the surface is equal to ~180 ms−1 at a time of 16 µs. 
The distributions of the vapor and mixture velocities under these con
ditions are shown in the inset of Fig. 6(a), although the vapor velocity in 
the close vicinity of the surface is out of the velocity range considered in 
this plot. As one can see, the gas mixture velocity remains negative in
side the plume and has the same order of magnitude as the diffusion 
velocity of vapor. Thus, the presence of the surface with the boundary 
conditions, which enable the continuous redeposition of vapor and 
induce the bulk flow towards the irradiated surface, reduces the overall 
rate of the diffusive plume growth compared to the rate expected for 
diffusion of a free vapor cloud in a background gas. 

3.5. Delayed material redeposition 

During the plume contraction, a strong flow directed towards the 
irradiated surface is developed in the plume. This is illustrated in Fig. 7, 
where the distribution of the vapor number density flux JCu = nCuuCu 
(nCu and uCu are the number density and bulk velocity of vapor) are 
plotted for FL = 3 Jcm−2 and pb = 0.1 bar. At contraction, JCu becomes 
negative practically everywhere in the plume, with exception of a region 
between the surface and the secondary shock, where JCu is practically 

equal to zero. This backward flow is unexpectedly strong: The typical 
absolute value of JCu during the contraction stage is only a few times 
smaller than the maximum absolute value of JCu during initial expan
sion. Although the backflow of vapor is induced by the propagation of 
the secondary shock wave, the maximum magnitude of the back flux is 
developed well behind the secondary shock wave. The point of 
maximum of |JCu| reaches the surface at a time of ∼ 6 µs, when the 
strong redeposition of the ablated material back to the irradiated surface 
starts. Due to the redeposition, the magnitudes of both velocity and 
density decrease fast at a later time. Although the reflected shock wave is 
visible in the distribution of JCu obtained at t = 7 µs, already at t = 8 µm 
the flux becomes practically equal to zero everywhere in the plume. The 
later diffusive expansion of the plume illustrated in Fig. 2(c) occurs 
under conditions of nearly zero bulk velocity, when the gas mixture 
velocity inside the plume is about 10–20 ms−1, e.g., see inset in Fig. 6(a). 

To characterize the dynamics of the material redeposition, the total 
vapor contents of the plume NCu, Eq. (10), is plotted versus time in Fig. 8 
(a)-(d) for various laser fluences and background gas pressures. In all 
simulations, the vapor atoms do not reach the external boundary of the 
computational domain, so NCu varies with time only due to evaporation 
and condensation processes at the irradiated surface. 

At the smallest fluence of 1.5 Jcm−2, the redeposition starts almost 
immediately after the laser pulse. The onset of the backflow-related 
redeposition right after the termination of the laser pulse can also 
occur at larger fluences if the background gas pressure is sufficiently 
large, e.g., at FL = 2 Jcm−2 and pb = 1 bar. With increasing fluence or 

Fig. 8. Total number NCu of Cu atoms in 
the plume per unit cross-sectional area 
versus time t obtained for a laser fluence 
of FL = 1.5 Jcm−2 (a), 2 Jcm−2 (b), 3 
Jcm−2 (c), and 4 Jcm−2 (d) at a back
ground gas pressure of pb = 0.01 bar 
(red solid curves), 0.1 bar (green dashed 
curves), and 1 bar (blue dashed-dotted 
curves). Panel (e) shows the half- 
deposition time τD defined by Eq. (13) 
versus background gas pressure pb at 
FL = 1.5 Jcm−2 (red squares), 2 Jcm−2 

(green triangles), 3 Jcm−2 (blue circles), 
and 4 Jcm−2 (magenta diamonds). In 
panel (c), the magenta dashed-double- 
dotted curve is obtained at αc = 0.5 at 
pb = 0.1 bar, while other data corre
spond to αc = 0. In panel (e), the sym
bols correspond to the calculated values, 
while the curves are drawn only to guide 
the eye.   
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decreasing background gas pressure, the processes of strong evaporation 
and material redeposition are separated by a relatively long time in
terval, when NCu is nearly constant and only slowly decreases due to 
condensation as predicted by the Knudsen layer theory [45]. The strong 
redeposition starts in this case close to the end of the contraction stage 
and terminates at t ∼ τC. During this delayed redeposition process, 
typically about 90% of the evaporated material condensate at the 
surface. 

Thus, in the 1D long-term plume expansion processes, the absolute 
majority of the evaporated material condensates back to the irradiated 
target. This strong redeposition effect is not related to the slow 
condensation in the Knudsen layer but originates from the propagation 
of the internal shock wave, which induces the backflow and plume 

contraction. The processes of plume contraction and strong material 
redeposition are mutually connected as they both are induced by the 
internal shock wave. 

The delayed redeposition terminates some time before the termina
tion of the plume contraction. After the end of strong redeposition, the 
weak redeposition proceeds during the remaining duration of the 
contraction stage and subsequent diffusive expansion. Since the process 
of deposition is continuous, the current simulations do not allow us to 
find the total fraction of the condensed material or determine a nominal 
time when the condensation is terminated. To characterize the time 
scale of the redeposition process, therefore, one can introduce the half- 
deposition time τD, which is equal to a time, when a half of the maximum 
amount of vapor particles deposits back to the irradiated surface, i.e., 

Fig. 9. Condensation number flux density Jc [a, Eq. (2)], pressure at the surface (b), and surface temperature of the irradiated target Tw (c) versus time t at a laser 
fluence of FL = 3 Jcm−2 and background gas pressures of pb = 0.1 bar. In panel (a), the vertical arrows indicate the time of arrival of the internal shock wave on the 
surface τi, plume stopping time τE, and half-deposition time τD. In panel (b), the green solid and blue dashed-dotted curves correspond to the pressure in a cell nearest 
to the surface p and net linear momentum flux density Pw of all plume particles, including the vapor and background gas, Eq. (14), crossing the target surface, 
respectively. The background gas provides significant contributions to p and Pw only at t > 6 µs. In panel (c), the dashed line corresponds to the melting temperature 
Tm of copper. 

Fig. 10. (a), Distributions of the number density nCu of Cu vapor at various times obtained for a laser fluence of FL = 3 Jcm−2, background gas pressures of pb = 0.1 
bar, and condensation coefficient αc equal to zero. si and sr mark the positions of the internal (secondary) and reflected shock waves, respectively. The time for each 
curve is indicated in the figure panel. (b), Plume size LP,E versus time obtained at FL = 3 Jcm−2 and pb = 0.1 bar when αc = 1 (red solid curve), 0.5 (green dashed 
curve), and 0 (blue dashed-dotted curve). 
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NCu(τD) =
max{NCu(t)}

2
. (13) 

The values of τD are shown in Fig. 8(e). In cases, when the strong 
redeposition is separated from evaporation by a long time delay, e.g., at 
FL = 3 Jcm−2, τD varies inversely proportionally to the background gas 
pressure: τD∝1/pb. The ratios of the plume stopping time τE and 
contraction time τC to the half-deposition time τD, however, are con
servative values and only marginally depend on the background gas 
pressure if the laser fluence is fixed (Table 1). The calculated values of τE 

/τD ∼0.75 and τC/τD ∼1.6 confirm that most of vapor condensates at the 
surface during the later stage of plume contraction. The half-deposition 
time roughly corresponds to the time when the condensation flux Jc is at 
maximum (Fig. 9(a)). 

The arrival of the internal shock and subsequent material redeposi
tion also produce strong dynamic effect on the irradiated target (Fig. 9 
(b)). This effect can be characterized by the gas mixture pressure p =
nRT (here, n, R, and T are the gas mixture number density, average gas 
constant, and temperature) and linear momentum flux density 

Pw =

∫

vx<0

v2
xmvfv(0, v, t)dv +

∫

vx<0

v2
xmbfb(0, v, t)dv (14)  

at the target surface. The value of p is different from Pw since the latter 
accounts for the contibution of bulk velocity of the gas mixture. During 
initial expansion and contraction of the plume, a low-density zone is 
formed near the target surface, where the pressure can be orders of 
magnitude smaller than the background gas pressure. Under conditions 
illustrated in Fig. 9, the gas pressure at the surface before the arrival of 

the internal shock is as low as 10 Pa. The formation of similar low- 
density zone is also observed in two-dimensional simulations of laser- 
induced plume expansion at finite laser spot sizes [25]. When the in
ternal shock arrives, the pressure at the surface increases in three orders 
of magnitude and continues to rise during the whole process of delayed 
material redeposition until a time of ∼ 6.4 µs (cf. Fig. 9(a) and (b)). After 
that, the gas mixture at the surface primary consists of the background 
gas, and the surface pressure reduces to a level of the background gas 
pressure pb. Under conditions considered in Fig. 9, the relatively large 
pressure associated with the delayed redeposition process, however, 
cannot stimulate the expulsion of the molten material from the ablation 
crater since the resolidification process ends long before the arrival of 
the secondary shock wave, at t =∼ 0.0935 µs (Fig. 9(c)). 

3.6. Effect of the condensation coefficient 

To quantify the effect of the condensation coefficient αc on the long- 
term dynamics of laser-induced plumes, additional simulations were 
performed with αc = 0 and 0.5 at FL = 3 Jcm−2 and pb = 0.1 bar. These 
simulations showed that the value of αc has a multifaceted impact on the 
plume structure and distributions of plume parameters. Due to reduced 
or absent condensation, larger vapor density is retained between the 
surface and internal shock wave. It results in the smaller pressure ratio 
across this shock wave, smaller speed of the shock, and delayed inter
action of the internal shock with the target. It can be seen, e.g., from the 
comparison of the vapor density distributions shown for αc = 0 and αc =

1 in Figs. 10(a) and 5(b), respectively. The internal shock wave reaches 
the surface at ∼ 3.3 µs for αc = 1 and only at ∼ 5 µs for αc = 0. After the 
reflection of the internal shock, the value of αc has even stronger effect 
on the flow during further diffusive expansion. In the flow with no 
condensation, the vapor density near the irradiated surface remains 
relatively large during much longer time interval. For example, at t = 16 
µs, the vapor density near the surface is more than order of magnitude 
larger at αc = 0 than at αc = 1. The large density near the surface also 
increases the strength and propagation speed of the reflected shock 
wave. At the same time, the case of αc = 0 compared to the case of αc = 1 
is characterized only by ~15% increase in the plume stopping size LE 
and corresponding moderate increases in the stopping time, contraction 
time, and plume size at the end of contraction (cf. blue dashed-dotted 
and red solid curves in Fig. 10(b)). In agreement with the previous 

Fig. 11. Maximum surface temperature Tw,max (red squares) and total vapor
ization depth He [green triangles; Eq. (A.9)] versus laser fluence FL obtained at 
a background gas pressure of 0.1 bar. The symbols are obtained in simulations, 
while the curves are drawn only to guide the eye. 

Table 2 
Parameters of the MLR potentials given by Eq. (A.12)-(A.16) for Ar-Ar, Cu-Cu, and Cu-Ar atom pairs and masses of atoms mk used in the present work [49]. The masses 
of atoms are chosen to be equal to standard atomic weights according to the NIST database, https://www.nist.gov/pml/atomic-weights-and-isotopic-compositions-rel 
ative-atomic-masses.  

Atom pairs De (eV) re (Å) C6 (eV Å6) C8 (eV Å8) C10 (eV Å10) β0 β1 β2 β3 β4 mk (Da) 

Ar-Ar 1.225⋅10−2 3.770 2.003 −2.815 1.153 2.785⋅10−1 −2.602 −3.036 −3.319 −2.453 39.948 
Cu-Cu 2.200 2.192 2.017⋅101 −1.283⋅101 2.290 −1.530 −4.766 −5.815 −4.145 −1.491 63.546 
Cu-Ar 1.013⋅10−2 4.039 4.194⋅10−2 −2.574⋅10−1 6.916⋅10−1 −2.019⋅10−1 −6.768 −7.384 −9.995 −6.909 –  

Table 3 
Parameters of the VHS molecular model (molecular diameter dref at a reference 
temperature Tref and viscosity index ω) for Ar-Ar, Cu-Cu, and Cu-Ar atom pairs. 
The values of ω are obtained by least-square fitting of the viscosity calculated in 
the form of one-term expansions with respect to the Sonine polynomials in the 
temperature range Tf ,min ≤ T ≤ Tf ,max based on the MLR interatomic potentials 
that are established in QMC calculations; then the value of dref is calculated from 
Eq. (A.18) to fit the gas viscosity μref at Tref . For Cu-Ar atom pair, μref corresponds 
only to the first-order contribution of Cu-Ar collisions to the total gas mixture 
viscosity [49].  

Atom pair Tref (K) dref (Å) ω μref (µPa s) Tf,min (K) Tf,max (K) 

Ar-Ar 3⋅102 3.929 0.7055 22.65 3⋅102 104 

Cu-Cu 3⋅102 5.446 0.6958 14.74 102 104 

Cu-Ar 3⋅102 3.955 0.7566 25.98 3⋅102 104  

A.N. Volkov and Z. Lin                                                                                                                                                                                                                        

https://www.nist.gov/pml/atomic-weights-and-isotopic-compositions-relative-atomic-masses
https://www.nist.gov/pml/atomic-weights-and-isotopic-compositions-relative-atomic-masses


International Journal of Heat and Mass Transfer 216 (2023) 124511

12

analysis of the density distributions, the strongest difference between 
variations of the integral plume size versus time in the flows with and 
without surface condensation is observed during the diffusive expan
sion, when the plume size grows much faster if αc = 0. This occurs 
because the reflected shock wave is stronger and moves faster in the case 
of no condensation. The faster motion of the reflected shock induces 
larger bulk velocity behind the shock. In this case, the expansion of the 
plume after the termination of the plume contraction stage is a result of 
diffusion augmented by the bulk flow in the plume directed from the 
irradiated target. 

The moderate decrease in the condensation coefficient from 1 to 0.5, 
however, induces only minor changes in the variation of the plume size 
in time (Fig. 10(b)) and in the dynamics of material redeposition. In 
particular, this reduction of αc only marginally affect the amount of 
vapor condensed at the surface during the rapid condensation at the end 
of the plume contraction. This can be concluded based on the compar
ison of the variation of the plume content NCu(t) obtained for αc = 1 and 
0.5 at FL = 3 Jcm−2 and pb = 0.1 bar and shown by the dashed-dotted 
and dashed-double-dotted curves in Fig. 8(c). 

3.7. Discussion 

The Knudsen layer models [45] and direct kinetic simulations, e.g., 
[56], predict that the value of the condensation flux of vapor particles 
returning back to the irradiated surface due to interatomic collisions in 
the Knudsen layer during strong evaporation is equal to 16–19% of the 
evaporated flux. This quantity is usually considered as an estimate of the 
effect of the material redeposition in the laser ablation problem, while 
condensation in the plume after termination of the laser pulse is often 
neglected, e.g., [33]. The simulations performed in the present paper 
show that this estimation is, in fact, incorrect, and the long-term dy
namics of one-dimensional plumes is accompanied by unexpectedly 
strong redeposition of vapor on the irradiated target, where up to 90% of 
the ablated mass can return to the target surface. Most of vapor rede
posits at the surface not during the laser pulse but after a delay with 
respect to the laser pulse end. During plume contraction, a strong bulk 
flow directed towards the surface of the irradiated target is developed. 
This flow augments the redeposition of the ablated material back to 
irradiated surface. Although a decrease in the background gas pressure 
can increase the time delay between the pulse and the onset of delayed 
deposition, the latter occurs under all conditions considered in the 
simulations. 

Contrary to the 1D case considered in the present paper, the radial 

expansion of the vapor plume from relatively small laser spots would 
result in the deposition of ablated mass around the ablation crater. The 
vapor redeposition would occur on a much larger surface area and, 
therefore, may not effectively change the volume of the ablation crater 
and laser drilling efficiency. The backflow of redeposited material can 
either lead to pollution of the machining surface [7] or be used for 
surface modification [36]. For example, experiments in Ref. [36] indi
cated a strong redeposition of steel ablated by a 25 ns laser pulse at a 
fluence of 10 Jcm−2 and atmospheric pressure back to irradiated surface 
on the time scale of tens of µs. The duration of the redeposition process 
in these experiments agrees on the order of magnitude with the 
half-deposition time obtained in the present work. Thus, the delayed 
redeposition of the vapor back to the irradiated surface observed in 1D 
simulations agrees with the experimental works that reveal massive 
redeposition of the ablated material around the laser spot. 

The simulation results allow one to hypothesize that the redeposition 
of the ablated material and quality of surface machining or modification 
may be controlled by engineering an appropriate double-pulse or mul
tipulse burst. In this case, the first pulse in the burst can be used to ablate 
material, while the second and subsequent pulses can be used not only to 
ablate additional material but also to manage the redeposition of ma
terial ablated by the preceding pulses in the burst. The intra-burst 
repetition rate, or pulse-to-pulse separation time between pulses in the 
burst, can be chosen, depending on the purpose of manufacturing, to 
either destroy the back flow in the plumes induced by the preceding 
pulses and minimize the pollution of the machining surface or to pro
mote material redeposition at a desired distance from the laser beam and 
enhance modification of surface morphology. Moreover, the variation of 
the characteristic deposition time depending on the laser fluence and 
background gas pressure could enable controllable growth of nano
clusters in the back flow and modifications of the surface with functional 
nanoparticle coatings. 

4. Conclusions 

One-dimensional simulations of long-term vapor plume expansion 
into a background gas induced by irradiation of a material target with a 
nanosecond laser pulse show that the initial stage of initial intertial 
expansion and subsequent stage of diffusive expansion are separated by 
a relatively long contraction stage, when the integral size of the plume 
exhibits 30–50% reduction. At the end of the contraction stage, the 
ablated material experiences unexpectedly strong deposition back to the 
irradiated surface. During this redeposition process, up to 90% of the 

Fig. 12. (a), Distributions of the number density nAr of Ar background gas at various times obtained for a laser fluence of FL = 3 Jcm−2 and background gas pressure 
of pb = 0.1 bar. The time for each curve is indicated in the figure panel. (b), Positions of the external (red squares), internal (green triangles), and reflected (blue 
circles) shock waves (S.W.) versus time t in the plume expansion process illustrated in panel (a). In panel (b), the symbols correspond to the data points obtained in 
simulations, while the solid curves are drawn only to guide the eye; the black dashed curve corresponds to the Sedov-Taylor solution for the planar blast wave, xe(t) =

L0(t/t0)
2/3, where t0 = 1 µs and the value L0 = 2.22 mm is obtained by least-square fitting of calculated positions of the external shock at t ≥ t0. 
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initially vaporized material can be condensed back at the irradiated 
surface. Both plume contraction and rapid condensation are induced by 
the propagation of the internal shock wave and strong backflow devel
oped in the plume behind this shock. Thus, the observed delayed 
condensation at the irradiated targed is augmented by the bulk flow 
directed towards the surface. During this delayed condensation, a 
pressure buildup is developed at the irradiated surface. The moderate 
variation of the vapor condensation coefficient at the irradiated surface 
does not change this picture qualitatively and induces only small-to- 
moderate quantitative changes in the durations of individual expan
sion stages as well as in the total amount of vapor condensed at the 
surface. 

To quantify the duration of each expansion stage, a few measures of 
the plume size are introduced. Since the surface condensation speed and 
diffusion speed of vapor are of the same order of magnitude, the laser 
plume size during the diffusive expansion increases slower than ex
pected from a classical diffusion problem due to continuing condensa
tion of vapor at the surface. The major linear and length scales that 
characterize the size of the plume and duration of the expansion process 
at the end of initial inertial expansion and contraction are calculated and 
presented in the reduced form, e.g., in the form of a ratio of the plume 
stopping time to the plume contraction time. The simulation results 
show that these ratios are weakly dependent on the background gas 
pressure and can be considered only as functions of the laser pulse flu
ence and duration. 

The simulations performed in a range of laser fluence and back
ground gas pressure show that strong contraction and almost complete 
condensation of vapor at the irradiated target are ubiquitous for one- 
dimensional planar plume expansion. The obtained results, however, 
are directly applicable only to the case of large laser spot sizes, when the 
effect of the radial expansion of the plume can be neglected during the 
considered process time. Nevertheless, the simulation results suggest 
that the long-term dynamics of laser-induced plume could play a key 
role in multipulse laser processing, especially at high-repetition rates 
when the pulse-to-pulse separation is on the same timescale as the 
characteristic time of plume contraction. 

The redeposition of material during the long-term expansion of 
plumes can also change the target surface morphology. In burst laser 
ablation, the modulation of the intra-burst repetition rate could poten
tially allow one to prevent redeposition of ablated material or to control 

this process for proper surface modification. 
In the high-power nanosecond laser ablation, the ablation plume 

may also contain nanoparticles and droplets which are formed as a result 
of melt expulsion from the ablation crater and explosive fragmentation 
[46,57] of the target material as well as condensation of vapor during 
the contraction and diffusion stages. The coupling of the nanoparticles 
and vapor phase, interaction of nanoparticles with multiple shock 
waves, propagating inside the plume, as well as scattering and attenu
ation of laser radiation on nanoparticles can result in transient changes 
in plume density distribution and further affect the processes of plume 
contraction and material redeposition. 

Therefore, further quantification of the effect of plume contraction 
and material redeposition under conditions of finite laser spots, multi- 
pulse irradiation, and plume heterogeneity is necessary. 
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Appendix A. Thermal model of the irradiated target 

The thermal model of the irradiated target predicts the temperature distribution inside the target material. The target temperature field Tt(t, ξ) is 
described in a moving frame of reference with the coordinate ξ = x − Xw(t), where t is the time, x is the coordinate in the laboratory frame of reference, 
counting along the normal to the irradiated surface from the point x = 0 that corresponds to the initial position of the surface at t = 0, and the interface 
function Xw(t) is equal to the coordinate x of the surface at time t. The temperature field Tt(t, ξ) is determined by the 1D unsteady heat conduction 
equation that can be written as follows 

ρt[ct + Lmδ(Tt − Tm)]

(
∂Tt

∂t
+ Vw

∂Tt

∂ξ

)

=
∂
∂ξ

(

κt
∂Tt

∂ξ

)

+ (1 − Rt)αtIL(t)exp(−αt|ξ|), (A.1)  

where ct , ρt , κt, αt, Rt, Lm, and Tm are the specific heat, density, thermal conductivity, linear absorption coefficient, reflectivity, latent heat of melting, 
and melting temperature of the target material, Vw is the velocity of surface recession due to the net effect of evaporation and condensation (Vw is 
positive, if the net effect is evaporation), IL(t) is the intensity of laser radiation incident to the target, and δ(T) is the Dirac delta function. The term 
Lmδ(Tt −Tm) in Eq. (A.1) accounts for the energy required to melt or re-solidify the target material in the framework of the enthalpy formulation 
approach [58,59]. The last term on the right-hand side of Eq. (A.1) describes the absorption of laser radiation according to Beer’s law. The local values 
of material properties ct, ρt , and κt in Eq. (A.1), are calculated as functions of temperature by interpolating constant values specific for solid and liquid 
material as described in Ref. [9]. 

Eq. (A.1) is solved together with the equation for the interface function: 
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dXw

dt
= −Vw. (A.2) 

The interface velocity Vw is defined by the number flux densities of atoms that evaporate from, Je, and condense at, Jc, the irradiated surface: 

Vw = mv
Je − Jc

ρt
. (A.3) 

The evaporation flux density Je is calculated based on the Hertz-Knudsen model [45], assuming that the evaporation coefficient is equal to 1 and 
the velocity distribution function of atoms evaporated from the surface is determined by Eq. (1): 

Je =
pv(Tw)

mv
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2π(kB/mv)Tw

√ . (A4)  

Here, pv(T) is the saturated vapor pressure at temperature T, and Tw = Tt(t, 0) is the surface temperature. The equilibrium vapor pressure pv(T) is 
determined by the Clausius-Clapeyron equation 

pv(T) = pv,0exp
[

Lv

kB/mv

(
1

Tv,0
−

1
T

)]

, (A.5)  

where Lv is the latent heat of boiling, and Tv,0 is the boiling temperature at a pressure pv,0. The condensation flux density Jc is determined by the kinetic 
model of plume expansion, Eq. (2). 

Eq. (A.1) is solved in a domain of finite size Ht (Fig. 1). At the initial time t = 0, the target is assumed to have a uniform temperature T0, so that Eq. 
(A.1) and (A.2) are solved with the initial conditions: 

At t = 0 : Tt(0, ξ) = T0, Xw(0) = 0. (A.6)  

At the irradiated surface where ξ = 0, the boundary conditions for Eq. (A.1) represent an energy balance equation: 

At ξ = 0 : LvρtVw = −κt
∂Tt

∂ξ
. (A.7)  

The value of Ht is assumed to be sufficiently large, so that the variation of temperature at this boundary can be neglected during the whole process 
under consideration. Then the lower boundary of the computational domain at ξ = −Ht can be assumed to be isothermal and kept at the initial target 
temperature T0: 

At ξ = −Ht : Tt(t, −Ht) = T0. (A.8) 

The values of the maximum surface temperature Tw,max and total vaporization depth 

He =
mv

ρt

∫∞

0

Je(t)dt (A.9)  

obtained with the present model for a Cu target as functions of the laser fluence FL are shown in Fig. 11. These values are obtained in hybrid sim
ulations of laser ablation with parameters described in Section 2.2 at pb = 0.1 bar, however, Tw,max and He only marginally depend on pb due to the 
effect of the condensation flux Jc on Vw in Eq. (A.3). The time-dependent variations of Tw, Je, and Jc under irradiation conditions considered in the 
present work can be found in Ref. [48]. 

Appendix B. Sampling of binary collisions based on ab initio interatomic potentials 

Sampling of binary collisions in the DSMC method is performed based on the solution of the classical elastic scattering problem for point mass 
particles, e.g., [43,49]. In this problem, the deflection angle χ (angle between the relative velocity vectors of colliding particles before and after a 
collision) is calculated as a function of the magnitude of the relative particle speed before the collision Cr and geometrical collision parameter b: 

χ(Cr, b) = π −

∫∞

rmin

Lrdr

mr2
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Hr−V(r)

2m −
L2

r
(2mr)2

√ , (A.10)  

where r is the interatomic distance, m = m1m2/(m1 +m2) is the reduced mass for interacting particles with masses m1 and m2 (Table 2), V(r) is the pair 
interatomic potential, Hr = mC2

r /2, Lr = mCrb, and rmin is the minimum distance between particles attained at a collision which can be found as the 
largest root of the equation 

Hr − V(rmin)

2m
=

L2
r

(2mrmin)
2. (A.11) 

In the present work, V(r) is represented in the form of the Morse longe range (MLR) potential [60] 

V(r) = De

(

1 −
u(r)

u(re)
e−β(r)y(r)

)2

− De, (A.12) 
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where 

u(r) =
C6

r6 +
C8

r8 +
C10

r10 , (A.13)  

β(r) = y(r) β∞ + [1 − y(r)]
∑4

i=0
βiy(r)

i
, (A.14)  

y(r) =
r3 − r3

e

r3 + r3
e
, (A.15)  

β∞ = ln
2De

u(re)
. (A.16)  

The parameters of the MLR potentials (Table 2) for Ar-Ar, Cu-Cu, and Cu-Ar atom pairs were determined in Ref. [49] by least square fitting of the 
potential energy curves obtained in ab initio QMC calculations. 

Eq. (A.10) is used to tabulate the dependence χ = χ(b, Cr) in the range 0 ≤ b ≤ bmax and 0 < Cr ≤ Cr,max on a mesh with equal spacings Δb = 0.02 Å 
and ΔCr = 10 ms−1, where bmax = 20 Å and Cr = 12 kms−1. The total number of collisions in a cell of the computational mesh at a time step was 
calculated using the NTC collision sampling scheme [43] based on the total collision cross section πb2

max. For each atom pair with a relative speed Cr, 
which is picked up for collision, the random value of the b is calculated as b = bmax

̅̅̅η√ (here η is a random number homogeneously distributed between 
0 and 1) and used to find χ from the look-up table for corresponding pair of species. Then the random azimuth angle ε = 2πη is calculated, and the 
values of χ and ε are used to determine the post-collisional velocities of particles based on the equations that can be found in Ref. [43]. 

The viscosities of Ar gas, Cu vapor, and Ar-Cu gaseous mixture in a broad range of temperature were calculated based on the present model of 
interatomic collisions in Ref. [49] using the one- and ten-terms expansions with respect to the Sonine polynomials of the Chapman-Enskog method. 
The obtained non-power-law dependencies of viscosity on temperature can be approximated by the variable hard sphere (VHS) molecular model, 
which result in the power dependences of viscosity μ of pure substances on temperature [43]: 

μ = μref

(
T

Tref

)ω

, (A.17)  

where 

μref =
15m

(5 − 2ω)(7 − 2ω)d2
ref

̅̅̅̅̅̅̅̅̅̅̅̅̅
kBTref

2πm
,

√

(A.18)  

dref is the reference molecular diameter at a reference temperature Tref , and ω is the viscosity index. The parameters of the VHS models that are 
determined by fitting the viscosity data obtained in Ref. [49] using the MLR potentials for Ar-Ar, Cu-Cu, and Ar-Cu atom pairs are provided in Table 3. 

Appendix C. Propagation of the external, internal, and reflected shock waves 

The distributions of Ar background gas number density obtained at FL = 3 Jcm−2 and pb = 0.1 bar are shown in Fig. 12(a). These distributions, 
together with the corresponding distributions of the gas mixture density, allow one to calculate the positions of the external, internal, and reflected 
shock waves (Fig. 12(b)). 

After some initial expansion time, the position xe(t) of the external shock wave can be approximated by the Sedov-Taylor solution for the planar 
blast wave, xe(t) = L0(t/t0)

2/3 [61]. Such an approximation, where t0 = 1 µs and parameter L0 = 2.22 mm is obtained by least-square fitting of 
calculated positions of the external shock at t > t0, is shown in Fig. 12(b) by the dashed curve. A reasonable agreement between the blast wave theory 
and results of direct 1D [29] and two-dimensional [62] simulations of laser-induced plumes has been previously demonstrated. It is worth noting that 
such an agreement is expected only in a limited range of the expansion time, t1 < t < t2. At the initial stage of expansion, t < t1, the propagation of the 
external shock does not correspond to the Sedov-Taylor solution because the distributions of flow parameters between the shock and mixing layer do 
not closely resemble the distributions in the expansion from a point source. At longer times, t > t2, the propagation of the external shock deviates from 
the Sedov-Taylor solution due to increasing dissipation effects, as well as interaction with the reflected shock that moves faster than the primary one. 
The latter is apparent from the shock wave trajectories shown in Fig. 12(b). 

The experimental studies of expansion dynamics of laser-induced plumes, e.g., [12,13,63-68] demonstrate a relatively good agreement between 
the blast wave theory and experimentally measured positions of the plume boundary only during short initial time, t <∼ 1 µs, and at small background 
gas pressures, ∼ 1 Torr. In these experimental studies, however, the measured position corresponds to the boundary of the luminous plasma plume. It 
is not surprising then that the agreement is observed only at small pressures and short times, when the external shock wave is relatively close to the 
external boundary of the plume. At larger background gas pressures, the external shock wave moves faster than the plume boundary and runs away 
from the plume as seen from the comparison of the vapor and background gas density distributions in Figs. 2 and 12(a). In Ref. [14], where the 
trajectory of the shock wave was obtained by analyzing the experimental shadowgraphs, a good agreement between the theoretical blast wave so
lution and measurements was established for the initial 2.5 µs of the expansion process induced by ablation of Al target into 1 atm Ar. 

Once appeared, the internal shock wave moves from the surface and reaches the maximum distance of ∼ 0.61 mm at a time of ∼ 1.5 µs. After that it 
starts to move towards the surface and falls on it at a time of ∼ 3.3 µs. The fall of the internals shock does not induce the immediate formation of the 
reflected shock since αc = 1 in Fig. 12 and the vapor flux incident to the surface completely condenses. The back flow of the background gas reaches 
the surface with a delay with respect to the internals shock and induces the formation of the reflected shock at a time of ∼ 6.7 µs. 
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