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1 | INTRODUCTION

Rhythmic neural activity is a fundamental feature of the central ner- 2007; Ball et al, 2008;
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Abstract

Previous electro- or magnetoencephalography (Electro/Magneto EncephaloGraphic;
E/MEG) studies using a correlative approach have shown that f (13-30 Hz) oscilla-
tions emerging in the primary motor cortex (M1) are implicated in regulating motor
response vigor and associated with an anti-kinetic role, that is, slowness of move-
ment. However, the functional role of M1 p oscillations in regulation of motor
responses remains unclear. To address this gap, we combined EEG with rhythmic
TMS (rhTMS) delivered to M1 at the p (20 Hz) frequency shortly before subjects per-
formed an isometric ramp-and-hold finger force production task at three force levels.
rhTMS is a novel approach that can modulate rhythmic patterns of neural activity.
B-rhTMS over M1 induced a modulation of neural oscillations to p frequency in the
sensorimotor area and reduced peak force rate during the ramp-up period relative to
sham and catch trials. Interestingly, this rhTMS effect occurred only in the large force
production condition. To distinguish whether the effects of rhTMS on EEG and
behavior stemmed from phase-resetting by each magnetic pulse or neural entrain-
ment by the periodicity of rhTMS, we performed a control experiment using arrhyth-
mic TMS (arTMS). arTMS did not induce changes in EEG oscillations nor peak force
rate during the rump-up period. Our results provide novel evidence that  neural
oscillations emerging the sensorimotor area influence the regulation of motor
response vigor. Furthermore, our findings further demonstrate that rhTMS is a prom-

ising tool for tuning neural oscillations to the target frequency.
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motor cortex (M1), p-power modulation occurs during preparation
and execution of voluntary movements (Androulidakis et al., 2006;
Cheyne et al, 2008;

vous system (CNS) (Buzsaki & Draguhn, 2004). p (13-30 Hz) oscilla-
tions are ubiquitously distributed throughout the whole brain, but are
most predominantly observed in the sensorimotor area (Brittain &
Brown, 2014; Brown, 2000; Engel & Fries, 2010). Within the primary

Muthukumaraswamy, 2010; Salenius et al., 1996). The notion of an
anti-kinetic role of f oscillations (15-25 Hz frequency) is based on
studies of Parkinson's disease patients who exhibit slowed movement
or reaction times coinciding with heightened subcortical p power
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(Chen et al., 2007; David et al., 2005), p coherence between M1 and
subthalamic nucleus (van Wijk et al., 2017), and increased f power
desynchronization in M1 with changes in motor parameters such as
force modulation for postural adjustments (see Bjorg et al., 2013 for
review). However, these seminal findings were revealed by a correla-
tive approach, whereas the relation between B neural oscillations to
motor behavior has remained elusive.

To address this, several studies have leveraged a causal approach
that combined noninvasive brain stimulation with electroencephalog-
raphy (EEG), together with behavioral measures, to manipulate brain
activity and quantify the relation between changes in neural oscilla-
tions and behavioral responses. For example, human studies using
transcranial alternating current stimulation (tACS) have yielded mixed
results by showing that tACS-induced p oscillations in M1 slow down
motor actions (Pogosyan et al., 2009) or have no effect on motor
responses (Moisa et al., 2016). A potential reason for these conflicting
results is that these studies did not take into account the relation
between M1 § oscillations and force magnitude. Changes in cortical
oscillations have been known to be sensitive to the magnitude of
force output (Mima et al., 1999; Tan et al., 2015). This suggests that
the relation between B cortical oscillations and motor responses may
differ depending the magnitude of force production. Another reason
why previous work using neuromodulation generated mixed results is
that the spatial resolution of tACS might not be suitable to consis-
tently elicit changes in neural oscillations and/or behavioral responses.
The present study was designed to address both of these limitations
by asking participants to generate different magnitudes of digit forces
while being stimulated using rhythmic transcranial magnetic stimula-
tion (rhTMS).

rhTMS is an approach that has been developed in the last decade
to drive ongoing neural oscillations to the target frequency (Albouy
et al., 2017; Chanes et al., 2013; Di Gregorio et al., 2022; Okazaki
et al., 2021; Romei, Bauer, et al., 2016; Thut, Veniero, et al., 2011;
Trajkovic et al., 2022; Vernet et al., 2019). It has been proposed that a
modulation of neural oscillations induced by periodic external stimuli,
that is, rhTMS, can lead to temporal realignment of rhythmic patterns
of neural ensembles (Thut, Schyns, & Gross, 2011; see Thut, 2014 for
review). Therefore, driving neural oscillations using rhTMS allows to
establish whether neural oscillations at the stimulation frequency can
causally drive behavioral responses, as opposed to these oscillations
simply being an epiphenomenon.

By combining rhTMS and EEG we investigated whether, by mod-
ulating B oscillations in the sensorimotor area, B-rhTMS (20 Hz)
affected peak force rate during a force production task. Given that
high B frequency has been associated with slowed movement in Par-
kinson's patients (Chen et al., 2007), we hypothesized that f-rhTMS
(20 Hz) would induce a decrease in peak force rate. To address
whether this effect might be dependent on the vigor of force produc-
tion, we applied that p-rhTMS while subjects generated three levels of
isometric finger forces. Moreover, to determine whether the hypothe-
sized effects of B-rhTMS on a modulation of neural oscillations and
peak force rate are specific to p stimulation frequency, we tested a

control condition using y-rhTMS (40 Hz). Based on previous work

(Ball et al., 2008; Cheyne & Ferrari, 2013; Santarnecchi et al., 2017),
low y-frequency (approximately 40 Hz) stimulation should have no
effect on motor responses, as these effects appear to be limited to
high y-rhTMS frequencies (>70 Hz).

We conducted an additional experiment to control for the pos-
sibility that rhythmic TMS-related neural and behavioral effects
may be merely driven by the wideband phase-locking changes that
can occur through either single or multiple rapid TMS pulses
(Herring et al., 2015). For this second experiment, we used arrhyth-
mic TMS (arTMS), which has been previously shown to effectively
distinguish rhythmic TMS-specific from nonspecific effects on neu-
ral and behavioral responses (Thut, Veniero, et al., 2011). We
expected that arTMS should not cause a modulation of the targeted
cortical oscillations nor changes in motor responses hypothesized
for the B-rTMS condition.

2 | MATERIALS AND METHODS

21 | Subjects

Twenty-eight healthy young volunteers (mean age 23.5 years, stan-
dard deviation [SD] 3.6 years; 6 females; all right-handed, self-
reported) without history of musculoskeletal or neurological disorder
participated in Experiment 1 (rhythmic TMS, rhTMS). Nine additional
subjects (mean age 27.0 years, SD 5.3 years; 5 males) were recruited
in Experiment 2 (arrhythmic TMS, arTMS). Subjects were screened for
contraindications to TMS in accordance with TMS safety guidelines
(Keel et al., 2000; Rossi et al., 2009). Arizona State University Ethics
Committee approved this study in accordance with the guidelines
established in the Declaration of Helsinki and written informed con-
sent was obtained from all subjects. For Experiment 1, subjects were
randomly assigned to the B-rhTMS (mean age 22.6years, SD
1.7 years; 2 females) or y-rhTMS (mean age 24.3 years, SD 4.7 years;
4 females) group (n = 14 each). For Experiment 2, all subjects received
- and y-arTMS.

2.2 | Experimental task and protocols
All subjects were naive to the purpose of the study. Subjects sat
upright on a comfortable chair with their right forearm supported by a
rigid table and their head laying on the chair's headrest. Subjects’ head
was stabilized by a forehead rest to ensure a consistent position
throughout the duration of the experimental session.

Subjects wore earplugs throughout data collection to minimize
the effects of TMS sounds on motor behavior and brain activity.

We chose to study a force control task (ramp-up and hold) based
on literature showing a relation of motor p-frequency to action vigor
(e.g., velocity of movement) (Brucke et al, 2012; Joundi, Brittain,
et al., 2012; Moisa et al., 2016; Pogosyan et al., 2009). Therefore, in
our study we focused on changes in peak force rate that might have
been induced by B-rhTMS.

2SUDOIT SUOWIWO)) dANEa1) d[qearidde ayy £q pauIdA0S dIe SAOIIE V() OSN JO SN 10§ AIRIQIT AUIUQ AS[IAN UO (SUOHIPUOI-PUB-SULIA) /W0’ KA[IM"ATeIqrjaur[uo;/:sdpy) suonipuoy) pue swd ], oy 99§ "[£207/10/5Z] U0 Areiqi auruQ ASIM ‘64192 WqU/Z001 0 /10p/wod Ko[1m Areiqrjourjuo//:sdny woiy papeojumo(] ‘€ ‘€70T ‘€610L601



UEHARA ET AL.

1 | WILEY

(@) Keep force (b) Stimulus patterns
Rest Ready cue Target o (3000 ms) Stop _ B-rhTMS (20 Hz) V-rhTMS (40 Hz)
I force I I I E S-pulse train 5-pulse train
/ £ ~= ~
@
N = . L - LN 3 Ul” lu”
or Go Produced Stop u > >
arTMS cue force cue
! T 1 N B-arTMS (20 Hz # jittering) ~ y-arTMS (40 Hz  jittering)
c
—2450 —450 —300 O 5550 § s pusean -
Time E —— ——
q Left M1 (ms) 2 u ”l
w
e e A Lo—)
— —300 0 :
%00 Goocue Go cue -{r'n";?
(© (d)
(D Ready cue
@ rhTMS onset
3 Go cue 25% MVC —».
Push the sensor
with the right index fingertip ;- [ ~ Keep force
0@ ® | || /.
= 00 S cushon |l Force End
. material d : offset cue
Force sensor A 1s

Force onset

FIGURE 1 Trial structure and force production task. (a) Subjects were instructed to perform a visually-guided force production task to match
one of three different targets (5%, 10%, and 25% of MVC) by pressing a force-torque transducer with their right index fingertip. After 2 s from
the visual “Rest” cue, the target force level was displayed on the monitor (i.e., “Ready” cue). Rhythmic TMS (rhTMS) and arrhythmic TMS (arTMS)
for Experiment 1 and 2 were applied over left M1 through short burst of 5 pulses in a subset of trials 300 ms prior to visual “Go” cue (sky-blue
horizontal line). After receiving the visual “Go” cue, subjects were asked to press on the force sensor with their index fingertip for 3 s throughout
the “Keep force level” cue at the required force level as quickly and accurately possible. After receiving the visual “End” cue, subjects were asked
to release the index fingertip from the force sensor and relax their right hand. (b) Stimulus pattens of rhTMS and arTMS. In rhTMS, five
consecutive magnetic pulses were applied at 20 and 40 Hz. In arTMS, the timing of 2nd to 4th magnetic pulses were randomly jittered with an
across-trial mean frequency of either 20 or 40 Hz depending on the stimulation condition. (c) Subject's hand posture during the data collection

and a device instrumented with force/torque sensor. This sensor detects the load along Z-axis. (d) Typical force time course and trial events:

“Ready” cue, rhTMS onset, and “Go” cue

On each trial, we instructed subjects to perform a visually-guided
force production task consisting of a ramp (dynamic) and hold (static)
phase. A visual display cued subjects about the force target, as well as
onset and offset of force production (Figure 1a). The display also pro-
vided online feedback of force output throughout the trial. Two sec-
onds after the visual “Rest” cue, the target force was displayed as an
orange vertical bar (i.e., “Ready” cue, Figure 1a). After 150 ms from
the “Ready” cue, we applied rhTMS (Experimental 1) and arTMS
(Experimental 2) over the left primary motor cortex
(M1) representation of the right first dorsal interosseous muscle (FDI)
(see Rhythmic TMS procedures) (Figure 1b). Subjects were required to
press a force sensor (Nano 25, ATI Industrial Automation, Garner, NC;
nominal force resolution: 0.012 N) along the Z-axis (red arrow,
Figure 1c) with the right index fingertip to reach one of three force
targets for 3 s (5%, 10%, and 25% of maximal isometric voluntary con-
traction, MVC). Before the experimental task, subjects performed
three MVC trials using their right index finger. Each subject's largest

force was defined as MVC and used to determine individual target

forces of 5%, 10%, and 25% of MVC (see example of 25% MVC force
trace, Figure 1d).

In Experiment 1, we randomly assigned 28 participants to the
B-rhTMS and y-rhTMS groups (14 participants in each group). The
B-rhTMS and y-rhTMS groups received a 5-magnetic pulse train that
lasted 250 and 125 ms, respectively. This design was motivated by
the need of using the same number of TMS pulses in both groups
(5 pulses of each trial) to enable a between-group comparison while
adhering to TMS safety guidelines regarding the total number of TMS
stimuli. Based on these considerations, we chose not to use the alter-
native approach of using rhTMS over the same period of time in both
groups, as this would have led to delivering a number of pulses in the
y-rhTMS group above the safety threshold guidelines (Rossi
et al., 2009). For Experiment 2, we used the same experimental proto-
col used for Experiment 1, with the only exception being that we
applied a different stimulation protocol.

In both Experiments 1 and 2, we delivered TMS over M1 immedi-

ately before movement onset, that is, “Go” cue (Figure 1a,b and d)
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based on observations that neural oscillations in the p- and
y-frequency bands (approximately 15-30 and 60-90 Hz, respectively)
reliably occur in motor-related brain areas during movement prepara-
tion (Ball et al., 2008; Khanna & Carmena, 2017; Pfurtscheller & Lopes
Da Silva, 1999; Salenius et al., 1996; Tzagarakis et al., 2010, 2015).
Visual cues and timing of the TMS onset were controlled by custom-
written script implemented in LabVIEW software (version 2015,

National Instruments, Austin, TX).

2.3 | Experiment 1: Rhythmic TMS

Subjects completed two experimental conditions (rhTMS and sham) in
the same session, with a counter-balanced order across subjects. For
the rhTMS condition, subjects performed 40 trials with rhTMS and
15 trials with no rhTMS (i.e., catch trials) for each target force level
(total of 165 trials). rhTMS and catch trials were presented in a ran-
domized order within the rhTMS condition. The sham condition con-
sisted of trials where subjects heard the TMS sound but received no
stimulation (40 trials) and 15 trials with no sound (catch trials) for each
target force level (165 trials). The sham and catch trials were also pre-
sented in a randomized order within the sham condition. Sham trials
were used as a control condition to rule out placebo effects that might
have been caused by the TMS click sound (Nikouline et al., 1999).
Catch trials were used to rule out potential effects of auditory and
stimulation of scalp skin afferents on force production. With the
exception of lack of stimulation, the procedures for the sham condi-
tion were identical to those above described for the rhTMS condition.

Hence, each subject performed a total number of 330 trials.

24 | Experiment 2: Arrhythmic TMS
In Experiment 1, we found that peak force rate was significantly mod-
ulated by five consecutive magnetic stimuli at the p-frequency band.
However, this behavioral response modulation could have been
caused by two alternative mechanisms: one that is specific to the
rhythmic stimulation frequency we used (), or a mechanism that is
nonfrequency specific and related only to the number of consecutive
magnetic pulses. Experiment 2 was designed to distinguish between
these two mechanisms. The only differences between the protocol of
Experiment 2 and 1 were: (1) we used a within-subject design that
involved subjects generating two levels of force (5% and 25% MVC);
and (2) subjects performed three types of trials: catch trials
(no stimulation), arrhythmic § TMS, and arrhythmic y TMS. TMS con-
ditions and catch trials were presented in a randomized order.

We did not include a sham session as this was used in Experiment
1. Furthermore, we sought to maximize the statistical power of com-
paring arrhythmic f with arrhythmic y while avoiding excessively long
experimental sessions that could have induced fatigue. As done in
Experiment 1, the TMS conditions consisted of 40 trials for each tar-
get force level and TMS frequency, thus yielding a total of 160 TMS
trials. We used 15 catch trials for each target force level, for a total of

30 catch trials. Therefore, the whole experiment consisted of
190 trials.

2.5 | Rhythmic TMS procedures (Experiment 1)

In order to manipulate ongoing neural oscillations, we used a rhTMS
paradigm that has been found to selectively control the interplay
between endogenous oscillatory neural activity and magnetic forces
at the stimulated frequency (Thut, Veniero, et al., 2011; Romei, Bauer,
et al., 2016; Albouy et al., 2017; for review see Farzan et al., 2016;
Romei, Thut, & Silvanto, 2016). rhTMS and sham (i.e., coil perpendicu-
lar to the scalp) were delivered with a figure-of-eight coil (wing diame-
ter: 70 mm) connected to a Magstim rapid? biphasic stimulator
(Magstim Company, Dyfed, UK). To define stimulus parameters, sur-
face electromyographic (EMG) activity was recorded from the first
dorsal interossues (FDI) of the subject's right hand through active
bipolar surface electrodes (Delsys, Inc., Boston, MA) following stan-
dard skin preparation. EMG signals were amplified (x1000; Delsys
Bagnoli amplifier system), band-pass filtered (10-1000 Hz), sampled
at 5 kHz (Micro 1401; Cambridge Electronic Design, Cambridge UK),
and stored to a computer via Signal software (Cambridge Electronic
Design, Cambridge UK) for offline analysis. The optimal site for pro-
ducing MEPs in the FDI of the right hand was determined using stan-
dard procedures (Chipchase et al., 2011) and marked on the EEG cap
over the subject's scalp (see below). Active motor threshold (AMT) for
the right FDI was then defined as the minimum intensity that elicited
MEPs of at least 100 pV in 5 out of 10 trials during a weak sustained
isometric muscle contraction of the right FDI (~10% MVC). Intensity
of rhTMS was set to 90% of AMT (Romei, Bauer, et al, 2016).
B-rhTMS was applied at 20 Hz through a 5-magnetic pulse train
(inter-stimulus interval: 50 ms) over the left M1 for 250 ms. We also
applied rhTMS at 40 Hz to the same brain area, which corresponds to
low-y frequency, through a 5-magnetic pulse train (inter-stimulus
interval: 25 ms) for 125 ms. This means that one stimulus train (i.e., a
5-magnetic pulse train) was delivered on each experimental trial
(Figure 1a,b). For brevity, we will use the term “y-rhTMS” throughout
the manuscript to denote the 40 Hz stimulation. For all TMS sessions,
the coil was placed tangentially to the scalp with the handle pointing
backwards at a 45° from the sagittal plane. For the sham session, the
coil was placed perpendicularly to the scalp over the right M1. These
TMS procedures are consistent with safety guidelines regarding stim-
ulation parameters such as intensity, total number of pulses, and ethi-

cal guidelines (Rossi et al., 2009).

2.6 | Arrhythmic TMS procedures (Experiment 2)

This experiment was designed to control for the possibility that the
rhTMS protocol (Experiment 1) can exert effects on behavioral
responses and underlying “oscillatory” mechanisms through the prop-
agation of single pulses either at the beginning or end (or both) of a

rapid pulse train (Chanes et al., 2013). Specifically, even a single TMS

2SUDOIT SUOWIWO)) dANEa1) d[qearidde ayy £q pauIdA0S dIe SAOIIE V() OSN JO SN 10§ AIRIQIT AUIUQ AS[IAN UO (SUOHIPUOI-PUB-SULIA) /W0’ KA[IM"ATeIqrjaur[uo;/:sdpy) suonipuoy) pue swd ], oy 99§ "[£207/10/5Z] U0 Areiqi auruQ ASIM ‘64192 WqU/Z001 0 /10p/wod Ko[1m Areiqrjourjuo//:sdny woiy papeojumo(] ‘€ ‘€70T ‘€610L601



ue | WILEY

UEHARA ET AL.

pulse has been shown to exhibit a frequency broadband effect on
neural oscillatory measures of power and phase-locking (Herring et al.,
2015). Thus, the arrhythmic approach provides a control to examine
the putative oscillatory nature of neural mechanisms because only
rhythmic, but not arrhythmic, TMS should disrupt their phasic proper-
ties (Thut, Veniero, et al., 2011). Unless otherwise stated, procedures
for Experiment 2 were the same as those used for Experiment 1. The
most critical difference between Experiment 2 and 1 was that we
delivered a form of arrhythmic stimulation at both p and y frequencies
that allowed us to quantify the effects an initial and final single pulse
might have had on behavioral and neural outcomes. We note that
arrhythmic stimulation still involved applying a train of 5 pulses,
wherein the 3 pulses occurring after the 1st one (pulse 2 through 4)
were randomly jittered with an across-trial mean frequency of either f§

or y depending on the stimulation condition.

2.7 | Datarecording

2.7.1 | Electroencephalography

To record brain oscillatory activity throughout the experimental task, we
used TMS-compatible EEG equipment (eego sports, Advanced Neuro
Technology, Netherlands). EEG was continuously recorded from 63 scalp
electrodes with the ground electrode placed at AFz and in accordance
with the 10/10 layout using a TMS-compatible EEG cap (WaveGuard
EEG cap). Electrooculography (EOG) was also recorded using electrodes
placed above and below the left eye for monitoring vertical eye move-
ments, and below the left and right eyes for monitoring horizontal eye
movements. EEG signals were amplified and digitized with 24-bit resolu-
tion, and sampled at 2 kHz. Skin/electrode impedance was maintained
below 5 kQ throughout data collection.

2.7.2 | Forcerecording
Force data were acquired at sampling rate of 1 kHz using custom-

written script implemented in LabVIEW software.

2.8 | Dataanalysis

2.8.1 | Forcedata

Force data were first low-pass filtered using a fifth order zero-lag But-
terworth filter with 20 Hz cut off. Force onset was then defined for
each trial as the first time point at which the signal exceeded a thresh-
old (0.2 N) for at least 15 ms. The time at which subjects reached the
target force (force offset) was defined as the time at which force
exceeded the instructed target force for at least 15 ms. The force
ramp phase was defined as the interval between force onset and off-
set. The force hold phase was defined as the 2-s period starting 1 s

after force offset. Peak force rate during ramp-up phase was

calculated for each trial. These data were averaged within each exper-

imental condition before averaging across subjects.

282 | EMGdata

To check whether rhTMS caused involuntary muscle twitching, we
analyzed EMG activity of the right FDI 200 ms before the “ready” cue
and during the rhTMS epoch using custom-written Matlab code (ver-
sion R2016a, MathWorks, Natick, MA). Specifically, we first computed
the root-mean squared (RMS) of EMG activity over the 200-ms win-
dow before the ‘ready’ cue (baseline EMG RMS). We then excluded
trials for which EMG activity during the rhTMS epoch (250 and
125 ms for beta and gamma rhTMS, respectively) was greater than
2 standard deviations of baseline EMG RMS. Trials were excluded if
EMG RMS amplitude during rhTMS was greater than 2 standard devi-
ations of baseline EMG RMS. The application of this criterion led to
the exclusion of very few trials from analysis (1.1% of total trials), thus
indicating that delivery of rhTMS over M1 very rarely caused muscle
twitching.

2.8.3 | EEGdata

EEG analysis was performed using functions form the EEGLAB tool-
box (Delorme & Makeig, 2004) in combination with custom-written
Matlab code. With regard to preprocessing and artifact removal, EEG
signals were first re-referenced to common average reference. After
this step, the EEG data were segmented into 8 s epochs from 2.45 s
before to 5.55 s after the “Go” cue. Previous TMS-EEG literature has
reported that the duration of TMS-induced artifacts typically lasts rel-
ative to each magnetic pulse (Veniero et al., 2009). Based on this liter-
ature, to remove EEG artifacts caused by each TMS pulse we used
linear interpolation of EEG data for a 15-ms time window from 2 ms
before to 13 ms after each TMS pulse. After removing TMS artifacts,
the interpolated EEG data were band-pass filtered between 1 and
70 Hz, and 60 Hz power line noise was removed. Subsequently, the
filtered EEG data were down sampled to 1 kHz. To remove the
remaining artifacts associated with eye movements, eye blinks, and
muscle contractions, we applied independent component analysis
(ICA). Components reflecting artifacts were then selected by visual
inspection based on previous reports (Radiintz et al., 2015; Romero
et al., 2008). After performing ICA, epochs containing residual artifacts
were detected using an amplitude criterion (+100 pV) and were
excluded from subsequent analysis. Finally, in the last step, to reduce
the effects of volume conduction, we applied current source density
transformation using the current source density (CSD) toolbox (ver-
sion 1.1), which is based on the spherical spline algorithm (Kayser &
Tenke, 2006; Perrin et al., 1989). Artifact-corrected epochs were
therefore used for subsequent analysis. Note that the same prepro-
cessing pipeline was applied to each condition (rhTMS, sham, and
catch). Consequently, 8.2% of the trials across all subjects were

excluded from the final analysis due to EEG noise issues.
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To identify time-frequency EEG phase, time-frequency represen-
tations of single-trial EEG signals were calculated using complex Mor-
let's wavelet (Tallon-Baudry et al., 1996). The CSD-transformed EEG

signals were first convoluted by a Morlet's wavelet function w(t,f):

2

w(t, f)=A-exp (—th> exp (i2xft), (1)

Ot

where t is time points, f is the center frequency, and ¢ is the standard
deciation of the Gaussian window. A= (atni/z)fl/z, or=1/(2n0t),
and of =f/6. We set the number of cycles to (n.,) = 6 and obtained
the instantaneous phase (t,f) and amplitude (t,f) as f increased from
1 to 50Hz in 1-Hz steps (Lachaux et al., 2000). Subsequently, to quan-
tify the extent to which rhTMS locked ongoing neural oscillations, we
calculated the phase synchrony across trials, that is, inter-trial phase
coherence, by computing the phase locking factor (PLF) (Tallon-
Baudry et al., 1996). In other words, PLF indexes the degree of phase
entrainment with periodic external inputs, that is, rhTMS. PLF was cal-
culated at each electrode (ch), time (t) and frequency (f) as follows:

N
PLF (t,f, ch):%lz exp(ig(t, f, ch, n))l, 2)
n=1

where ¢ is the instantaneous phase of EEG signals and N is the total
number of epochs. Moreover, to minimize a bias in calculating the
number of epochs, the PLF was transformed to Rayleigh's Z-values
(hereafter referred to as zPLF) (Fisher, 1995; Kawasaki et al., 2014;
Mazaheri & Jensen, 2006) at each electrode (ch), time (t) and fre-

quency (f) as follows:
2ZPLF (t, f, ch) = N+ PLF?. (3)

Our main EEG analysis focused on the epoch during four oscilla-
tory cycles immediately after rhTMS (i.e., 200 and 100 ms windows
for B- and y-rhTMS, respectively). As previous seminal human studies
found rhTMS-induced EEG entrainments lasting for a few oscillatory
cycles even after the end of rhTMS (Lin et al., 2021; Okazaki
et al., 2021; Thut, Schyns, & Gross, 2011), we also focused on the four
oscillatory cycles after the fifth (last) TMS pulse as a time window of
interest in this study. After epoching, we averaged the epoched zPLF
values at each EEG channel according to the bandwidths for p (18-
25 Hz) and y (38-45 Hz). Individual topological maps representing the
zPLF values were used for statistical analyses.

To assess the relation between phase locking (zPLF changes) in
the rhTMS condition and EEG oscillatory activity, we calculated time-
frequency EEG power for catch trials to identify brain oscillatory
activity using obtained instantaneous amplitudes (t,f). We performed
this analysis to test the assumption that the effect of rhTMS on EEG
entrainment depends on whether targeted neural oscillation is already
in-phase or not with rhTMS. For example, if the targeted neural oscil-
lation is in-phase, rhTMS cannot further enhance EEG phase synchro-
nization due to a ceiling effect. EEG power was transformed into dB

values by normalizing it to baseline power computed over a 2-s time

window before the 0.3 s relative to “Go” cue. A decrease and increase
in dB-transformed EEG power reflect event-related desynchronization

(ERD) and synchronization (ERS), respectively.

2.9 | Statistical analysis

Statistical analyses for the behavioral response and EEG data were imple-
mented using R environment (R Development Core Team, version 3.4.1,
www.r-project.org/). To test effects of manipulation of neural oscillations
with B-, y-rhTMS or arrhythmic TMS on peak force rate, we used linear
mixed-effects modeling (West et al, 2007) with the Ime4 package
(Pinheiro et al., 2017). p-Values for model effects were obtained using
ImerTest package (Kuznetsova et al., 2016). This approach was chosen
because mixed-effect modeling allows unbalanced data and missing
observations, and considers individual variability of observations
(Krueger, 2004). Each individual subjects' peak force rate during the
ramp-up phase for each artifact-free trial was put into the model. For
Experiment 1, GROUP (2 levels: B-, y-rhTMS), FORCE LEVEL (3 levels:
5%, 10%, 25% MVC), STIMULATION TYPE (3 levels: rhTMS, sham,
catch) and their interactions were treated as fixed factors in the model.
The model also contained Subject level random intercepts. For Experi-
ment 2, an experimental protocol and skipped a few conditions due to
the limitation of the total duration of data collection. Due to methodo-
logical differences from Experiment 1, we used a within-subject design
that reflected subjects experiencing (1) two levels of force (5% and 25%
MVC) and (2) three types of trials (B-, y-arrhythmic TMS, and catch).
Therefore, STIMULATION TYPE (3 levels: p-arrhythmic TMS,
y-arrhythmic TMS, and sham), FORCE LEVEL (2 levels: 5%, 25% MVC)
and their interactions were treated as fixed factors in the model. Follow-
up comparisons for models yielding significant effects (or interactions)
were conducted on the estimated marginal means using ImerTest pack-
age (Kuznetsova et al., 2016).

For EEG data from Experiment 1, significant differences in the
zPLF values between the rhTMS and sham conditions were deter-
mined by using nonparametric, cluster-based permutation test
(Maris & Oostenveld, 2007). This approach is able to control the large
number of multiple comparison problem present in EEG datasets. To
determine differences in zPLF between the rhTMS and sham condi-
tions, we used a two-tailed paired t-test at each MVC condition. Here,
we set total 5000 random permutations. For Experiment 2, we used
two-tailed paired t-test at each MVC condition to compare zPLF in
the arTMS and catch conditions. We performed a smaller number of
random permutations (n = 512) due to the smaller number of subjects
relative to Experiment 1. Statistically significant differences were
tested at p < .05 as the cluster-statistical significance threshold for all
EEG analyses.

3 | RESULTS

None of the subjects reported adverse effects and events associated

with our TMS protocol during or after the experiments.
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FIGURE 2 Peak force rate. Group-averaged peak force rate for

each target force and trial type for the $- and low y-rhTMS groups

(a and b, respectively). Boxplots depict median (crossbar) and
minimum and maximum values (whiskers). Open circles denote outlier.
Statistically significant differences were determined using a liner-
mixed model. *** denote statistically significant differences

atp < .001.

3.1 | Experiment 1: Rhythmic TMS

3.1.1 | Behavioral results

RhTMS did not elicit muscle twitches in the right FDI since stimulation
was delivered over M1 before the onset of voluntary muscle contrac-
tion and the stimulus intensity was set at 90% AMT. Therefore, mus-
cle twitches did not affect our behavioral results. The mean peak
force rate values for all conditions are shown in Figure 2a,b for the p-
and y-rhTMS groups, respectively. Using the mixed effects modeling,
we found a significant main effect of FORCE LEVEL (Fp,
451743 = 2114.86, p = 2.2 x 107%), STIMULATION TYPE (Fp,
18577 =8.69, p = 1 X 1074, and a significant interaction between
GROUP, FORCE LEVEL and STIMULATION TYPE (Fj4, 1107] = 2.59,
p =.03), but no main effects of GROUP (Fj;, 3 =0.02, p =.87).
B-rhTMS led to a significant decrease in peak force rate at 25% MVC
compared to the Sham (t = 7.92, p =.001) and Catch (t = 5.86,

p = .001) conditions, but not y-rhTMS condition. No significant differ-
ences in peak force rate were found at the 5% and 10% MVC condi-
tion irrespective of stimulation types (all p >.05). These results
indicate that p-rhTMS slowed down peak force rate, and this effect
was conditional on the required target force level, the greatest effect
being found at 25% MVC.

3.2 | EEGresults

3.21 | Experiment 1: Phase locking factor
Time-frequency representations of z-transformed PLF (zPLF) around
the onset and offset of rhTMS are shown in Figures 3a and 4a for f-
and y-rhTMS conditions, respectively. Figure 3a shows a group-
averaged time-frequency representations of zPLF at the C3 channel in
the 25% MVC condition. Figure 3b shows group-averaged topological
maps representing p-band (18-25 Hz) zPLF in the -rhTMS and sham
conditions during 4 oscillatory cycles immediately after the end of
fifth TMS pulse, calculated by cluster-based permutation tests.
B-rhTMS significantly increased p-band zPLF relative to sham in the
25% MVC condition, but not in the 5% and 10% condition (p < .05,
cluster-based comparison). Significantly greater p-band zPLF was
broadly distributed around the contralateral and ipsilateral sensorimo-
tor areas, compared to the sham condition, in particular for the 25%
MVC condition (Figure 3b, t-map).

Figure 4a shows a group-averaged time-frequency representation
of zPLF at C3 channel in the 25% MVC condition. Figure 4b shows
group averaged topoplots representing y-band (38-45 Hz) zPLF in the
y-rhTMS and sham conditions. When examining y-rhTMS, we found a
significant decrease in y-band zPLF relative to the sham condition
only in the 25% MVC condition, which was particularly evident in the
occipital brain region (p < .05, cluster-based comparison; t-statistical

map, Figure 4b).

3.2.2 | Force-dependent changes in rhTMS-induced
EEG entrainments

In the present study, B-rhTMS led to changes in both zPLF and peak
force rate only in the 25% MVC condition. Here, another important
question arises as to why neural and behavioral changes occurred only
under the high force condition. To address this question, we calcu-
lated event-related desynchronization/synchronization (ERD/S) dur-
ing same rhTMS time window (—300 to —50 ms before the “Go cue”)
in the catch trials.

Figure 5a shows topographical plots of group-averaged ERD/S in
the p-frequency band. Whole EEG channel-averaged ERD in the
B-frequency band is plotted in Figure 5b. Using the linear mixed
effects modeling, we found a significant main effect of FORCE LEVEL
(Fr2, sg7) = 6.05, p = .002). Post hoc follow-up tests showed that ERD
in the B-frequency band in the 25% MVC condition was significantly
enhanced compared to that in the 5% MVC condition (p = .003) and
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the comparison between 25% and 10% MVC conditions was close to
statistical significance (p = .07). These results indicate that EEG power
(ERD) decreased as the magnitude of force output increased. There-
fore, for greater force outputs, rhTMS-induced EEG entrainments
were more likely to occur when the EEG oscillations are dominated
by ERD.

3.3 | Experiment 2: Arrhythmic TMS

Experiment 1 demonstrated that -rhTMS elicited significantly slowed
peak force rate for the 25% MVC condition whereas y-rhTMS had no
effect on behavior. This observation supports the premise that rhTMS
can exert phasic effects at the targeted B oscillation. However, previ-
ous studies raise several concerns about the validity of effects of
rhTMS on neural and behavioral changes. Specifically, rhTMS could
have only induced a phase-resetting effect that is neither rhythmic
nor frequency specific. If so, arrhythmic TMS (arTMS) would change
zPLF and peak force rate in the same way as rhTMS did. To address

(1 1stmagnetic pulse
@ 5th magnetic pulse
(3 4th cycle after the last TMS pulse
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|
........................................................... §
............................................................. =
N2
=
-3

2000
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B-rhTMS > sham

sham (t-map)
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this question, we delivered arTMS at $- and y-frequencies as an addi-
tional control condition (Figure 1b).

Figure 6a shows changes in zPLF values across the two arTMS
conditions and catch trials. Note that the protocol in Experiment 2 did
not include p- and y-rhTMS under the 10% MVC condition and all
sham conditions due to the constraints on the maximum total dura-
tion of data collection since we used a within-subject design here.
Based on the cluster-based comparisons, there were no significant dif-
ferences in zPLF between arTMS and catch conditions across the two
force levels (p > .05 each). Figure 6b shows changes in peak force rate
across the two arTMS conditions. The mixed-effect model revealed a
significant main effect of FORCE LEVEL (Fy, 117,160 = 1118.66, p = 2
x 1071 and no significant main effect of STIMULATION TYPE (F,,
392 = 1.87, p = .15) or interaction (Fy, 302 = 1.44, p = .23). The lack of
significant differences in peak force rate across stimulation types (-
and y-arrhythmic TMS versus catch) supports the interpretation of
our findings from Experiment 1: the periodicity of external inputs
(i.e., rhythmic magnetic pulses) is essential for the manipulation of

motor behavior.
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4 | DISCUSSION

By combining rhTMS, EEG and behavioral measures, we sought to
determine whether M1 B neural oscillations are associated with motor
vigor. B-rhTMS in Experiment 1 caused modulation of p neural oscilla-
tions in the sensorimotor area coinciding with the reduction of peak
force rate only for the high force level (25% MVC).

As expected, y-rhTMS failed to entrain y neural oscillations or
peak force rate. In Experiment 2 we used p- and y-arTMS to deter-
mine whether the above neural and behavioral effects were merely
the result of nonrhythmic single pulses, which can induce phase-reset-
ting. Both of these stimulation modalities failed to induce modulation
of neural and behavioral responses. Furthermore, we found that p
ERD (less synchronization) significantly increased for the 25% MVC
condition (high level of motor vigor) relative to the 5% and 10% MVC
conditions. This indicates that the effect of B-rhTMS on cortical oscil-
lations occurred primarily when neural oscillations were less synchro-
nized, leading to the reduction of peak force rate. A recent study
reported that $-rhTMS can drive neural oscillations in the human cor-

ticospinal system to the p frequency during a resting state, but there

y-rhTMS > sham

frequency representation of zPLF
at C3 channel in the 25% MVC
condition. Dot lines denote the

l3 ’g frequency band and time window
u ﬁ used for averaging zPLF values
&g were averaged for each force
E condition. (b) Topographical plots

of group-averaged zPLF in the
y-frequency band (38-45 Hz).
Based on cluster-based
comparisons, t statistical map was
shown at the right column using
red-blue scale and significant
channels between y-rhTMS and
sham are overlaid as red dots
(cluster-threshold: p < .05). Lower
synchronous EEG oscillations in
the y-frequency band were
identified in the 25% MVC than
sham condition (b, bottom row).

|
w

2000
(ms: aligned to Go cue)

was no evidence whether the effect of rhTMS may spill over to volun-
tary movements (Romei, Bauer, et al., 2016). Here, for the first time
we demonstrate that p-rhTMS leads to a reduction in the vigor of
motor responses in parallel with a modulation of p cortical oscillations.
Importantly, this effect appears to be dependent on the magnitude of
motor output vigor, this scenario being associated with the highest

level of neural oscillation desynchronization.

41 | Role of g neural oscillations for motor vigor

B neural oscillations are inextricably associated with motor control
(Barone & Rossiter, 2021). It has been reported that increased subtha-
lamic nucleus (STN) p power (William et al., 2005) and STN coherence
with M1 (van Wijk et al.,, 2017) correlate with longer reaction times. In
a Go/Nogo task, changes in p power only emerged in the frontal and
sensorimotor areas for successful stop performance (Swann
et al, 2009). Regarding the pathophysiological feature of f neural
oscillations, this oscillation was strongly enhanced in Parkinson's dis-

ease throughout the cortico-basal ganglia-thalamic loop and strongly
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FIGURE 5 Baseline EEG power changes (catch trial) in each force
level. (a) Topographical plots of group-averaged EEG power in the
B-frequency band (—300 to —50 ms relative to “Go cue”: Same time
window as rhTMS) that were obtained from the catch trials. (b) Whole
channel averaged EEG powers in the p frequency band across the
force level. *** and 1 depict p < .001 and .07, respectively.

correlated with their symptoms, for example, bradykinesia (slowness
of movement) and rigidity (Little & Brown, 2014).

The neurophysiological role of p neural oscillations in motor vigor
is still a matter of debate (Barone & Rossiter, 2021; Engel &
Fries, 2010; Khanna & Carmena, 2017; Moisa et al., 2016; Torrecillos
et al., 2018). In the present study, driving p cortical oscillations by
using rhTMS led to a decrease in peak force rate and this effect was
stronger when a high level of motor vigor was required, indicating that

B neural oscillations are necessary for the modulation of motor vigor.
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FIGURE 6

B-arTMS y-arTMS
> catch

Although our data cannot be used to identify the neural mechanisms,
results from previous in vivo and modeling work provide significant
mechanistic insights. A well-established theory suggests that specific
alignment of oscillatory phases (i.e., synchronization) of neural activity
is available for signal transmission across not only local but also global
neural networks (Bastos et al., 2015; Lakatos et al., 2007). Animal
studies have suggested that the exaggerated neural synchronization
in B frequency bands may lead to excessive flow of redundant neural
information, leading to a loss of parallel processing that impairs the
dynamic ability of the network to shift sets to select and implement
upcoming motor commands (Feingold et al, 2015; Khanna &
Carmena, 2017; Yu et al., 2021). This scenario may impede or blunt
flexible and quick switching across motor control states. Alternative
explanations are that p oscillations in the corticospinal system prompt
the existing motor set while inhibiting motor processing related to
newly emerging movements (Gilbertson et al., 2005) and contribute to
intermuscular “binding” into the motor set (Reyes et al., 2017). These
interpretations imply that dynamic changes in a motor set, which are
continuously updated, appear to be challenging when being relatively
dominated by higher B neural oscillations. Viewed in this light, our
findings suggest that our motor control system may be unable to
respond adequately to the demand of changing motor set due to stag-
nation in neural information processing caused by heightened p oscil-
lations, that is, when higher force rate is required when producing
larger forces. The above experimental evidence is consistent with our
finding that increasing § neural oscillations in the sensorimotor area
induced by B-rhTMS caused a reduction in peak force rate.

To date, some research groups have accounted for the functional
role of § neural oscillations in motor vigor by using noninvasive brain
stimulation delivered by tACS (Joundi, Jenkinson, et al., 2012; Moisa
et al., 2016), but there was little consensus regarding the relation
between p oscillations and motor vigor. However, the results of these
previous studies are difficult to interpret because they did not monitor
ongoing neural activity using EEG. Therefore, it cannot be established

when B neural oscillations induced by tACS emerged relative to motor
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EEG and behavioral results of the arTMS condition. (a) Effects of arTMS on the zPLF changes. Using cluster-based comparisons,

statistical t-map is illustrated at the middle of this figure. (b) Effects of arTMS on peak force rate. Boxplots depict median (crossbar) and minimum
and maximum values (whiskers). Boxplots visualizing group-averaged peak force rate in each condition. The mixed effect linear model yielded no
significant differences in peak force rate across the stimulus condition within the both MVC condition.
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execution, such as during motor preparation or shortly after move-
ment onset. Moreover, previous work did not deliver tACS in an
event-related manner and stimulus intensity was not individualized
based on a specific assessment of cortical excitability. Such a fixed-
dose (i.e., “one-size-fits-all”) approach likely results in substantial
interindividual variability (Li et al., 2015). An additional limitation of
tACS studies is that tACS has lower degree of spatial resolution than
TMS. In the present study, our rhTMS protocol addressed these meth-
odological issues. Specifically, we adjusted TMS intensity to each sub-
ject by assessing individual motor-evoked potentials and by focally
stimulating a small cortical area (1-2 cm?) through a figure-of-eight
coil (Fertonani & Miniussi, 2017; Ridding & Rothwell, 2007).

In this light of these methodological considerations, our EEG-
rhTMS protocol provides novel evidence that § neural oscillations in
the sensorimotor area play an inhibitory role on motor vigor. Our find-
ings are an important first step toward disentangling the complex rela-
tion between oscillatory neural dynamics and motor behavior, while
corroborating existing evidence obtained through a correlative
approach.

4.2 | The effect of B-rhTMS was sensitive to
required force level

One of our main findings is that the effect of p-rhTMS on motor
responses was sensitive to force level as 3-rhTMS reduced peak force
rate only for the 25% MVC condition. As shown in Figure 2, it was
confirmed that the peak force rate was also higher as the level of the
force production increased. Thus, the high level of force production
(25% MVC) required greater motor vigor. Indeed, we had initially
hypothesized that the suppression of motor vigor induced by § corti-
cal oscillations depended on the magnitude of peak force rate. How-
ever, the present study went a step further and revealed that EEG
power changes provide a clue to understanding this phenomenon:
EEG power was significantly lower for higher force levels, as indicated
by ERD immediately before the onset of force production. ERD and
ERS have been used to quantify the dynamics of neural activity that
implies frequency-specific changes of ongoing EEG activity
(Pfurtscheller, 1992). By combining our EEG entrainment (i.e., zPLF)
with EEG power changes, rhTMS-induced EEG entrainment was more
likely to occur when the EEG oscillations are dominated by ERD. A
previous computational model study demonstrated that the mecha-
nism by which periodic brain stimulation (i.e., rhTMS) affects ongoing
brain activity depends on the brain state, for example, resting versus
engaged. For example, a state of ERD is more prone to an entrainment
of ongoing EEG activity during or after periodic brain stimulation than
ERS (Alagapan et al., 2016). More recently, an animal study combining
noninvasive brain stimulation and local field potentials also suggested
that a dynamic interplay of ongoing neural oscillations and brain stim-
ulation depends on brain states (Krause et al., 2022). A state of ERS
implies that synchronized neural oscillations is robust and has tightly
stabilized in an oscillatory attractor. That is, a state of neural oscilla-

tion in B frequency being already in an in-phase pattern hampered

rhTMS effects due to possible ceiling effects. Therefore, the finding
that rhTMS affected motor vigor only for the 25% MVC condition can
be explained by the fact that the 5% and 10% MVC conditions tended
to be dominated by more ERS than ERD relatively to the 25% MVC
condition. Together, our findings highlight that ongoing brain states
can impact response to rhTMS.

4.3 | Optimal frequency for the neural
entrainments in M1

B-rhTMS was able to successfully entrain f neural oscillations
around the sensorimotor area and its entrainment lasted for a few
cycles immediately after the 5th magnetic pulse (last pulse of
rhTMS), but y-rhTMS did not. This observation may be due to the
fact that different brain regions engage in neural oscillations at dif-
ferent frequencies. For instance, even though spontaneous neural
oscillations recorded by E/MEG are rather variable, occipital areas
typically oscillate at o rhythm (Hillebrand et al.,, 2012; Omata
et al., 2013; Romei et al., 2010; Romei, Rihs, et al., 2008), whereas
~20 Hz rhythms(p frequency) emerge around the sensorimotor
area (Bai et al., 2008; Brookes et al., 2011; Gilbertson et al., 2005;
Hipp et al., 2012). Thus, each cortical area appears to be character-
ized by a specific neural oscillation frequency which is thought to
spatially organize the activity of neural ensembles. This is plausible
because a TMS-EEG study showing that, o, p and B/y rhythms
emerged at the occipital, parietal and frontal cortices, respectively
(Rosanova et al., 2009). More direct evidence is that Okazaki et al.
(2021) also replicated this by using the combination of rhTMS with
the EEG recording. Thus, each brain area may preserve its own nat-
ural frequency and rhTMS manipulate oscillations close to natural
frequency. In line with converging evidence, we found that
B-rhTMS was able to entrain neural oscillations predominantly in
the p-frequency band, whereas low y-rhTMS (40 Hz) did not as this
neural oscillation frequency does not naturally occur in the sensori-
motor area. Therefore, low y rhythms induced by y-rhTMS reverted

to the natural frequency immediately after the stimulation.

5 | STUDY LIMITATIONS

First, although several rhTMS-EEG studies used stimulus frequencies
adjusted to each subject's alpha- (Di Gregorio et al., 2022; Thut,
Veniero, et al., 2011) or beta-peak frequency (Romei, Bauer,
et al., 2016), we chose to use fixed stimulus frequencies. This choice
was motivated by time constraints and the possible occurrence of
mental fatigue in our participants. Specifically, measuring individual
beta- or gamma-frequencies prior to performing all of our experimen-
tal and control conditions would have significantly lengthened the
duration of the experimental session. However, we acknowledge that
using a fixed rhTMS frequency may be suboptimal in maximizing the
entrainment effects on neural oscillations, as indicated by a previous

study (Romei, Bauer, et al., 2016). The study by Romei and colleagues
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reported that changes in neural oscillations significantly differed
between individual beta-peak frequency (IBF) and surrounding IBF,
even though rhTMS at surrounding IBF (+6 Hz) also successfully
entrained the target neural oscillations relative to sham stimulation.
Therefore, it is possible that rhTMS delivered at individualized fre-
quencies could have potentially affected peak-force rate at the lower
MVC condition.

Second, Experiment 1 (B-rhTMS and y-rhTMS) and Experiment
2 (arTMS) are characterized by different groups and numbers of sub-
jects, as well as MVC conditions (for the p-rhTMS and y-rhTMS we
tested three MVC conditions, whereas for the arTMS we tested two
MVC conditions). We chose not to test the sham condition and 10%
MVC condition in Experiment 2 to minimize the risk of subjects' cog-
nitive and physical fatigue. We believe our approach is justified for
two additional reasons: (1) behavioral and EEG results from the sham
condition did not differ from those in the catch condition and (2) p-
and y-rhTMS did not affect peak force rate changes in the 10% MVC
condition. Although lack of the sham and 10% MVC conditions in
Experiment 2 is a limitation of the present study, we believe it would
not impact the interpretation of our experimental results. Additionally,
Experiment 1 and Experiment 2 were conducted on different groups
of subjects. A second limitation is that is the potential confounding
factor of interindividual variability of the stimulus effects (Li
et al., 2015). These limitations must be considered when interpreting

our results.

5.1 | Future directions

We suggest some future directions in our work. First, in this study
rhTMS was time-locked to an epoch immediately before the force
production across all trials to simplify our data collection. However,
dynamics of neural oscillations involved in motor and cognitive behav-
iors may flexibly differ across trials due to latent brain states (i.e., trial-
by-trial latent variabilities) (Arazi & llan, 2017; Fox et al., 2006). There-
fore, our next step will be to develop a closed-loop rhTMS system
that combines modulating brain stimulation with measuring of ongo-
ing neural oscillations. Recently, a brain state-informed stimulation
with real-time estimation of EEG oscillations using the Kalman filter or
autoregressive model was proposed (Onojima & Kitajo, 2021; Shakeel
et al., 2021; Zrenner et al., 2018). These novel approaches would help
us to gain new insights into how M1 § oscillations contribute to motor
behavior.

Second, our study shows the potential of modulating neural oscil-
lations together with behavioral response. This observation points to
potential clinical applications, for example, diagnosis or treatment of
movement disorders, which arise from abnormalities in neural oscilla-
tions. Although this has not yet proven to be an effective approach in
patients affected by Parkinson's disease and dystonia (Georgescu
et al., 2018; Hess et al., 2020; Little & Brown, 2014), rhTMS could be
considered as a promising new therapeutic tool to modulate specific

neural oscillations in the sensorimotor cortex.

6 | CONCLUSIONS

We show here, for the first time, that p-rhTMS delivered to the
human sensorimotor area modulated neural oscillations in the f fre-
quency and that this modulation was associated with a reduction of
motor vigor (i.e., peak force rate), as shown by earlier correlation
approaches. Although further work is needed, our data supports the
notion that beta cortical oscillations in M1 plays an important role in
the regulation of motor vigor. Another key finding of the present
study is that the neural and behavioral effects of rhTMS depend on
the state of cortical oscillations: the greatest effect occurs when neu-
ral oscillations are characterized by an out-of-phase pattern, that is,
desynchronization. Our findings have significant potential for the
design of new research and therapeutic noninvasive brain stimulation
protocols to address sensorimotor and cognitive pathologies charac-

terized by dysfunctional patterns of neural oscillation dynamics.
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