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Abstract

We construct Birkhoff cones for dispersing billiards, which are contracted by the action of
the transfer operator. This construction permits the study of statistical properties not only of
regular dispersing billiards but also of sequential billiards (the billiard changes at each collision
in a prescribed manner), open billiards (the dynamics exits some region or dies when hitting
some obstacle) and many other examples. In particular, we include applications to chaotic
scattering and the random Lorentz gas.

1 Introduction

Billiards are a ubiquitous source of models in physics, in particular in Statistical Mechanics. The
study of the ergodic properties of billiards is of paramount importance for such applications and
also a source of innovative ideas in Ergodic Theory. In particular, starting with at least [Kry], it
has become clear that a quantitive estimate of the speed of convergence to equilibrium is pivotal
for this research program. The first strong result of this type dates back to Bunimovich, Sinai and
Chernov | ] in 1990, but it relies on a Markov-partition-like technology that is not very well
suited to producing optimal results. The next breakthrough is due to Lai-Sang Young | , ]
who put forward two techniques, towers and coupling, well suited to study the decay of correlations
for a large class of systems, billiards included. The idea of coupling was subsequently refined by

Dolgopyat [ , , | who introduced the notion of standard pairs, which have proved
a formidable tool to study the statistical properties of dynamical systems in general and billiards
in particular [C'1, C2, , CZ]. See [CM, Chapter 7] for a detailed exposition of these ideas and

related references.

In the meantime another powerful idea has appeared, following the seminal work of Ruelle
RS, | and Lasota-Yorke [LY], to study the spectral properties of the associated transfer
operator acting on spaces of functions adapted to the dynamics. After some preliminary attempts
[ , , |, the functional approach for hyperbolic systems was launched by the seminal
paper | ], which was quickly followed and refined by a series of authors, including [B1, GL, BT,

|. Such an approach, when applicable, has provided the strongest results so far, see [32] for a
recent review. In particular, building on a preliminary result by Demers and Liverani [D1], it has
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been applied to billiards by Demers and collaborators | ) , , D2, , ]. This has
led to manifold results, notably the proof of exponential decay of correlations for certain billiard
flows [ ].

Yet, lately there has been a growing interest in non-stationary systems, when the dynamical
system changes with time. Since most systems of interest are not isolated, not even in first ap-
proximation, the possibility of a change to the system due to external factors clearly has physical
relevance. Another important scenario in which non-stationarity appears is in dynamical systems in
random media, e.g. [AL]. The functional approach as such seems not to be well suited to treat these
situations since it is based on the study of an operator via spectral theory. In the non-stationary
case a single operator is substituted by a product of different operators and spectral theory does
not apply.

There exist several approaches that can be used to overcome this problem, notably:

1. consider random systems; in this case, especially in the annealed case, it is possible to re-
cover an averaged transfer operator to which the theory applies. More recently, the idea
has emerged to study quenched systems via infinite dimensional Oseledets theory, see e.g.
[ , | and references therein;

2. consider only slowly changing systems that can be treated using the perturbation theory in
[ , |. For example, see [DS], and references therein, for some recent work in this
direction;

3. use the technology of standard pairs, which has the advantage of being very flexible and
applicable to the non-stationary case | |. Note that the standard pair technology and the
above perturbation ideas can be profitably combined together, see | , , I;

4. use the cone and Hilbert metric technology introduced in [Bir, , , |, which has
also been extended to the random setting [AL, ].

The first two approaches, although effective, impose severe limitations on the class of nonstationary
systems that can be studied. The second two approaches are more general and seem more or less
equivalent. However, coupling arguments are often cumbersome to write in detail and usually
provide weaker quantitative estimates compared to the cone method.

Therefore, in the present article we develop the cone method and demonstrate that it can be
successfully applied to billiards. Indeed, we introduce a relatively simple cone that is contracted
by a large class of billiards. This implies that one can easily prove a loss of memory result for
sequences of billiard maps. To show that the previous results have concrete applications we devote
one third of this paper to developing applications to several physically relevant classes of models.

We emphasize that the present paper does not exhaust the possible applications of the present
ideas. To have a more complete theory one should consider, to mention just a few, billiards with
corner points, billiards with electric or magnetic fields, billiards with more general reflection laws,
measures different from the SRB measure (that is transfer operators with generalized potentials as
in | , 1), etc. We believe that most of these cases can be treated by small modifications of
the present theory; however, the precise implementation does require a non-negligible amount of
work and hence exceeds the scope of this presentation, which aims only at introducing the basic
ideas and producing a viable cone for dispersing billiards.

The plan of the paper is as follows. In Section 2 we introduce the class of billiards from
which we will draw our sequential dynamics and summarize our main analytical results regarding
cone contraction. In Section 3 we present the uniform properties of hyperbolicity and singularity
sets enjoyed by our class of maps, listed as (H1)-(H5); we also prove a Growth Lemma for our



sequences of maps and introduce one of our main characters, the transfer operator. In Section 4
we introduce our protagonist, the cone (see Section 4.3). Section 5 is devoted to showing that the
cone so defined is invariant under the action of the transfer operators of the billiards in question.
In Section 6 we show that in fact the cone is eventually strictly invariant (the image has finite
diameter in the associated Hilbert metric) thanks to some mixing properties of the dynamics on
a finite scale. The strict cone contraction implies exponential mixing for a very large class of
observables and densities as is explained in Section 7. Finally, Section 8 contains the announced
applications, first to sequential systems with holes (open systems), then to chaotic scattering and
finally to the random Lorentz gas.

2 Setting and Summary of Main Results

Since we are interested in studying sequential billiards, below we define a set of billiard tables
that will have uniform hyperbolicity constants, following [ ]. Other classes of billiards are also
studied in [ ], such as infinite horizon billiards, billiards under small external forces and some
types of nonelastic reflections. While such classes of billiards are amenable to the present technique,
we do not treat the most general case here since the greater number of technicalities would obscure
the main ideas we are trying to present.

2.1 Families of billiard tables with uniform properties

We first choose K € N and numbers ¢; >0,¢=1,... K. Let M = Ufilli x [-75,
i, I; = [0,¢;]/ ~ is an interval of length ¢; with endpoints identified. M will b
common to our collection of billiard maps.

Given K and {{;}[,, we use the notation Q = Q({B;}X,) to denote the billiard table T? \
(UfilBi), where each B; is a closed, convex set whose boundary has arclength ¢;. We assume
that the scatterers B; are pairwise disjoint and that each 0B; is a C3 curve with strictly positive
curvature.

The billiard flow is defined by the motion of a point particle traveling at unit speed in @ :=
T2\ (U;B;) and reflecting elastically at collisions. The associated billiard map T is the discrete-
time collision map which maps a point on Q) to its next collision. Parameterizing 0@ according
to an arclength parameter r (oriented clockwise on each obstacle B;) and denoting by ¢ the angle
made by the post-collision velocity vector and the outward pointing normal to the boundary yields
the canonical coordinates for the phase space M of the billiard map. In these coordinates, M =
Uil; x [=5, 5], as defined previously.

For x = (r,¢) € M, let 7(x) denote the time until the next collision for z under the flow.
We assume that 7 is bounded on M, i.e. the billiard has finite horizon. Thus since the scatterers
are disjoint, there exist constants Timin(Q), Tmax(®Q) > 0 depending on the configuration @ such
that Tmin(Q) < 7(z) < Tmax(Q) < oo for all x € M. Moreover, by assumption there exists
Knin(Q), Kmax(Q) > 0 such that if (r) denotes the curvature of the boundary at coordinate r,
then Kumin(Q) < K(r) < Kmax(Q). Finally, let Epay(Q) denote the maximum value of the C3 norm
of the curves comprising Q) when parametrized according to arclength.

Now fix 7, Ky, Ex € RT, and let Q(7«, Ky, Fx) denote the collection of all billiard tables
Q({B;}X,) such that

Te < Tmin(Q) < TmaX(Q) < 7_*_17 K < ,len(Q) < ICmax(Q) < K*_ly and I, < EmaX(Q) < E,.

To each table in Q € Q(7y, Ky, Ey) corresponds a billiard flow and hence a billiard map 7' = T'(Q)
and associated collision times. Let F (7., K, Ey) denote the collection of billiard maps induced by

], where for each
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configurations in Q(7, Ky, Ey), i.e.,
]:(T*?,C*vE*) = {T = T(Q) : Q € Q(T*,IC*,E*)},.

Thus each T € F(7s, Ky, Ey) is identified with! a table Q € Q(7«, Ky, E.), which we denote by
Q(T). Note that all T € F(7«, Ky, Ex) have the same phase space M since we have fixed K and
the arclengths {¢;}K ;.

It is a standard fact that all T € F (7, Ks, Ex) preserve the same smooth invariant probability
measure, dusgg = ccos @ dr dy, where ¢ = 3] <;Q| 3K L = is the normalizing constant [C'M]. In

addition, all T € F(7«, Ks, E) are mixing with respect to tsrp and so are topologically mixing [5]
(see also, [\, Section 6.7]).

It is proved” in [D72, Theorem 2.7] that all T € F(7«, K, Ex) satisfy properties (H1)-(H5)
of that paper with uniform constants depending only on 7, /Ci and E.. We recall the relevant
properties in Section 3 that we shall use throughout the paper and label them (H1)-(H5).

Remark 2.1. The assumption that all scatterers have the same arclength is made for convenience
so that there is a single cone C on which all our operators L, T € F, act. This can be relaxed
slightly once the hyperbolicity constant A := 1+ 2.7, has been introduced in (H1) by allowing the
arclength of the boundary of each scatterer to change by no more than €1, where €1 < ﬁ;%, since
then rescaling the arclength parametrization of 0B; to be again [0, ;] yields a map with similar
properties (H1)-(H5), but with slightly weakened hyperbolicity constant A = A1 = > 1 (and 6o
from (H3) is weakened accordingly.)

To change the arclengths drastically would force us to consider a sequence of cones C, on a
sequence of phase spaces M,,. This would require further suitable assumptions on the maps T,
M, — My,11 in order to ensure hyperbolicity, and such assumptions could be tailored to specific
applications. We do not pursue this generality here, but remark that for example, it would be possible
to formulate such a generalization for the random Lorentz gas with gates described in Section 8.5,
in which the central scatterer in each cell is allowed to change arclength and the resulting billiard
map between cells would still satisfy (H1)-(H5) (albeit the normalization in (H5) would vary).

Next, we define a notion of distance in Q(7y, Ky, E,) as follows. Each table @) comprises K
obstacles B;. Each 0B; can be parametrized according to arclength by a function u; : I; — R?
(unfolding T?). Since two arclength parametrizations of B; can differ only in their starting point,
the collection w; g, 6 € [0,¢;), denotes the set of parametrizations associated with 0B;. Similarly,
for a configuration Q, denote the parametrizations of obstacles by ; g, 6 € [0, l; ). Let IIx denote
the set of permutations 7 on {1,... K} which satisfy &r( y = ;. Then define

d(Q,@): min min Z\uzo 0|02 I,R2) - (2.1)

mellk 0€[0,4; )

Fix Qo € Q(7+, K4, Fy) and choose k < %min{T*,lC*}. Let Q(Qo, Ex; k) denote the set of
billiard tables Q with® d(Q, Qo) < k and Fnax(Q) < Ex, Tmax < 2/7«. Let F(Qq, Ey; k) denote the

corresponding set of billiard maps. The following result is | , Theorem 2.8 and Section 6.2].

!We do not claim that each such T is unique. It may be that T(Q) = T(Q’) pointwise (consider a 90° rotation of
a given configuration @), yet for our purposes they will be considered distinct elements of F (7., Ky, Ex).

2The abstract set-up in | ] also allows billiard tables with infinite horizon and those subjected to external
forces, but we are not concerned with the most general case here.
3Indeed, the distance d allows configurations to move from finite to infinite horizon (see [ , Section 6.2]), but

we will not need that here as we will restrict ourselves to finite horizon configurations.



Proposition 2.2. Let Qp € Q(7«, Ky, Ex). For all k < %min{T*,lC*}, we have Q(Qo, Fy; k) C
Q(%, %,E*) Moreover, there exists C > 0 such that for any Th,To € F(Qo, Ex; k),
a) dH(Sfll,Sr;Fll) < CkYM?, where dg is the Hausdorff metric and ST, is the singularity set for
T defined in (H1);

b) forx ¢ Nea2(ST,8™2), d(T7 1 (z), Ty Hy)) < CkY/?, where N.(-) denotes the e-neighborhood
of a set in M in the Fuclidean metric.

We use an (uncountable) index set Z(7«, Ky, Ex), identifying ¢ € Z(7y, Ky, Ex) with a map

T, € F(1, K, Ey). Choosing a sequence (t)jen C Z(7, Ky, Ey), we will be interested in the
dynamics of

T,:=1T,, 0---0T,0T,, neN. (2.2)

If we choose ¢j =« for each j, then T}, =T}, the iterates of a single map. For convenience, denote
Ty = Id.

2.2 Main analytical results: Cone contraction and loss of memory

As announced in the introduction, the main analytical tool developed in this paper is the con-
struction of a convex cone of functions C. 4,1,(0), depending on parameters 6 > 0, ¢, A,L > 1,
as defined in Section 4.3, that is contracted under the sequential action of the transfer operators
Lf = foT™! defined in Section 3.3 for T € F(7y, Ky, E,). For a sequence of maps T}, as in (2.2),
define £,,f = foT; L.
In order to state our main result on cone contraction, we define open neighborhoods in F (7, K, Fx)

using the distance d between tables defined in (2.1). Let T' € F(7, Ky, Ey), and for 0 < & <

% min{7,, K.}, define

F(T, k) ={T € F(r, Ky, Ey) : d(Q(T), Q(T)) < K} . (2.3)

Remark that since F(T,k) C F(Q(T), Ex; k), the conclusions of Proposition 2.2 apply as well to
maps in F(T, k). We will denote the index set corresponding to F (T, k) by Z(T, k) C Z(7«, K«, Ex).
Thus ¢ € Z(T, k) if and only if T, € F(T, k).

Theorem 2.3. Suppose ¢, A and L satisfy the conditions of Section 5.3, and that § > O satis-
fies (6.7) and (6.18). Let Nr := N(0)~ + kyny be from Theorem 6.12 and let k > 0 be from
Lemma 6.6(b).

a) There exists x € (0,1) such that if n > N, T € F(r, Ky, Ey) and {i; P C Z(T,k), then
LnCea,1(0) C CyeraL(6).

b) For any x € (max{%, %, ﬁ}, 1) , the cone Cycya,xL(0) has diameter at most
(1+x)?
log <XL < 00
1—x)?

(
in the Hilbert metric associated to Ce a,1,(0) (see (4.1) for a precise definition), provided 6 > 0
is chosen sufficiently small to satisfy (6.21).



The first statement of this theorem is proved in two steps: first, Proposition 5.1 shows that the
parameters ¢ and A contract due to the uniform hyperbolicity properties (H1)-(H5) of the maps
in F (7, Ky, Ey), subject to the constraints listed in Section 5.3 (all that is needed is {¢;}}_; C
Z(7«, K«, Ex), and not the stronger assumption {Lj}?zl C Z(T,k)); second, Theorem 6.12 proves

the contraction of L using the uniform mixing property of maps T e F (T, k) as expressed by
Lemma 6.6. The second statement of Theorem 2.3 is proved by Proposition 6.13.

From this theorem follow our results on exponential loss of memory for sequential systems of
billiard maps. In the case that 7,, = T for each j, these results read as exponential decay of
correlations and convergence to equilibrium. Since our maps 7" € F(7s, Ky, Ey) all preserve the
measure figgs, we also obtain a type of convergence to equilibrium in the sequential case (see
Theorem 2.8).

In order to state our result for the sequential system, we define the notion of an admissible
sequence of maps from F(7y, Ks, E). As before, let k > 0 be from Lemma 6.6(b).

Definition 2.4. For N € N, we call a sequence (tj)j>1, tj € (7, Ks, Ex), N-admissible if there
exist sequences (Tj)r>1 C F (7, Ky, Ex) and (Ng)g>1 with Ny > N, such that T,, € F(Tk, x) for all
k>1andje 1+ Ny SR N

Thus an N-admissible sequence is a sequence which remains in a k neighborhood of a fixed map
Ty, for N, > N iterates at a time, but which may undergo a large change between such blocks.

Remark 2.5. One can generalize the definition of N-admissible sequence to include short blocks
where maps are not required to be close to a fired map. As long as these short blocks can be grouped
to contain at least ng iterates, where ng is from Proposition 5.1, and they are interspersed reqularly
with long blocks of length at least N = Nx then one can still set up a regular contraction using
Theorem 6.12 on the long blocks.

We first state our results regarding loss of memory, both with respect to usgrs and leafwise:
the difference of integrals along individual stable curves converge to 0 exponentially fast along any
Nr-admissible sequence. Let W?*(§) denote the set of homogeneous cone stable curves W# defined
in Section 3.1, having length between § and 25. We denote by psps(f) = [y, f dpsrs and by |[W|
the (Euclidean) length of a stable curve W in M.

Also, we denote the average value of ¢» on W by fwzbdmw = ﬁ fwl/}dmw, where myy
denotes the arclength measure on W induced by the Euclidean metric in M.

In Lemma 7.6, we prove that our cone C 4 1,() contains translations of piecewise Holder con-
tinuous functions, as long as the discontinuities are transverse to the stable cone defined in (H1).
We make this precise as follows.

Definition 2.6. We call a countable (mod 0) partition P = {P;}; of M regular if each P; is an
open, simply connected set, and there exist constants K,Cp > 0 such that for all W € W*, W \ 9P

comprises at most K connected components and for any ¢ > 0, my (N:(OP)) < KCpe, where
N:(A) denotes the e-neighborhood of a set A in M.

For ¢t > 0, denote by C*(P) the set of functions on M that are Holder continuous on each
element of P and such that

|flerpy = sup [ fleypy < 0.
pPeP

We recall again Nr = N(0)~ + kyny from Theorem 6.12.



Theorem 2.7. Let P be a reqular partition of M and let* t > ~. There exist C > 0 and ¥ < 1 such
that for all Nr-admissible sequences (15);, alln >0, and all f,g € C*(P) with psps(f) = psrs(g):

a) For all W € W*(8) and all ¢ € CY(W), we have
F corvan — f Lagvann| < 0o ler max{lf oy ol
b) For all ¢ € C*(M),

' /M Lof b dpiss — /M L0g ) ditons

< CO" Y| crary max{[| fllceepy, 9l ot py } -

We remark that the regularity of ¢ € C'(M) can be relaxed to ¢ € C<(M) for any ¢ > 0 by a
standard approximation argument, but at the expense of obtaining a weaker rate 9.

Since all our maps preserve the same invariant measure psgs, we obtain additionally an equidis-
tribution result for stable curves as well as convergence to equilibrium along admissible sequences.

Theorem 2.8. Under the hypotheses of Theorem 2.7, there exists C' > 0 such that for all Ng-
admissible sequences (15); C Z(7e, Ky, Es), all f,g € C*(P) with psps(f) = psrs(g), and alln >0,

a) For all Wy, Wo € W3(8) and all v; € CH(W;) with le P = fW2 g, we have
‘ Ly fapr dmyy, — L2 dmyy,
W1 W2

in particular, for all W € W(68) and ¢ € CH(W),

< CY" (|91l ) vl orgwy)) max{ || fllctpys llgllcrpy } 5

‘][W Lo f Y dmw — psrs(f) ][W’tﬁdmw‘ < CO" [Yler oy max{| fllce(py, lgllorpy 5

b) for allp € CH(M),

‘/ f¢OTndNSRB—/ fd,USRB/ ¢dMSRB
M M M

Theorems 2.7 and 2.8 are proved in Section 7, specifically in Theorems 7.3 and 7.4 and Corol-
lary 7.5.

< CO" Y| cr ary max{|| fllceepy, 9ot py } -

Remark 2.9. Theorem 2.7 has some overlap with [SY 7], which also considers sequential billiards
in which scatterers shift slightly between collisions. Note, however, that our definition of admis-
stble sequence allows abrupt and large changes in the configuration of scatterers within the family
F (74, Ky, Ey) every Nx iterates, compared to the slowly changing requirement throughout [SY7].
This may seem like merely a technical difference due to the cone technique, yet it is precisely this
ability to introduce occasional large changes in the dynamics that allows us to apply our results to
the chaotic scattering problem and random Lorentz gas described in Section 8.

With these convergence results in hand, we are able to provide three applications to concrete
problems of physical interest: sequential open systems in Section 8.3, a chaotic scattering problem
without assuming a no-eclipse condition in Section 8.4, and a variant of the random Lorentz gas in
Section 8.5.

“The parameter v € (0, 1) is from the cone condition (4.8).



3 Uniform Hyperbolicity, Singularities and Transfer Operators

3.1 Uniform properties for T € F(7,, K., E,)

Fixing K and {El}fi 1, we recall some fundamental properties of billiard maps T € F(7, Ky, Ex)
that depend only on the quantities 7, K, and E,. Although many of these properties are well

known, a proof of their dependence on 7, K., E, can be found, for example, in | , Section 6.1].
In order to better align with the abstract framework in [ ], we also label our properties
(H1)-(H5), although our set-up here is simpler than in [D72]. We recall the corresponding index

set Z(7x, Ky, Ex) from Section 2.1 and the notation 7;, from (2.2).

(H1) Hyperbolicity and Singularities. The (constant) family of cones
Co(x) = {(dr,dp) e R? : =K' — 77! < dyp/dr < —K.}, forxzec M,

is strictly invariant, DT1C*(x) C C*(T~1x), for all T € F(7,K«, Ei). Moreover, T~! enjoys
uniform expansion of vectors in the stable cone: set A = 142/, 7, > 1; then there exists C; € (0, 1]
such that,

| DT (z)v]| > CLA™ |||, for all v € C%(x), (3.1)

where || - || denotes the Euclidean norm given by dr? 4 dp?. There is a family of unstable cones C'*
defined similarly, but with K, < dp/dr < K;!+ 771, which is strictly invariant under DT for all
T € F(r, Ky, Ey).

Due to the unbounded expansion of DT near tangential collisions, we define the standard
homogeneity strips, following | |. For some ko € N, to be chosen later in (3.4), define

Heyp={(rp) e M:(k+1)2<[£ZT —¢| <k 2}, for all k > k. (3.2)

Set So = {(r,) € M : ¢ = £%}. For n > 1, the singularity set for T, is denoted by S/» =
U T 1 (So), while the singularity set for 7); ! is denoted by STn = U Ti(Sp). On M\ Sk, T, is
a C? diffeomorphism onto its image.

There exists a constant, which we still call C; > 0, such that

& _IDT@el 1
cosp(Tx) —  |v]] — Cicosp(Tz)’

for z ¢ ST.

In order to achieve bounded distortion, we will consider the boundaries of the homogeneity
strips as an extended singularity set for 7. To this end, define S(I)HI = So U (Ug>k, (OH), U OH_y)),
and for n > 1,

Sp = U TH(S), S5, = U Ti(Sy) - (33)

(H2) Families of Stable and Unstable Curves. We call a curve W C M a stable curve if for
each x € W, the tangent vector to W at x belongs to C®. A stable curve is called homogeneous
if it lies in one homogeneity strip or outside their union. Denote by W?* the set of homogeneous
stable curves with length at most dy € (0,1/2) (defined by (3.4)) and with curvature at most B.
By [CM, Proposition 4.29], we may choose B sufficiently large that T-'W$ C W?, up to
subdividing the curves of length larger than g, for all T' € F (7., Ky, Ey).
Similarly, we define an analogous set of homogeneous unstable curves by W".

(H3) One-Step Expansion. Defining the adapted norm |[|v||«, v = (dr, dy) as in [C), Sect. 5.10],
we have | DT~1(x)v||« > Al[v||« for all v € C*(z), wherever DT ! is defined. For W € W*, let V;



denote the maximal homogeneous components of T~1W. Then by [\, Lemma 5.56], there exists
0o € (A, 1), a choice of kg for the homogeneity strips and dp € (0,1/2) such that,

sup sup Z |Jv, T« < 69, (3.4)
TEF (7K, By) WEWS

where |Jy,T|. denotes the supremum of the Jacobian of T" along V; in the adapted metric.

Since the stable/unstable cones are global and bounded away from one another, the adapted
metric can be extended so that it is uniformly equivalent to the Euclidean metric: There exists
Co > 1 such that Cy !|v|| < ||v]l« < Collv]| for all v € R,

(H4) Distortion Bounds. Suppose W € W? and for n > 1, {Lj}’]?zl C Z(1+, Ky, Ey) are such
that T;W € W? for j = 0,...n. There exists Cy > 0, independent of W, n and {Lj}?zl, such that
for all z,y € W,

|log Jw T () — log JwTh(y)| < Cad(z, y)'/3, (3.5)

where Jy T, is the (stable) Jacobian of T;, along W and d(-, -) denotes arclength on W with respect
to the metric dr? + dp?.

Similar bounds hold for stable Jacobians lying on the same unstable curve. Suppose, for n > 1,
that Vi, Vo € W? are such that T;V1, T;Va € W? for 0 < j < n, in particular they are not cut
by any singularity, and there exists a foliation of unstable curves {{;},c1; C W" creating a one-
to-one correspondence between V; and Vs and such that {T,,(¢;)}zev; € WY creates a one-to-one
correspondence between T, V7 and 1, V5. For xz € Vi, define £ = £, N V5. Then there exists Cy > 0,
independent of n, {Lj}?zl, V1, Vo, and x, such that,

|log Jv; Ty () — log Jy, T (7)| < Cald(x,2)"® + ¢(x, 7)), (3.6)

where ¢(z,Z) denotes the angle between the tangent vectors to V) and V5 at « and &, respectively.
For simplicity, we use the same symbol Cy to represent the distortion constants in (3.5) and (3.6).

The proofs for these distortion bounds in this form for a single map can be found in [ , Appendix
A] (see also [CM, Section 5.8]). The analogous bounds for sequences of maps in F(7., K4, Fy) are
proved in | , Lemma 3.3]. The constant Cy depends only on the choice of kg from (H3) and

the hyperbolicity constants C; and A from (H1).

(H5) Invariant measure. All T' € F(ry, Ky, E,) preserve the same invariant measure, djsps =
_ 1 _ 1 . o .
ccos @ dr dp, where ¢ = 0al = 25K 4, is the normalizing constant [C'M].

Remark 3.1. Property (H5) is enjoyed by the class of maps we have chosen, but it is not necessary
for this technique to work. Indeed, [D7?2] replaces this condition by: There exists n > 0 so that 1+n
is sufficiently small compared to the hyperbolicity constant A from (H1), such that (Jugu,T) ™ <
1+n, where Jyug,,T is the Jacobian of psps with respect to T'.

Thus T does not have to preserve uspp, but in this sense must be close to a map that does.
This permits the application of the current technique to billiards under small external forces and
nonelastic reflections, as described in [D7?2, Section 2.4]. See also [C2, 7]. Note however, that
while Theorem 2.7 will continue to hold in this generalized context, Theorem 2.8 will not hold once
there is mo common invariant measure.

3.2 Growth Lemma

Although all maps in F(7y, Ky, Ey) enjoy the uniform properties (H1)-(H5), in Section 6.1, we
will find it convenient to increase the contraction provided in (3.4) by replacing T' with a higher



iterate 7}, and choosing dy sufficiently small so that (3.4) holds for T} := T;, with constant ;. This
is possible since if W is a stable curve, then there exists C' > 0, depending only on the family
F (74, K4, E,), such that, for each T € F(, K, E.), |T~'W| < C|W|Y/? [CM, Exercise 4.50]. Thus
we may redefine dp so small that no connected component of T} 1(I/V) is longer than ¢§p, from
hypothesis (H1), for ¥ = 0,...,n. Since no artificial subdivisions are necessary, we apply (3.4)
inductively in k£ to obtain the desired contraction.

Choose 7 such that 61 := Hg satisfies

01 1
< - .
3001701 _47 (37)
where Cp > 1 is from (H3), and then fix &y, as explained above, such that
sup Jv, T« < 61, 3.8
o S 39
[W|<éo ™*

where V; are the homogeneous components of T 'TW. Note that if we shrink &y further, then (3.8)
will continue to hold for the same value of 7.

We shall work with the map T} := Ty throughout the following. To simplify notation we will
call T, again T as no confusion can arise. Note, however, that the definition of N-admissible
sequence must be modified since the length Nr of the blocks comprising the sequence, for example
in Theorem 2.7, is computed for the map T,. Thus a single block in an N-admissible sequence
should comprise at least n/NV billiard maps that are close in the sense of Definition 2.4.

Definition 3.2. For W € W?, forT,, as in (2.2) we denote by G, (W) the homogeneous components
of T, YW, where we have subdivided the elements of T, *W longer than 8y into elements with length
between 0¢/2 and 6y so that G,(W) C W*. We call G,(W) the nth generation of W.

Let Z,,(W) denote the set of curves W; € Gn(W) such that T;(W;) is not contained in an element
of Gn—j(W) having length at least 60/2 for all j =0,...,n.

The following growth lemma is contained in | , Lemma 5.5, but we include the proof of item
(b) here for convenience and to draw out the explicit dependence on the constants.

Lemma 3.3. There exists Cy > 0 such that for all W € W* and n > 0 and {1,
o) Y |JwTulcow,) < Cobly;

b) Z ‘JWiTn|CU(Wi) < 6'050_1|W| + Cpbt.
Wi €Gn (W)

Proof. Item (a) follows by induction on n from (3.8) and the constant Cy from (H3) comes from
translating from the adapted metric to the Euclidean metric at the last step. We focus on proving
item (b).

For W e W#, let Ly (W) C Gp(W) denote those elements of G (W) having length at least dg/2.
For k < n and W; € G,(W), we say that V; € Ly(W) is the most recent long ancestor of W; if
k < n is the largest time that T,,_pW; is contained in an element of Li(W). Then by definition,
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Wi € I,,—(V}). Note that if W; € L,(W), then k = n and W; = V;. Now we estimate,

> wTaleowy <> D Y IwTarleoawn v, Tileogs)
Wi€Gn (W) =L V,€L, (W) WieT, (V;)

+ > I Taloogny

Wi€Z, (W)

T A
= oY1 ’V| oY1 »
k=1 Ve L, (W) J

where we have used item (a) of the lemma to sum over W; € Z, (W) and (3.5) to replace

| Jv; Tl cov;y with li?%‘?' Now since Uy, er, w)TxV; C W, and |Vj| > 6/2, we have

n
1/3
Z ’JWiTTL|CO(Wi) < Z 009711_k2(50_1|W|€C‘160 + 009? R
Wi€Gn (W) k=1
which proves the lemma with Cj := %ecﬁé/g. ]
Remark 3.4. It is not necessary to work with T = T; in Lemma 5.5. It follows equally well
from (3.4) with 0y replaced by 0y. However, the stronger contraction provided by (3.8) is useful for
Lemma 6.1 and the arguments following it.
Observe that if |W| > 60/2, then all pieces W; € G,,(W') have a long ancestor and can be included
in the sum over k; in this case, the second term on the right side of item (b) is not needed, and the
value of Cy remains unchanged.

3.3 Transfer operator

We define the transfer operator £ associated with T acting on scales of spaces of distributions as
in [DZ1]. For {1;}7_; C Z(4, Ky, E4), we denote by T, "W? the set of curves W € W* such that
T,W € W? for all j =0,...n. For a < 1/3, let C*(T,;'W?*) denote the set of complex valued
functions on M that are Holder continuous on elements of 7, *W$. Then for ¢ € C%(W?), we have
Y oT, € CYT,'W?*) (see Lemma 5.2(a)). Define

Lop() = p(y o Ty), for e (CH(T, ' W))* .

This defines L7, : (C*(T;7'W*))* — (C*(T,,,W?))* for any n > 1. See [D71] for details.

Recall that by (H5), all our maps 7T preserve the smooth invariant measure dysgp = ¢ cos @drde,
where ¢ is the normalizing constant. When du = fdusggs is a measure absolutely continuous with
respect to ugrs, we identify p with its density f. With this identification, the transfer operator
acting on densities has the following familiar expression,

ETf = f OT?la

and so Lnf = Lr, - Ly, [, pointwise. We choose this identification of functions in order to
simplify our later work: using the reference measure uggs, the Jacobian of the transformation is 1,
making £ simpler to work with.
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4 Cones and Projective Metrics

Given a closed,” convex cone C satisfying C N —C = (), we define an order relation by f < g if and
only if g — f € CU{0}. We can then define a projective metric by

a(f,g) =sup{A € RT : \f < g}

B(f,9) =inf{u e R" : g < uf} (41)
e B(f,9)

4.1 A cone of test functions

For W e W5, a € (0,1] and a > 1, define a cone of test functions by

Dyo(W) = {1/1 e COW) : 4 >0, ¥lz) < @ yr oy e W} :
’ P(y)
where d(-, -) is the arclength distance along W.
The Hilbert metric associated with this cone and defined by (4.1) depends on the constant a
and the exponent « determining the regularity of the functions. For each such choice, the Hilbert
metric has the following convenient representation.

Lemma 4.1 (| , Lemma 2.2]). Choose o € (0,1]. For 11,192 € Dgo(W), the corresponding
metric pw.a,a(-,-) s given by

ad (z,y) ead u,v) v
(i) —log | sup S WD V) T () —valv)
z,y,u,veEW € ) ¢2( ) 1#2 (y) € ¢1( ) 1#1 (U)
A corollary of this lemma is that D, (W) has finite diameter in D, g(W) if f < av and |[W| < 1
(the proof is similar to [ , Lemma 2.3] noting that d(z,y)® < |[W|*Pd(z,y)?).
The next two lemmas are simple consequences of the regularity of functions in D, (W) for

W € W?*. We denote by myy the measure induced by arclength along W.
Lemma 4.2. For any a € (0,1] and W € W?® with |W| € [§,26], any ¢ € Dy o(W) and x € W, we

have
0y () < Wy (x) < el
fW ¥ dmyy fW pdmyy
Proof. The estimate is immediate since inf ey ¥ (y) > Y(z)e~ W, O

Lemma 4.3. Given a € (0,1], W € W?, 41,12 € Dy ow) and x,y € W,

—owaa W) < L1@VY) (10
¢ = Ga(@yin(y) =€

Proof. According to (4.1), we must have,
Yo(z) —aYi(z) >0 VzeW  and  vo(y) — Bii(y) <0 VyeW.

This in turn implies that

PWa,a(P1,12) = log ﬂ Va,y € W.

O]

5 (losed here means that for all f,g € C and sequence {ay} C R such that lim, o an = @ and g + an f € C for
all n € N we have g + af € CU{0}.
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4.2 Distances between curves and functions

Due to the global stable cones C*® defined in (H1), we may consider stable curves W € W? as
graphs of C? functions over an interval Iy in the r-coordinate:

W ={Gw(r) = (r,ow(r)) :r € Iy }.
Using this representation, we define a notion of distance between W, W?2 € W* by
dys (W W?) = [opn = owelona,inry0) + 1wt O T, (4.2)

if W' and W? lie in the same homogeneity strip and |[Iyy1 NIyy2| > 0; otherwise, we set dyys (W, W?2) =
oo. Note that dyys is not a metric, but this is irrelevant for our purposes.

We will also find it necessary to compare between test functions on two different stable curves.
Given W1, W? € W with dyys (W1, W?) < oo, and v; € D, g(W?), define

4o, 2) = 61 0 Gy |Gl | = 3 0 Guwal| Gl oo, s oy (43)
to be the (Holder) distance between ¢; and w9, where |Gy, || = \/1+ (dew /dr)?. Note that d,

depends on .
Also, by the bound B on the curvature of elements of W?*, there exists B, > 0 such that

B.= sup |gyylcomw) < oo. (4.4)
Wews

Remark 4.4. Note that if d.(11,12) =0, then

/ Yrdmyn = / Yo dmyy2

where W" = Gyr(Iyr N Iy2), k=1,2.

4.3 Definition of the cone

In order to define a cone of functions adapted to our dynamics, we will fix the following exponents,
a,f,7,q > 0 and constant a > 1 large enough. Choose ¢ € (0,1/2), f < a < 1/3 and finally
7 < min{a - §,q}.

For a length scale 6 < /3, define

WS (8) = {W € W*: [W| <25} and W3(8) = {W € W*: |W| € [5,20]} .

Let A, denote the set of functions on M whose restriction to each W € W?# is integrable with
respect to the arclength measure dmyy. For f € A, define,

N Jw f dmw
Iy = sup  w vdmw]
wews o) Jw ¥ dmw
’L/)E'DQ’B(W)
Setting Ao = {f € A« : ||f||} < oo}, we have that || - [|7 is a seminorm on the vector space Ap.

Definition 4.5. As usual, we consider the vector space of the classes of equivalence determined by
the semi-norm (f ~ g iff |[f — glly = 0) and call A the resulting normed vector space. Remark
that if f ~ g, then f and g are equal almost everywhere both with respect to Lebesgque and to SRB
measure lspp. In the following, we can then safely ignore the issue of equivalence classes and we
will not mention it explicitly.
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We will find it convenient to measure the average of functions in our cone on long stable curves,
i.e. elements of W#(§). To this end, define for f € A,

fihdmyy . f dmw
71l = sup U}VW‘ Ml = e wlOdme
wews) Jw ¥ amw wews@) Jy ¥ dmw
d)GDa’B(W) wE'Daﬁ(W)

Recall that we denote the average value of ¥ on W by fW PYdmy = ﬁ fW ¥ dmyy. Since all
of our integrals in this section and the next will be taken with respect to the arclength dmyy, to
keep our notation concise, we will drop the measure from our integral notation in what follows.

Now for a,c, A, L > 1, and § € (0,d¢/3], define the cone

Coanl®) = {F € AN} IIfIl, < LIl (46
swp  swp (Wt sy (47)
WEWS (8) h€D, 5(W) fw ¥

YIWE W2 € WE(8) : dyys (W W?2) < 6,¥1; € Dyo (W) = di(1b1,19) = 0,
Jur for - fye [
fwl ¢1 fw2 ¢2

We write the constants ¢, A, L explicitly as subscripts in our notation for the cone since these will
be the parameters which are contracted by the dynamics. By contrast, the exponents «, 5,7, g are
fixed and will not be altered by the dynamics, while the constant a, which will be chosen in Lemma
5.2, will not appear directly in the contraction constant of the cone.

Intuitively, (4.6) requires that the ‘mass’ of functions in the cone be evenly distributed through-
out the phase space, while (4.7) implies that, even though the functions in the cone are not neces-
sarily bounded, their average on a short stable curve W cannot be larger than some constant times
|W]9=1. Condition (4.8) says that, once you integrate along stable curves, you get an object which
is morally y-Hélder on the space of curves with the ‘metric’ dyys. That is, (4.8) implies some form
of weak Holder regularity for f transverse to the stable cone.

< dys (W W) 8 e A I - (48)

Remark 4.6. The above cone is a considerable simplification of the one introduced in [ , Section
4.1]. The parameter ¢ in [ , Section 4.1] plays the role of the parameter q here: it allows one to
control the integral of an element of the cone on short stable curves. By contrast, the introduction
of the new Hélder exponents a, 3,7 is necessary, as already evident in [DZ1] and [DZ2], to allow
for the wilder singularities present in billiard maps with respect to the ones treated in [ , Section
4]. In particular, the requirement o < 1/3 is forced by the distortion bound (H4), which in turn
depends on the choice of homogeneity strips. The relation between the above cone and the norms in
[DZ1] and [DZ2] is very close: the cone has a natural norm associated to it (see [ , Appendix
D.2 and, in particular, equation (D.2.1)]) which is very similar to the norms in [DZ1] and [DZ?2].

For convenience, we require dg to be sufficiently small so that
g
e < 9. (4.9)
This will imply similar bounds in terms of § since ¢ < ¢ /3.

Remark 4.7. Note that, by definition, || - || decreases when & decreases, while || - ||_ increases.
Thus if (4.6) holds for some § > 0, it will hold automatically for all smaller 6. We will see that cone
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invariance has the same property. In fact, as will become clear from our estimates in Sections 5
and 6, in order to prove that the parameters contract, we will need to choose A large compared to
L, and c large compared to A. This yields the compatible set of restrictions, 1 < L < A < c.

By contrast, the exponents are fized by the regularity properties of the maps in question: o < 1/3
due to (3.5), and B < « so that D, (W) has finite diameter in Dqo(W), while v < o — [ is
convenient to obtain the required contraction in Lemma 5.5. See Section 5.3 for all the conditions the
constants must satisfy for Proposition 5.1. Several further conditions are specified in Theorem 6.12
to prove the strict contraction of the cone.

Remark 4.8. Note that, since 0 ¢ C. a.1,(0), condition (4.6) implies ||f||_ > 0, hence for all
W € WH(8), > € Dy 5(W),

R Ty (4.10)
w w
In particular, this implies

d
Il = sup  Awlvdmw

Wews(5) fW P dmwy
’lZJG'Daﬁ(W)

for f € Cecar(9).

In addition, condition (4.7) implies

AlFIL > s swp erywpmal Vs e
WEW? (8) $€Dy (W) Jw

However condition (4.6) is not vacuous since we assume A > L.

Remark 4.9. To have an idea of which functions can belong to the cone note that a function that
is strictly negative on a ball of size 206 cannot satisfy (4.6) and hence does not belong to the cone.
On the other hand each f € C! such that inf f > L|flloc and ||f|lc1 < cinf f belongs to the cone.
See also Lemma 7.6 for a more detailed description of functions that belong to the cone.

We will need the following lemma in Section 6.2.

Lemma 4.10. For all f € Cc a.1,(6), W € W?*(9) and all 11,12 € Dy g(W),

fW fwl . fW f7/12
fw Y1 fW P2
Proof. Let f € Cca,(6), W € W?*(9) and 1,92 € Dy g(W). For each A, n > 0 such that Ay <
o = pay, hence also Ay < ihe < pihy, we have
Jw fa A [y for + [y £ — Mir) - A Jw fin

fwa B JCWIZQ B Mfwwl’

where we have dropped the second term above due to (4.10) since 13 — M)y € D, g(W). Taking
the sup on A and the inf on p, and recalling (4.1), yields

fo¢1_fo¢2<fo¢1
fwir  fwe T fpth

Then, since |W| > 6§, we use (4.6) to estimate,

fW fwl
fW ¥

Reversing the roles of 1 and 12 completes the proof of the lemma. O

< 26 Lpw,ap(t1, v2) £ -

fwfdjl
JCW¢1 '

(1 — e PWas102)) < puo () i)

< WAl < 20L{]Lf]1- -
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5 Cone Estimates: Contraction of ¢ and A

In this section, fixing F(7y, Ky, E.), we will prove the following proposition. Let ng > 1 be such
that ACef™ < 1/16.

Proposition 5.1. If the conditions on 6,ng,a,c, A, L specified in Section 5.3 are satisfied, then
there exists x < 1, independent of the cone parameters,® such that for all n > ng and {Lj}?zl -
(7w, Ky, Ey),

EnCC,A,L((S) c Cxc,xA,?)L (6) .

Note that the parameter L is not contracted, although it cannot grow too much. To have a
contraction of L we need to use the global properties of the map (some kind of topological mixing,
see Section 6 for details), while the proof of Proposition 5.1 is based only on local arguments.

Before proving Proposition 5.1 we need some facts concerning the behaviour of the test functions
under the dynamics.

5.1 Contraction of test functions

For {¢; 71 C (1, K, E), W € W3, 4p € Dy (W), and W; € G, (W), define

Tow,p = Tt = 0 Ty - Jw, T,
where Jyy, T, denotes the Jacobian of T;, along W; with respect to arclength.
The following lemma is a consequence of (H1).
Lemma 5.2. Let n > 0 be such that CfﬁA*Q" < 1, where C1 < 1 is from (3.1), and fix a >
(1-— C;BA*B")*ICdéé/g_B. For each B € (0,1/3], there exist 0,& < 1 such that for all W € W*
and W; € G,(W),
a) Tpi(Das(W)) C Dy s(Wi);

b) pwoas(Tnithr Tnitha) < Epw,a,p(thr, ¥a) for all 1,4y € Dy g(W).
Proof. (a) We need to measure the log-Holder norm of fn,id) for ¢ € Dy 3(W). For xz,y € W,

recalling (3.1), we estimate,

Toitb(x) _ $(Toa)Jw,Tu(x)

Toib(y)  V(Tny)Jw; Tu(y)
where we have used (3.1) and (3.5) as well as the fact that # < 1/3. This proves the first statement
of the lemma with ¢ = C’l_BA—B” + a—lcd(;(l)/i”*ﬁ‘

b) Using Lemma 4.1, if 11,92 € Dyq 5(W;), then,
(b) B
| eodlew)” hi(z) — ¥ (y) ead(u)” ~Pa(u) — 1/12(7))]

ad(Tna,Tny)P+Cqd(x,y)t/3 < e(aC’l_ﬁA*B"—&-Cdéé/?ﬁB)d(:c,y)B
— )

IN

e

P\ 5 =1 ’
PW;, ﬁ(¢1 1/)2) 0og _x7y7itlvl)ewi cad(z,y)? ¢2(1’) — w2(y) cad(u,v)? by (u _ ¢1(U)

)

)
e(a+oa)d(%y)ﬁ —1 e(aJr‘m)d(u’U)ﬁ -1 wl(y) )

(

Pa(v)

< . ) (5.1)
< log e e@—od@y)? _ 1 gla—oadw)® 1 Py(y) - ¢ (u)

<lo _(a + 0'(1)2 _€2a(1+0)5g _€2a55 — K

=108 | (a — ca)? o

5By independent of the cone parameters, we mean that we may first fix y < 1, and then choose ¢, A, L, § satisfying
the conditions of Section 5.3 so that the contraction by x is obtained for all choices of ¢’ > ¢, A’ > A, L' > L and
d’ < & that satisfy those conditions. Note, however, that larger A’ > A requires no to increase in size.
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Thus the diameter of Dyq,5(W;) is finite in D, g(W;). Part (b) of the lemma then follows from
[ , Theorem 1.1}, with & = tanh(K/4) < 1. O

Corollary 5.3. Let ny denote the least positive integer satisfying C;’BA_ﬁnl <1 and aC’fﬁA_Bnl +
1
C’déé/s_ﬁ < a. Define £ = &% < 1. Then for W € W?, n>ny and W; € G,(W),
pWisap(Tnitn, Tnithe) < €"pwiap(W1,402)  for all 1,4 € Dy g(W).

Proof. The proof follows immediately from Lemma 5.2 once we decompose n = kni + r, where
r € [0,n1) and write

Tn7Wi¢ = Tn1+7'7Wi © Tnh n1+'r(Wl) © T ni T2n1+T(W1) "0 TnlaT(kfl)n1+r(Wi)¢'

Each of the operators T 11, T w;) satisfies Lemma 5.2 with the same o and €. The corollary then

ny +r(
follows using the observation that £"/™1) < ¢ wn > n,. O

It is important for what follows that the contractive factor £ < 1 is explicitly given in terms of
the diameter K, which depends only on a, o, §p and 8, but not on §. While n; depends on the
parameter choice 3, it also is independent of J.

In what follows, we require ng > ny by definition, so that Lemma 5.2 and Corollary 5.3 will
hold for all n > ng.

5.2 Proof of Proposition 5.1

This section is devoted to the proof of Proposition 5.1.

5.2.1 Preliminary estimate on L

For W € W#, recalling Defintion 3.2, we denote by Sh,,(W;d) the elements of G,, (W) of length less
than § and by Lo, (W;J) the elements of G, (W) of length at least 4.

Lemma 5.4. Fiz § € (0,00/3) so that 4465, Co < 1/4, then, for all f € Ce a.1.(8) and n > ng,
ILaflll < SIFIL  and  Lafll- = 5l
Proof. Let W € W*(6), ¥ € Do g(W). Then,
/ Lofv=" > / fooTnJwTnt > / F 0Ty Jw Ty (5.2)
W€ Lon (W;36) Wi Shn (W;6)

Now since 9 o Tp,Jw, T, € Dy g(W;) by Lemma 5.2, we subdivide elements W; € Lo, (W;J) into
curves U} having length between ¢ and 26 and use the definition of ||| f||, on each such curve to
estimate,

/Wi FooT,hnTy < SIS, /U oTudwTy = Il /T v

To estimate the short pieces, we apply (4.7), change variables again and use ¢ € D, g(W), and
finally apply Lemma 3.3(b) since Shy,(W;0) C G,(W), to estimate

> /fon W< Y |||f|r|_A\Wz~|q61—quionaniTn

Wi EShy, (W;6) Wi EShy, (W;6)

<GANAL " f b (Cosy ! W1+ Cat).

17



Putting these estimates together in (5.2) and since [W| > ¢ implies 6 f;, ¥ < [;;, %, we obtain,
a B e - n
[eafos S Wl [ AN [ (Cotayt + o)
w W;€Lon (W:9) T Wi w
<l [ 0 (14 A 657 Co + Cot) )
w
Now (4.9) implies e?2)” < 2 and our choices of ng and § imply 24 max{Cydd; ', Cof7°} < 1/4,

which yields the required estimate on ||y, f||,. for all n > ng.
For the bound on |[|£,f||_, we perform a similar estimate, except noting that for W; €

Lo, (W;0),
| roeTiwtiz i [ v,

we follow (5.2) to estimate,

(5.2
[eafoz S W[ = AN [ (Cosay + o)
W W; € Lon (W;6) TaWi w
> Il /W b (12460 (555 Co + Cot}))
Again using our choice of ng and §, we have 4AC07 < 1/4 and 4458, 'Cy < 1/4, which yields
ILaflll— = 3lAI- O

In particular the above implies the estimate: for all n > ny,

Ieaflly L IFIL
3 3L. 53
IEafl =217 = (5.3)

5.2.2 Contraction of the parameter A

We prove that the parameter A contracts in (4.7). Choose f € C.a,(d). Let W € W?* with
|[W| <20, ¢ € Dyg(W) and 2 € W. From now on, we will refer to Lo, (W;d) and Shy,(W;0) as
simply Lo, (W) and Sh,(W). We follow (5.2) to write

Enfw‘é JoT, Jw,Tn +
/. Y fgeenants 3

W;€Lon Wi€Shn (W)

’Wi

< X W[ eTudwTur X ASTUWEA f 6o T AT,

W€ Lon (W) i W;€Shn (W)
_ |Wi| 9| T, W]
< Z |Hf|H_L/ ¥+ ASTIW| £l ] co Z W T
W€ Lon (W) T Wi W; €Shn (W) Wi [Wil

where in the second line we have used (4.7) for the sum on short pieces. Since |W| < 24, the first
sum above is bounded by

A= L] ][W v < Il -2L8 4w ][W .
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For the sum on short pieces, we use Lemma 3.3(b) and the Holder inequality to estimate’

q 1—q
|W;|9 | T, Wi T, W]
= Jw Tl coq,
Wie%;»(vm Wi wil = wie%;w) (W] Wi%;(w)’ wi Tnlooqws)
< (Cody ! [W| + Coty)' .

Combining these two estimates with Lemma 4.2 yields,

| Jw £nf ¢
fw ¥

This contracts the parameter A if 2LA™! + a(26)” (26’0555 Ly Cof)' 9 < 1, which we can achieve
if e2(20)” < 9

< ASTIWFI| (22471 + 2 (Cosg W]+ Cot) 7). (5.4)

A>A4L,  and  (2Co005" + Cof0) "7 < 1/4. (5.5)

Remark that since L > 1, we have A > 4, and so according to the assumption of Lemma 5.4,
2006551 < 1/32. Moreover, Cpf® < 1/64 by choice of ng, and since 1 — ¢ > 1/2, the second
condition in (5.5) is always satisfied under the assumption of Lemma 5.4.

5.2.3 Contraction of the parameter c

Finally, we verify the contraction of ¢ via (4.8). Let f € Cca.1(d) and W1, W2 € W* with [W*| < 2§
and dyys (W, W?2) < §. Take ¢y € Do WF) with d (11, 102) = 0.

Without loss of generality we can assume |[W?| > |W!| and JCW1 11 = 1. Next, note that cone
condition (4.7) implies (see Lemma 5.4)

fwl ﬁnfwl . sz ﬁnfq/}Q
fwl ¢1 fw2 ¢2

1 2
It follows that the contraction of the parameter c is trivial for [W?2|? < 5(1_7%' Thus it
suffices to consider the case

< AASTIWR Lo £ -

dyys (WL W2)e
S .
Remark that by definition, dyys(W?!, W?2) < § implies Iy, N Iy, # 0. To proceed, define

Cy = \/ 1+ (Ks Vo 1)2, which depends on the maximum absolute value of the slopes of curves

|W2|‘1 > 5977

(5.6)

in the stable cone defined in (3.1). We assume,

q>7v,and ¢>16C7. (5.7)

Next, for any two manifolds U? € W?* (§) defined on the intervals I; with J = I; N I3, by the
distance definition (4.2) we have,

2
\WWMﬂ%/M%PWWW+Z/IMW
J = Jn\J

< / 1Gly — Gl ldr + Cal T A o] < ([UY] 4+ C)dys (UL, U).
J

(5.8)

"Note that 3, [T, W;| < [W| and Tl < |Jw, Tulcoqw,)-
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Since le Y1 = 1, we have [¢h1]oe < €29, On the other hand, since Iy N Iy2 # 0
and d,(1h1,v2) = 0, there must exist r € Iy N Iy such that 1 o Gy (r) |Gy (r)l] = 2 o
Gw2(7)]|GYy2(r)||. Thus since,

Gy (I _ \/ L+ (oy ()2 \/1 N (Py1 (1) = Dy (1)) (260052 (1) + (31 (1) = 92 (7))
|Gy (r) L+ (@l (1))? L+ (@l (1))?
< 1+ dyys (W W2)(2 4 dyys (WL W2)) < V1430 < 2,

where we use § < 1, we estimate,
|o]o0 < 267204y | o < 26200207 (5.9)

Then recalling Remark 4.4 and (4.9), it follows that
[ e
wi w2

Putting this together with (5.8) and using le 1 = |W1|, we estimate,

= [l < | e [

< (WY +5.8 Cy)dyys (W, W?) < 6Csdyys (W, W?),
where we have used (4.9), 36 < dp <1/2 < (C5/2 and o > f.
Hence, recalling Lemma 5.4 and (5.4), dyys (W', W?) < § and using (5.6), (5.7) and (5.10), we have

< @O Ty \ Lyz| 4 290204 Iy2 \ Iy |

< 20,22 dys (W W?) < 4.8 Codyys(WE,W?).

IN

(5.10)

fwlﬁnfwl fW2 nf¢2 ‘ ’ |W2’ ’
Lo e / Lofths — / Cofin| + / Lafa|| 1 -
5
‘/ Lnfip1 — / L f1ba +A[|W2’] y—/W2 Vol 2|1La fI_ (5.11)

Lafin= [ Lufin) + 271 13CIAR s (W WET I 1)

_’vvl

To conclude it suffices then to compare [i;,1 Ln f 11 and [z Ly f 2. To this end, define G5 (W*)
as the nth generation of pieces in T);7'W* as in Definition 3.2, but with pieces subdivided between
length § and 2§ rather than dp/2 and dy. We create partitions of G3(W*) into ‘matched’ and
‘unmatched’ pieces as follows. For each curve W' € GS(W'), we construct a foliation of vertical
line segments {Ex}xewil centered at x and having length at most 3C; A~ 1dyys (W, W?) such that
their images under 7, either end on a singularity curve in S@n or, if not cut by a singularity, have
length 3dyys (W1, W?2), with length at least dyys(W?1, W?) on each side of T},(z).

In the latter case, this implies that ¢, intersects a unique homogeneous element of T, 1WW2.
Let the subcurve U}’ 4+ C Wi1 be the union of the points x for which this happens and let Uf L=
{t: NT;; ' W?},ev, , be the corresponding subcurve in T, 'W?2.® Since U,L»’f+ has length at most 24,

8Note that, by | , Proposition 4.47], given two maximal homogeneous subcurves of T, YW* that are connected by
a vertical segment disjoint from S, there must exist two piecewise smooth curves in SI that connect the boundaries
of such two subcurves forming a rectangle that does not contain any element of S¥ in its interior. Thus Uf’_,_ must be
a connected subcurve.
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3 3 Wi,=Uiy vz vZv?

iy vl 'u2 —wl w

Figure 1: The Decomposition U]]-g , V]k .

then UZ% . can intersect at most 3 elements of G2 (W?), due to the possible different ways in which long
pieces have been split in G2(W1') and G%(W?). We call U]2 the elements of {UZ%Jr N I/VZQ}leegg(Wz)
and set U]-1 ={z ¢ Uil’Jr : N Uj2 # ()}. We call the subcurves Uf, k = 1,2 ‘matched’, while we
call the remaining subcurves VJk ‘unmatched’. Note that, by construction, each I/Vi]”C € gg(Wk) can
contain at most two unmatched elements and at most 3 matched elements. In addition, for x € le,
either T},(¢,) intersects S™, or T}, () is near an end point of W*. In either case, due to the uniform
transversality of stable and unstable cones, \Tn(V;l)] is short in a sense we will make precise below.

Thus we have defined a decomposition of Go(W*) = UjUJ]-C U Ujij, such that Uj1 and U ]2 are
defined as the graphs of functions GUJ;‘C over the same r-interval I; for each j.

Using this decomposition, writing T Uk Wk = Yy o Ty Jyw'l, and similarly for fn vk, we have
g J g

/Wk Lo fyr = Zj: /Uf ffn,u;swk + Zj: /V]k ffn,vjkm- (5.12)

We estimate the contribution from unmatched pieces first. To do so, we group the ij as follows.
We say ij is ‘created’ at time 0 < ¢ < n — 1 if 7 is the smallest ¢ such that either an endpoint

of Tn_t(ij) intersects T),,, (S, or Tn_t(ij) is contained in a larger unmatched piece with this
property (this second case can happen when both endpoints of VJ”c do not belong to 8%). Due
to the uniform transversality of the stable cone with curves in T, (Sf') as well as the uniform
transversality of the stable and unstable cones, we have |T; n_ZVJk| < C3A"dyys (W1, W?), for some
constant C3 > 0. Define P(i) = {j : le created at time 7}.
For ease of notation, when we change variables, we will adopt the following notation for n > 1,
k>0,
Thnt=1,0--0T,

ln—k+1 °

(5.13)

In this notation, 15,0 = T, and T;, = T}, p—1, © Thr ;.

Although we would like to change variables to estimate the contribution on the curves Tn,i(le)
for j € P(i), this is one time step before such cuts would be introduced according to our defini-
tion of G2(W), so Lemma 3.3 would not apply since there may be many such Tn,i(le) for each
W} € GJ(W1). However, there can be at most two curves Tn,i,l(le), Jj € P(i), per element of
W} e Qf 1 ( 1), so we will change variables to estimate the contribution from curves of the form

Tn_i_l(V}) instead. We have two cases.
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Case 1. The curve in TLZ“(Sgﬂ) that creates le at time © is the preimage of the boundary of a
homogeneity strip. Then Tn,i,lel still enjoys uniform transversality with the boundary of the
homogeneity strip and the unstable cone, and so |Tn_i_1Vj1] < O3A~Ldyys (WL W?2) as before.
Case 2. The curve in TLZH(SgH) that creates le at time i is not the preimage of the boundary of
a homogeneity strip. Then le undergoes bounded expansion from time n — ¢ to time n — ¢ — 1.
Thus ‘Tn—i—l(‘/jlﬂ < CC3A dyys (W, W?2), where C > 0 depends only on our choice of kg, the
minimum index of homogeneity strips.

In either case, we conclude that \Tn_i_l(le)| < C3A"tdyys (WL, W?), for a uniform constant
C3 > 0. Also, since Tn_i_l(ij) is contained in an element of gg_i_l(W), it follows that all such
curves have length at most 24, thus we may apply (4.7),

Z/ fT, i) < Z > / Lr—i1f 10 Top—i—1 Iy, vy Tan-i-1
n i— 1

i=0 |jeP(i)

< Z > AS T i (VO Lnica Pl -1t o), vy Tnn—i-aleoqr, )
i=0 jeP(i)
n—1
<N ASTICIN dyys (W W) L1 Il - (2C0 + CobT ) |coqw),
i=0
where we have used Lemma 3.3-(b) for the sum over j € P(i) since there are at most two curves
Tn—i—1(V}) for each element W} € G, (W).?
Since n > 2ng, we have either that i + 1 > ng or n — (i + 1) > ng. In the former case,
NLn—i—1fll_ <2[|Lnf||_ by Lemma 5.4. In the latter case,

ILn—i-1fll- < WLn—i-1flly < SNFNL < 3 LI < BLILaf_, (5.14)

where we have used Lemma 5.4 twice, once on [|£,—;—1f|| . and once on [[f[|_. Since the latter
estimate (5.14) is the larger of the two, we may use it for all i.
Also, using the assumption that dyys (W', W?) <6 and (5.7) yields,

S dyys (W, W) < S Vdyys (W W27,

Collecting these estimates and summing over the exponential factors yields (since the estimate for
Vf is the same),

< CLALS  Vdyys WE WL fl, (5.15)

3 /V AT,

for some uniform constant Cy depending only on F(7y, K4, E,) and not on the parameters of the
cone.
Next, we estimate the contribution on matched pieces Uf. To do this, we will need to change

test functions on the relevant curves. Define the following functions on U; 1

Jr =120 Ty 0Guzo Gyl s JupTy = JyaTh o Guz 0 Gyl
|Gall o G (5.16)
W’

Tn,U; (2) = Y2 - Ji2 T

9Noticg that since we subdivide curves in G3 (W) according to length § and not &y, the estimate of Lemma 3.3(b)
becomes Cod W | 4+ Cob} < 2C + Cob?, since |W| < 26.
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Note that d. (f vz (2), Nn v2(12)) = 0 by construction. Also we define
(] g

vy =min{T, ;1 (1), T, y2(12)}

. - (5.17)
Uy = T (1) =¥ 5 vy =T, p2(v2) — 05

We will need the following lemma to proceed.

Lemma 5.5. If ¢ > 4(1 + My)4, My is defined in (5.28), then there exists C5 > 1, independent of
n, Wt and W? satisfying (5.6), such that for each j,

a) dys(U},U?) < CsA ™ "dyys (W, W?) ;

~

TTL,U]-l (i (aj)

b) e—C5dws (Wl,W2)a <
Tn,Ujﬂ/]? (‘T)

1 2\
< b (WLWOT vy e U

)

a—B
c) setting B =38 [Csa™'] " dyys(W?, W2)2=8 we have 1[11%- + By, € DQ,B(U}), i=1,2.

Moreover, Tn u2¥2 and ¢ belong to Daya(Ujl).
g

We postpone the proof of the lemma and use it to conclude the estimates of this section.
For future use note that Lemma 5.5(b) implies

0 < ¢p(x) < 2C5dws (W W) Y5 (). (5.18)

Observe that since w,ﬁj + By ;€ Da,B(Ujl), k = 1,2, recalling (4.10) we may estimate,

[

=‘/Uj1f(wﬁj+3¢j)—/l];f3¢j
< A51—Q|U]1‘q”|f||_max{]{ﬁ(w,ﬁj —I—B¢j_)>]{]l Biﬂj_} (5.19)
< AU R+ Be).

Since d, (fn 22, fn r2¢2) = 0 by construction, and recalling Remark 4.4, Lemma 5.5(c), con-
g g
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dition (4.7), and (5.17), (5.18),

/ Pt — / T et / T by — / £ T et
ot O Y ot gt

Jur 1 T 22 Juz 1 T2t ][ .
Uy

<

+ = = T, 122

for Tawzt2 Jup Tazd2 o

Jor £ T p2t2 U2 — UL .
JffDostsl ORI £ 7,

e 1 n,uz
JCU].l Tn,U].“yZ}Z |Uj | Uz? J (5.20)
(s 08 + Bu) + fiu 08y + Bu)|
< As YU} _ ][2 T, o2l £l
ijZ Tn,U]Z¢2 U?

+dwe (ULUR8 e | T peall Il
J

2 1
U571 =155

AstUt|e

f Tl Il
U]? J

where for the first term, we have used that \fn U1 —Tn v2ta| = wlAj —|—w2Aj in order to apply (5.19),
b ] K ] 9, 9,

and for the second and third terms we used that Tn 22 € Dy o (U jl) by Lemma 5.5 to apply cone
g

conditions (4.8) and (4.7), respectively. Then, recalling Lemma 3.3(b), (5.9) and (4.9), and using
that by construction, there are at most 3 curves U ]2 in each element of G2(TW?2), we can estimate

> ][ T, 20 <Y ][ | T3 Tulooth2 © Ty < 3(Cod W2 + Cob7)2e2*)* < 36C,.  (5.21)
T U2 I SJuE R

Next, recalling (5.8), we have!”
UF| < (U} 11+ dws (U}, UF)) < 2IUj|
provided we impose
CsA7™5 <1 (5.22)

where Cj is from Lemma 5.5-(a) and A is defined in (3.1). Moreover, remembering the definition
of B in Lemma 5.5-(c) and equation (5.18),

F R+ BUT) < 10G5T, o) (W, W2)
Ul Ul J

J J

U? .
< 1005’31][ T, 2 (1h2)dyys (W, W27 (5.23)
U; | vz

< 2005][ T, o2 (02)dyys (WL, W),
U2 (]

J

where we have used the assumptions a — 8 > v and a > 1.

0Since the Uf are vertically matched, the term on the right hand side of (5.8) proportional to Cs is absent here.

24



Again using (5.8) and Lemma 5.5-(a) we have

2 1
U5 = U5

= | < e (U7 UDIUJT < (20)1C5A ™oy (W2, W), (5.24)
J

Inserting (5.21), (5.23) and (5.24) in (5.20) and recalling Lemmas 5.4 and 5.5-(a) yields,

E : ffn Ulwl - ffn U2¢2
- Ul g U2 (]
J J J

(5.25)
< 72Co A Y dyys (W W)L fIl— (29400587 + cC5s A~ + 29C5A™"6)
Then using this estimate in (5.11), and recalling (5.12) and (5.15) yields
le Ly f 1 _ fW2 Ly f 12 < {23_1/,]302 +CuL
fu1 1 foz 2 (5.26)
+72C0 (2940C507 + cC5A™ + 29C5A ") }A61*7dws (WL W2 1L flll
which yields the wanted estimate, provided
23-1909 + Oy L 4 72C) (2940C58” + cOsA™™ + 21C5A7"0) < c. (5.27)

5.2.4 Proof of Lemma 5.5

Proof. (a) This is [DZ2, Lemma 3.3].
(b) Recall that U]’-‘; is defined as the graph of a function GUJ’? (r) = (r, Pk (r)), for r € I]]-f, k=1,2.

Due to the vertical matching, we have Ijl = I?.
Now for x € Ujl, let r € I} be such that G1(r) = z. Set T = Gy2(r) and note that  and = lie
J J

on the same vertical line in M since U jl and Uj2 are matched. Thus by (3.6),
JpTale) Ty Ta(a)

J — J
JszTn(:v) JUJZTn(x)

< eCd(d(Tnx,Tna’c)l/:”-i-zz)(x,a’c)) < eCdModWs(Wl,WQ)l/?” (5.28)

where My is a constant depending only on the maximum and minimum slopes in C* and C*".
Next, for z € U jl consider

Y1 0 T () ||G’U]1 | o G(;J}(x)
Tala) G0 Gyl(a)
Let Ty, (x) = (r, Gy (r)) and T,,(Z) = (7, Gy2(F)), then

| — 7| < Modws (W', W?).
If r € Iz, then since dy (11, 12) = 0,

1o Gu(r) _ o Gui(r) Y20 Gwa(r) _ |Gy (7))l (ad(Grv, (r) Gy (M)

Y20 Gy () 20 Gyz(r) oo Gy (F) = (|Gl ()]

Next, since ||G;,1 — Gyl = [@)1 — @ly=| and |G|l > 1, we have

|Gy ()]
G (7))l

(G =Ciyall < s (W1 W2)

IN
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Gy, 1HoG 1(@)

.7
Similarly, e 2H GUl(z) <e

dws (U}.UF) Hence, using part (a) of the lemma and assuming

CsnogA~"06 7 < 1, (5.29)
yields
G G 1
Wy 0 Ty () | U];II G (x) < (M2 (W W)

dale) [Gall o Gyl (@)

The same estimate holds if ¥ € I}y1. Otherwise it must be that

[Iyr O Iz < Modyys (W W2)

but then, since |Iy1 Aly2| < dyys(W? W?) we would have |[W?2| < (14 Mp)dyys(W?', W?), which
violates (5.6) together with the assumption, provided

¢ > 4(1+ My)“. (5.30)
The estimates with the opposite sign follow similarly. Putting together these estimates yields part

(b) of the lemma with C5 = MoCyg6™/3~* + aMg + 2.
(c) As noted in (5.18), by (b) it immediately follows that

[0 ()] < | T ontn (@) = T, patia(e)| < 2Csdwe (W, W07 (),

Next, for z,y € Ujl, let 7 =Gy o0 G&}(z), g=Gzo G&}(y), and note these are well-defined due
J J J J

to the vertical matching between Uj1 and UjQ. Let r = G(ﬁ(a:) and s = G[;} (y). Recalling (4.4), we
e G ()l | |
r r(r s
IIGU;( )-G ( )II (Belr=sl < (Bed(e)
1G4 (s)I (8)|| -

and similarly for |G’ .]|. Usmg this estimate together with the proof of Lemma 5.2(a),
U;

Touzva(@)  Toppa(@) Gy (I G, ()]
To20aly) | To2al) 1 O TG Ol (5.31)

CriA—oniC 25 1/3=a)d(z,5)*+2Bxd(z, d(z,y)®
< elaCr +Ca(26) )d(z,5)*+ (2.y) < gad(z,y) 7

since d(z,y) < Moyd(z,y) and provided
(aCTIATO™ 4 Cy(20)/3~) M + B.(26)' % < a. (5.32)

To abbreviate what follows, let us denote g; = fn 11 and go = fn 2¢2. Then, given z,y € Ujl,
g g
we have ¢ (2) = gr(2), ¥; () = gr(y)- If k(z) = k(y), then, by Lemma 5.2(a) and (5.31),

¢;(‘T) _ gk(y)(x)
Vi (W) Ik W)

< ead(x»y)a .
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If k(x) # k(y), then without loss of generality, we can take k(x) = 1 and k(y) = 2. By definition,
91(z) < g2(x) and g2(y) < g1(y). Hence,

e—ad(zy)* < g1(:17) < 1/}]_('%) _ gl(‘r) < 92() < (@)™

Taly) T U () e20y) T ey

It follows that ¢ € Dau(Ujl), and by (5.31), T,, ;292 € Da,a(Ujl).
]
Then, for each 1 > B > 2Csdyys (W, W?2)® and z,y € Ujl7

A - 1 2\, /,—
iy (@) + Byy (@) < (B + 2Csdyy: (W7, W2)%)95 (z) < pad(e.y)* +4B~ Csdyys (W W) _ ad(z.y)?

V&5 (y) + BY; (y) ~ (B —2Csdyys (WL, W2)2)y7 (y) B

provided 8 B~ Csdyys (W, W2)® < ad(z,y)? and

(26)7F < (5.33)

DN | =

It remains to consider the case 8B~ 1Csdyys (W', W2)® > ad(z,y)®. Again we must split into
two cases. If k(z) = k(y) = k, then, setting {¢} = {1,2} \ {k},

UE(@) + BY; (@) _ gu(e) + (B~ gula) _ e gy(y) + =240 (B — 1)gi(y)
Ui (y) + By (y) ~ 9e(y) + (B — 1)gk(y) 9e(y) + (B — 1)gr(y)

< cad(ey)” {1 N W] < Al ) P U42B N d)? < Sdlry)?

<
(5.34)

B

provided that

a—B
8

d(z,1)* P (1 +2B7) < 4B [8Csdys(W!, W20 ] 7 <

N | =

That is,
a=B
B>8[Csa™t] @ dys (W W2 h.

The second case is k = k(x) # k(y) = ¢. In this case, there must exist £ € [z,y| such that
1/}]_(53) = g1(Z) = g2(Z). Then,

Vi (z) + Byj (@) _ 90(z) + (B — 1)gr(2) 9¢(z) + (B~ Dgr() _ ad(ay)”?

U () + BY; (y) Bg(@) @)+ (B - Dgi(a)

S]]

by the estimate (5.34). A similar estimate holds for ﬂJkA,j. It follows that we can choose

a=f
B=8[Csa™] = dys(WH, W2 F (5.35)

and have @Zlfj + B@Z); c Daﬁ(Ujl). 0
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5.3 Conditions on parameters

In this section, we collect the conditions imposed on the cone parameters during the proof of
Proposition 5.1. Recall the conditions on the exponents stated before the definition of C 4,1,(9):
a€(0,1/3], ¢ €(0,1/2), 8 < @ and v < min{a — 3, q}.

From (4.9) and Lemma 5.4 we require,

(207 62(165 <2 and 4AC’0550_1 <1/4.
From the proof of Lemma 5.4 and Lemma 5.2, we require the following conditions on ng,
ACpf}° <1/16 and C7'APm0 < 1.
From Lemma 5.2, Corollary 5.3 and the proof of Lemma 5.5, we require
a>aCy AP0 4 Cddé/?’_ﬁ and a > (aCTIATO™0 4 Cy(26) /3~ MG + B.(20)'

(recall that we have chosen ng > n; after Corollary 5.3).
From the bound on (4.7), we require in (5.5),

A>A4L.
For the contraction of ¢, we require (see (5.7), the proof of Lemma 5.5 and (5.27))

¢ > max {16C%, 4(1 + My)?} ; CsA™™05 " <1; (20)*F <1
23719301 4 CyL + 72Cq (2940C58” + cC5 A7 4+ 21C5A7™6) < c.

Finally, in anticipation of (6.21), we require,
cA > 20, (5.36)

These are all the conditions we shall place on the parameters for the cone, except for §, which we
will take as small as required for the mixing arguments of Section 6. Indeed, note that if the above
conditions are satisfied for some § = J,, then they are satisfied also for all 4 € (0, Js).

6 Contraction of L and Finite Diameter

Proposition 5.1 proves that the parameters ¢ and A of the cone C. 4 () contract simply as a
consequence of the uniform properties (H1)-(HS5) for any sequence of maps (73,); C F (7, Kx, Ex).
In this section, however, we will restrict our sequence of maps to be drawn from a sufficiently small
neighborhood of a single map Ty € F (74, Ky, Ey) in order to use the uniform mixing properties of
maps 1" close to Ty to prove that the parameter L also contracts under the sequential dynamics.
This is done in two steps. First, in Section 6.1, we use a length scale dy > v/ and compare averages
on the two length scales, § and &g, culminating in Proposition 6.3. This step does not yet require
us to restrict our class of maps. Second, in Section 6.2, restricting our sequential system to a
neighborhood of a fixed map Ty, we obtain a bound on averages in the length scale §y as expressed
in Lemma 6.8. This leads to the strict contraction of L established in Theorem 6.12, which proves
Theorem 2.3(a). We prove Theorem 2.3(b) in Section 6.3, showing that the cone Cyc 4,1 (6) has
finite diameter in the cone C. 4,1,(6) (Proposition 6.13).
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6.1 Comparing averages on different length scales

Recall the length scale §p € (0,1/2) from (3.8) and that & < d9/2. Also, recall that W?*(dy/2)
denotes those curves in W* with length between dy/2 and dy. We choose § < 5(2) and define

foq/}de fwfwdmw

f 0 = sup ) f (i: inf ’
1% A Ay T A1 WeWH (60/2) [y & dmyy
€Dy, 3(W) ¥€Das(W)

By subdividing curves of with length in [d/2, dp] into curves with length in [d, 2d], we immediately
deduce the relations,

AN < AN < WANS < AN - (6.1)

Lemma 6.1. Assume ¢% <2, from (4.9), and Ad < do/4, from Lemma 5./.
For alln € N, {¢; 71 C (1, K, Ex) and f € Cyerann(6) we have,'!

0
ILn Il

IN

1A% +3C0 Y ollAll < AN + Al (6.2)
=1

3
Ienfll> = I (6.3)

Proof. We prove (6.2) by induction on n. It holds trivially for n = 0. We assume the inequality
holds for 0 <k <n —1 and prove the statement for n.

Let W € W#(dp/2). Define Li(WW) to be those elements of G; (W) having length at least dg/2.
For k > 1, let Lj(W) denote those curves of length at least o/2 in Gx(W) whose images are not
already contained in an element of L;(W) for any i =1,...,k—1. For V; € Ly(W), let P,(j) be the
collection of indices i such that W; € G, (W) satisfies T;,_,W; C V;. Denote by Z9(W) those indices
i for which T,,_;W; is never contained in an element of Gx(W) of length at least §9/2, 1 < k < n,
and 0 < |[W;| < d9/2. Let Z,,(W) denote the remainder of the indices i for curves in G, (W), i.e.
those curves W; of length shorter than ¢ and for which T;,_;W; is not contained in an element of
Gr(W) of length at least dp/2. By construction, each W; € G, (W) belongs to precisely one Pj(j)
or ZY(W) or Z,(W).

Now, for 1) € D, g(W), recalling (5.13), we have,

Z / foTy, Jw,T, = / Lo fvoThnrkJv,Tnnk-
W, v, ‘

i€ Py ()

"The second inequality in (6.2) follows from (3.7).
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Using this equality, we estimate,

| o= D [ £ 00 T T+ / f 0Ty S, T

k=1v.eL,(w) Vi 1€TO(W
+ > /fon Jw, Ty
€L, (W)
<Y eIl / Vo Tk Ty T+ 30 Al [ 0o T,
k=1v,eLy(W) €T (W) Wi
+ > AW A | oy | Tw, Tulco sy
1€, (W)
n n—k
<> ¥ (ks o) [ v
= T )= Tnn—kVj
k=1 V'ELk (W) 1=1 , J
4 n
+ > \”f||\+ lw‘CO(W)‘JWiTMCO(Wi)+A%50|¢|CO(W)”|f|”+0091
€Y (W)

-1
; 1) g
< 0 i Y\ ad n
< [ u(na+ 3;0091H|f!||+) +(1r2a8)e [ w s,

where for the second inequality we have used the inductive hypothesis, and for the second and third
we have used Lemmas 3.3(a) and 4.2. This proves the required inequality if d¢ is small enough that
6“55 < 2 and ¢ is small enough that A0 < dp/4, both of which we have assumed.

We prove (6.3) similarly, although now the inductive hypothesis is || £ f[|> > (1—3 Zle Cob?)
for each k = 0,...,n — 1. We begin with the same decompostion of G, (W), although we simply
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drop the terms in ZO(W) since they are all positive (see Remark 4.8).

| cati= D /ﬁn WS 00 Ton kv, Tom i + /fon T

k=lv,ely(w i€TO(W

+ > /fqpoT Jw, Ty,

€L (W)
>Z Z |||£n kf“| / UJOTnn k:JVTnn k

k=1v;eL, (W)
> ASTUWU S o w | T Talcogw

1€Tn (W)

n n—k A 5
S ¢ U (1 =33 Cut) — Az dulienan 1o}

k=1V,eL, (W) Tnn—kVj
n—1
» 0 5B
> [ IFI%(1=3Y" bl 2Ae“50/¢ FII° Cod?
et ( > cunt) —2age [ v ICCus

n—1
—r\rfr\r‘l(l—szcoei) S Willdleoaw i Taleow

1€, (W)UZI (W)

1)
> [ o (13 S o - 240 ooy — oy
i=1

where again we have used Lemmas 3.3(a) and 4.2 as well as the bound || f]|_ < [|f]|®. This proves
the inductive claim, and from this, (6.3) follows from (3.8). O

To continue it is useful to set

_ log(8CH(Lbod " + 2A4))

M) Tog 1]

Next, we have a partial converse of Lemma 6.1.

Lemma 6.2. For alln > N(6)™ and {¢;}]_ C I(7s, Ky, Ex), we have

I£nflly < max Leflls + *\HfHL
I\IﬁanI__* _min 1L f]° — H!f\l!_

Proof. The proof follows along the lines of the proof of Lemma 6.1, using the same decomposition
into Lg(W), Z2(W) and Z,,(W), except that now we begin with W € W#(4) and ¢ € D, s(W). We
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have,

[edv s> X Measdl [ 0T ihTuns + X Wil [ ol

k=1v.eL,(W) i€ZH (W)

+ > ASTYWIIFI el oy [T Tl ooy
€T, (W)

< [ v, e WIS+ AL Comr Y [ v 2air) cr [ v

gooe

< [ (, max 1\||.ckf|||i+|r|f|\|_coe?<Laoa—1+2A>),
w =0,...n—

which proves the first inequality, given our assumed bound on n. Note that the ratio dy/d appears
in the second term since |W;| < dy/2, while |W]| > 6.
The second inequality follows similarly, again along the lines of Lemma 6.1.

/Lnf¢ > Z Z |H£n kf|||—/ onnn k:JVTnn k

k=1v;eL,(w)

> ASTYWI ANl co gy | Tws Tl cogw,
€Ly (W)

> i 6N | [ o= ST Willslenan T Tdenary | =24 | 0 11 Cot

€L, (W)HUZY (W)

I

> [ (i BESI (0 5™ o) — 24607171 )
and our bound on n suffices to complete the proof of the lemma. O
Proposition 6.3. For alln > N(6)™ and {¢;}]_; C (7, Ky, Ey), either,

IEnflle _ 8IS
ILnfll= = 9N

or

9
LSl < SIAIL and WLl > G-

Proof. Since n > N(0)~ > ng, we may apply both Lemmas 5.4 and 6.2. Now, by Lemma 6.2,

sl = *k_mm e fI2 — *!HfHL > 16HWH7 - *H!EanL ,

applying Lemma 6.1 to the first term and Lemma 5.4 to the second. This yields immediately,
ILnflll- > 2%|Hf|||(l, which is the final inequality in the statement of the lemma.
Now consider the following alternatives. If [|£, f||.. < 2|, then

ienflly _ SIAIL _ 8l
ILnfll= = SIS~ 9l
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proving the first alternative. On the other hand, if ||, f|| . > 2|1£]ll., then using Lemmas 6.2, 6.1
and 5.4,

1 1 1
0 0
I2nflly <, max HILefI5 + gAML < WA+ Z 0L+ 2 IEnfll-

7
<A+ gL sl

which yields the second alternative. O

6.2 Mixing implies contraction of L

The importance of Proposition 6.3 is that either L contracts within N ()~ iterates or we can
compare ratios of integrals on the length scale dp (which is fixed independently of §). In the latter
case we will use the uniform mixing property of maps T' € F(7, Ky, Ey) in order to compare the
value of fW Ly, f for different W of length approximately dy. To this end, we will define a Cantor
set R, comprised of local stable and unstable manifolds of a certain length in order to make our
comparison when curves cross this set.
We begin by recalling the open neighborhoods in F (7., Ky, Ey) defined by (2.3).

Let T € F(7x, Ky, Ey), and for 0 < k < %min{r*,lC*}, define

F(T,r) ={T € F(re. Ku, By) : d(Q(T), Q(T)) < K} . (6.5)

Recall the index set corresponding to F (T, k) is Z(T, k) C Z(7«,K«, Ex). Thus ¢ € Z(T, k) if and
only if T, € F(T, k).

Lemma 6.4. For any K € (O, %{7'*, IC*}), the set F (T, Ky, Ex) can be covered by finitely many sets
F(T,k), T € F(1s, Ky, Ey).

Proof. Each T € F(74,Kx, Ey) is associated with a billiard table Q € Q(7y, K, Ex). Such billiard
tables have exactly K boundary curves with C® norm uniformly bounded by E,. Since the torus
is compact and the distance d(Q,@) defined in Section 2.1 measures distance only in the C?
norm, the set Q(7y, Ky, Fy) is compact in the distance d. Thus for each x > 0, there exists
N, € N and a set {Q,,}" C Q(r., K., E,) such that'? U;Q(Q,,, Ev;k) D Q(r, K., E.). Since

j=1
F(Qu;, By; k) N F(Ti, Ky, Ei) = F(T.,, k), this yields the required covering. O

Remark 6.5. The primary reason we restrict to T € F(T, ) is to conclude Lemma 6.6(b) for a
fized time n, and rectangle R,. This will enable us to make a type of ‘matching’ argument for our
sequential system, the main comparison being established in Lemma 6.8.

The reader familiar with the subject will notice that the matching described here requires weaker
properties than the usual arguments used in coupling. After stable curves are forced to cross a
fized rectangle by Lemma 6.6, the ‘matched’ pieces are not Cantor sets, but rather full curves. The
cone technique thus enables us to bypass the use of real stable/unstable manifolds used in classical
coupling arquments for billiards (see [C')M, Section 7]), and even the modified coupling developed
for sequential systems which only couples for a finite time along approximate invariant manifolds,
as in [SYZ], both of which require a more delicate use of the structure of invariant manifolds, in
particular control of the gaps in the Cantor sets used for coupling.

12Recall from Section 2.1 that by Proposition 2.2, Q(Q.;, Ex;k) ={Q € Q(37, 3K+, Ev) : d(Q,Q.;) < K}

2
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stable curves
2
D250 N D(S() / properly crossing R*JO

x Wii(z)

/
260

Figure 2: The boxes Dys  and Dag,.

For a fixed T' € F (74, Ky, Ex), we construct an approximate rectangle D in M, contained in a
single homogeneity strip, whose boundaries are comprised of two local stable and two local unstable
manifolds for T' as follows. Choose 8y > 0 and # € M such that dist(7"z,S}) > §oA~I1"l for all
n € Z. This implies that the homogenous local stable and unstable manifolds'? of z, Wi (z) and
Wii(x), have length at least 8o on either side of . By the Sinai Theorem applied to homogeneous
unstable manifolds (see, for example, [C'\, Theorem 5.70]), we may choose §y < g such that
more than 0.99 of the measure of points in Wyj(xz) N Ba1s5,(2) have homogeneous local stable
manifolds having length at least 2.1y on both sides of Wi(z), and analogously for the points in

Wi (x)NBa.s, (). Since these subsets of W]fﬂ/ “(x) are closed, there exist two extreme points on each
manifold whose unstable/stable manifolds define a solid rectangle, which we will denote by D} S0
By choice of dg, the stable and unstable manifolds comprising 9D/, 5, have length at least 499. There
must exist a rectangle Dy, fully crossing DY, 5, in the stable direction and with boundary comprising
two stable and two unstable manifolds, such that the unstable diameter of Dys, is between 53 and
258‘,14 and the set of local homogeneous stable and unstable manifolds fully crossing Das, comprise
at least 9/10 of the measure of Dys, with respect to psrp; otherwise, at most 9/10 of the measure
of Wii(x) N Ba.15,(x) would have long stable manifolds on either side of Wi (z), contradicting our
choice of dp. Similarly, define Ds, C Das, to have precisely the same stable boundaries, but stable
diameter between 1.8dy and 2dg rather than 44y, still centered at Wij(x). See figure 2 for a pictorial
illustration of the above construction.

Let &%/%(Dj,) denote the maximal set of stable/unstable manifolds that fully cross Ds,, includ-
ing its boundary curves. Define R® = &*(Ds,) N &%(Ds,) to be the Cantor rectangle defined by
the intersection of those maximal families. Define R2% analogously with respect to &8/ “(Das,)-

By construction, psps(R2) > (0.9)?usrs(Ds,) ~ 63- Below, we denote Dgs, by D(R%) since it
is the minimal solid rectangle that defines R%.

We say that a stable curve W € W? properly crosses a Cantor rectangle R (in the stable
direction) if W intersects the interior of the solid rectangle D(R), but does not terminate in D(R),
and does not intersect the two stable manifolds contained in OD(R).

13 Although the stable /unstable directions in M vary, they always belong to the global stable/unstable cones defined
in (H1) and so are uniformly transverse.
“The choice of 63 will be needed in Lemma, 6.7.
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Lemma 6.6. For T € F(r., K., E.), let R% = RY(T) be the Cantor rectangle constructed above.

a) There exists n, € N, depending only on 00 and F (T, K, Ex), such that for allT € F (74, Ky, Ey)
and all W € W?* with'® |W| > 60/ (6Cy), and all n > n,, T-"W contains a connected, homo-
geneous component that properly crosses R‘:O (7).

b) There ezists £ > 0 such that for all T € F(7,Ks, Es) and all {¢;}72, C I(T, k), T,'w

contains a connected, homogeneous component that properly crosses R (T).

Proof. First we fix T € F(7y, K, Ex) and prove items (a) and (b) of the lemma for this 7', i.e. we
demonstrate that such an n, and x exist depending on 7. Then we show how Lemma 6.4 implies
that n, and x can be chosen uniformly for T € F(7, K, Ey).

a) Fix T € F(r, Ky, E). By [C)M, Lemma 7.87], there exist finitely many Cantor rectangles'®
R(60) = {Ra1,...,Ri}, with psps(R;) > 0 for each 4, such that any stable curve W € W?* with
|W| > 80/(6Co) properly crosses at least one of them. Let ez be the minimum length of an unstable
manifold in R;, for any R; € R(do).

Consider the solid rectangle D(R2%) c D(R?%) which crosses D(R2%) fully in the stable
direction, but comprises the approximate middle 2/3 of D(RE‘SO) in the unstable direction, with
approximately 1/3 of the unstable diameter of D(R2%) on each side of D(R2%). Similarly, let
D(R200) ¢ D(R¥") denote the approximate middle 1/3 of D(R200) in the unstable direction. Let
R200 .= R200 n D(R2%) and let R200 := R200 0 D(R2™). Note that psgp(R200) > pisrs(R2%0) > 0
since psps(R2%) > (0.9)2pusrs (D(R2%)) by construction.

Now given W € W* with [W| > 69/(6C)), let R; € R(Jp) denote the Cantor rectangle which
W crosses properly. By the mixing property of T, there exists n} > 0 such that for all n > n},
T"(ﬁféo) N R; # 0. We may increase n} if necessary so that C1A™ 63/12 > ex. We claim that
T™(R2%) properly crosses R; in the unstable direction for all n > n;. If not, then the unstable
manifolds comprising R2% must be cut by a singularity curve in SF before time n} (since otherwise
they would be longer than 2ex by choice of n}), and the images of those unstable manifolds must
terminate on the unstable manifolds in R;. But this implies that some unstable manifolds in R;
will be cut under T~", a contradiction.

Since T"(R2%) properly crosses R; in the unstable direction, it follows that T™(D(R2%)) con-
tains a solid rectangle D, that fully crosses D(R;) in the unstable direction (here we use the fact
that the stable manifolds of R?% cannot be cut under 7™, as well as that the singularity curves
of T™ can only terminate on other elements of Sk [\, Proposition 4.47]). Define V = W N D,
and note that V fully crosses D, in the stable direction. In particular, V' lies between two stable
manifolds in R; and thus between two stable manifolds in 77 (R2%). Thus T~V properly crosses
R?% and also R2%, in the stable direction. Since R% has the same stable boundaries as R2%, but
half the stable diameter, then T-"V also properly crosses R%, as required. Since R(do) is finite,
setting n, = max;<;<x{n;} < oo completes the proof of part (a) with n, = n.(T") depending on 7.
(b) In the proof of part (a), for T € F(7«, Kx, F.) we constructed a rectangle R2% and a time
n, so that for any W € W?% and n > n,, there exists V' C W such that T~ is smooth on
V and T~V properly crosses R2%. Now for {¢j}jz1 € Z(T, k), Proposition 2.2(b) guarantees
that T, 1V is close to T~™V for x sufficiently small, except possibly when iterates land in a

T,
neighborhood N,.1/2(ST;US_7). But in this case, Proposition 2.2(a) implies that for T, € F (T, k),
the singularity sets ST, and STH either differ by at most Ck'/2 or new components are formed in

5Recall that Cp is from Lemma 3.3.
!6These Cantor rectangles R; are maximal in the sense that they are the intersection of the maximal families of
local invariant manifolds &*/*(D(R;)) that fully cross the solid rectangle D(R;).
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an unmatched part of Uy

Figure 3: crossing D(Rx).

a C'k!? neighborhood of Sy. By construction, since R2% has 2 /3 the unstable diameter and twice
the stable diameter as R, then there exists , depending only on 8y and n,, such that T " ly
properly crosses R%, as required.

Finally, we show how n, and k can be chosen uniformly in F(7., K, Fy). For each T €
F(1e, Ky, Ey), parts (a) and (b) yield n.(T) and x(T) with the stated properties. Then the set
of open neighborhoods {Q(Q(T'), Ex; k(T)/2) }reF(r, k. .y forms an open cover of Q(7, Ky, Ey),
where Q(T) is the billiard table associated with 7. By compactness (see the proof of Lemma 6.4)
there exists a finite subcover {Q(Q(T,;), Ex; n(TLj)/Q)}éyél. For any T € F(T,;,x(T,;)/2), we have
F(T,k(T,)/2) € F(T,,,k(T,)). Thus n.(T,,) and 1x(T,) have the desired properties for this 7.
Setting n. = max; n.(7,;) proves part (a) and x = 3 min; k(T,;) proves part (b) of the lemma. [

From this point forward, we fix Ty € F (74, K4, Ex) and let R, = Rdo (Tp) as constructed above.
We will consider sequences {¢;}; C Z(Tp, k), where & is from Lemma 6.6(b), i.e. we will draw from
maps T' € F(Tp, k).

Lemma 6.7. Let WY, W? € W% n > 0 and {i; T C I(Ty, k). Suppose Uy € G,(W1') and
Us € Go(W?) properly cross Ry and define U; = U; N D(Ry), i = 1,2. Then there exists C7 > 0,
depending only on the mazimum slope and mazimum curvature B of curves in W?*, such that

dyys (U3, Us) < Cr2.

Proof. Define a foliation of vertical line segments covering D(R,). Due to the uniform transversality
of the stable cone with the vertical direction, it is clear that the length of the segments connecting
Uy and Uy have length at most C3dg, where C3 > 0 depends only on the maximum slope in C*(z).
Moreover, the unmatched parts of U; and Us near the boundary of D(R.) also have length at most
0353 . See Figure 3 for an illustration.

Recalling the definition of dyys (-, ), it remains to estimate the C! distance between the graphs
of Uy and Us. Denote by 1(r) and ¢2(r) the functions defining U; and Us on a common interval
I =TIy NIg,. Let ¢} = ddff. For z € Uy over I, let & € Uy denote the point on the same vertical
line segment as x.

Suppose there exists 2 € Uy over I such that |¢}(r(x)) — ¢5(r(z))| > C§ for some C' > 0,
where 7(z) denotes the r-coordinate of x = (r, ). Since the curvature of each U; is bounded by B
by definition, we have |¢/| < B(1 + (Kmax + 7o) 2)%/? =: Cr.

Now consider an interval J C I of radius 62 centered at r(z). Then |¢)(r) — ¢} (r(x))| <
Crlr — r(z)| for all r € J, and similarly for ¢}. Thus,

| (1) — @h(r)| > C62 — 2C762 = (C — 2C7)6% for all r € J.
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This in turn implies that there exists r € J such that |p1(r) — @a(r)| > (C — 2C7)d3, which is a
contradiction if C'— 2C; > C3. This proves the lemma with C7 = 2C7 + Cs. O

Recall that by Lemma 4.1, for W € W?* the cone D, o(W) has finite diameter in D, g(W) for
a > f3, so that
Pw,a,5(91,92) < Do for all g1,92 € Dy o(W) (6.6)

for some constant Dy > 0 depending only on a, « and 8. Without loss of generality, we take Dy > 1.

Lemma 6.8. Suppose W1, W2 € W* with [W?|,[W?| € [60/2,60] and dws (W, W?2) < C762.
Assume 1y € Dy o(W*) with Jor 1= [2t2 =1

Recall that § < 62 and let k > 0 be from Lemma 6.6. Let C > 0 be such that if n > C'log(do/9)
then CsA~™ < §/82, where Cs is from Lemma 5.5. For all n such that n > Clog(dy/d) > 2ng and

all {¢;}j—y C Z(To, k), we have
fwl ['nf 1/]1
fwz Enf ¢2

<2

for all f € Ccoa1(5), provided

2CoC3C7(3LAG 9637 + 3L53)

1 A—a 6€2a60a < (50.

+ 200 A8 79(267 + 579 + Dod? + 268)

Remark 6.9. Since § < 62, the condition of Lemma 6.8 will be satisfied if

2000307(3[114(50 -+ 3L(50)
1—A-¢

This will determine our choice of dg.

+2C0 A8y (268 + ¢85 + Dodg + 2)} 6¢29% < 1. (6.7)

Proof. We will change variables to integrate on T, lwt ¢ = 1,2. As in Section 5.2.3, we split
G, (W*) into matched pieces {U e}] and unmatched pieces {V };. Corresponding matched pieces
U; I and U2 are defined as graphs GUe over the same r-interval /; and are connected by a foliation

of Vertlcal line segments. Following (5 12), we write,
Lof e = T, T, et
| eatin > / REYADY /V Tyt

where T Uﬂ/}g =poT, JUeTn, and similarly for T V“vz% {=1,2.

We perform the estlmate over unmatched pieces ﬁrst following the same argument as in Sec-
tion 5.2.3 to conclude that |Tn_i_1le\ < CgA*idWs(Wl,WQ) < C3C7A7%53, for any curve le
created at time 7, 0 <i<n — 1.

Recalling the sets P(i) from Section 5.2.3 of unmatched pieces created at time i, we split the
estimate into curves P(i;.5) if |Tn_i_1le\ < ¢ and curves P(i; L) if |Tn_i_1le\ > 0.

The estimate over short unmatched pieces is given by (recalling the notation from (5.13)),

DS Sy

=0 jeP(3;S5) 1=0 jeP(3;S)

/ an vivi| = / ) Loniaf-vY1oThn i I1, v} Tnn—i-1
Trn—i-1V;

ST AN e W WAL Sl el Tl
i=0 jeP(i;S)
< CoA

< T CIOIS LN Lo | 6"l o

(6.8)
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where we have used Lemma 3.3-(b), [W1| € [dp/2, ], and Remark 3.4 to estimate the sum over
the Jacobians, as well as (5.14) to estimate ||Ln—i—1f||_ < 3L||L.f||_-

For the estimate over long pieces, we subdivide them into curves of length between ¢ and 20
and estimate them by |[[£,,—;—1f]|,., then we recombine them to obtain,

33 Sy

1=0 jeP(i;L) 1=0 jeP(3;L)

/ [ Toysitn| =

/ ‘Cn—i—lf : @01 o Tn,n—i—l JTnﬂ-flVlTn,n—i—l
Tn i 1‘/;'1 J

< Z Z ‘H/:'n i— 1f”’+/ wl © Tn,n—i—l JTn_i_lvlen,n—i—l

i=0 jeP(i;L) To-i-1Vy

Sl S S Tomia Vi dtleol 1, i Ton-ileo

=0 jeP(i;L)
030700
ST A == 03 L L fIl_ |1l co
(6.9)

where, in third line we used (5.14), and in the fourth line, since |W| > §y/2, we used Remark 3.4
to drop the second term in Lemma 3.3(b).

Next, we estimate the integrals over the matched pieces Ujl. We argue as in Section 5.2.3, but
our estimates here are somewhat simpler since we do not need to show that parameters contract.

We first treat the matched short pieces with \Ujl] < 0 much as we did the unmatched ones.
By Lemma 5.5, dWs(Ujl,UjQ) < CsA"dyys (WL, W?2) < 6, since we have chosen n > C'log(do/6).
Thus if |U}| < § then |U32\ < 24, and the analogous fact holds for short curves |UJZ\ < 0. With this
perspective, we call Uf short if either |Uj1| < d or |U]2| < 0. On short pieces, we apply (4.7)

/ /T, vidn] < > 240/ £l 11l col Ty Tulco < 4AS[ILnf | - Colthrlco, (6.10)

7 short

7 short

where we have again used Lemmas 3.3(b) and 5.4 for the second inequality. Remark that the same
argument holds for U j2 with test function s.

Finally, to estimate the integrals over matched curves with |U j1|, |U32| > ¢ we follow equation
(5.20), recalling (5.16), although we no longer have Lemma 5.5(c) at our disposal,

'/1 ffn,Ule/Jl —/fon7UJ2¢2 < /U]1 ffmUjﬂ/n —/‘1 ffn,Uj?%
fUl I, n Y2 fU?f nu2¥2 . fUlf U2 P2
f

U7 - |Uj|
U}

T, 22 +
Jur T, 24 fo n,UfW ;o fu Louzts

< / T orin / £ T petn
Ujl 7 Ujl J

+ Addyys (U, UD N2 Tl colienlco

][ Tn,U? ¢2
U? J

+dw: (U}, U7) 76" Al fll | Ty Tl coltha] oo

(6.11)

2 1
U2|-|U}|

where we have used (5.24) to estimate o]
J
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To estimate the first term on the right side above, we use (4.7) and Lemma 4.10,

Jon ffn,UWl Jon fTvn,UZ% N
J __ J o J _ J ][ nUd}l
ful Ty JCUJl Toy22 | U}
fUlf U,2?/)2][ R w ][ - w
—_— 11 — T, 22
fUl U2¢2 n,UJ Ujl n,UJ
< 0Lp(B 0, T o) Il T Tal ol
+ A (1o Tuloslialey + 2T Tulcolialcy)

an,U.lwl - ffn,U.N;Z)Q <
U} J U} ’
J J

where we have used |Uj1| < &9 in the last line. We may apply (6.6) since T, ;191,T), ;22 € Da,a(Ujl)
g (]

by Lemma 5.5. Now putting the above estimate together with (6.11), recalling dWs(Ujl, Uf) <4,
and using Lemma 3.3-(b) and Remark 3.4 as well as Lemma 5.4, we sum over j to obtain,

/anUuz)l /anUzwg

J

7 long (612)

_ 2L Dyd?
<2469 L, f]_Co <c67+q + 619 4 TO + 253) (|tb1]co + [w2|co)-

Collecting (6.8), (6.9), (6.10) and (6.12), and recalling Dy > 1 and A > 4L, yields

CoCsCr(3LAS' 9657 + 3152 .
[ tagn < DL T IOy 1 njoo -+ 4CoATIEn I o

37 [ Tugtva-+ 2402, ] Coes”+ Dod +288) [rlco + alco)
J J

IN

. 2CoC3C7(3LAS 967 + 3L453)
+| 1— A4

+2Cp A" (257 4 ¢67H9 + Dyse + 253)} W(}“ i‘fﬂ(/’” } / Lofibs.
w2 %2

Now since [j;; 1 = 1, we have e~ < [Wi[ih; < €% . Thus since [W'| > 6o/3,

[Y1]co + [alco _ 6 22055
fw2 1/}2 o 50 ’

which proves the lemma. O

Our strategy will be the following. For W1, W2 € W#(§/2), n sufficiently large and {4} C
I(Tp, k), we wish to compare ;1 L f 11 with [j;» L, f 12, where we normalize [j;, Y1 = [2 2 =
1. By Lemmas 6.6 and 6.7, we find U, Y c G, (WY, £ =1,2, such that Uf properly crosses R, and
dys (U}, U?) < C762, where Uf = Uf N D(R..).

Next, for each 7, we wish to compare fU1 nen ST, Lt with ng e n*fT Uzv,bg, where, to
abbreviate notation, T Uﬂbg e 0 Ty n—n, JUeTnn n.- However, the weights fU; Uupg may
be very different for £ = 1,2 since the stable J acobians along the respective orbits before time ny
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may not be comparable. To remedy this, we adopt the following strategy for matching integrals on
curves.

For each curve Uf € Gp, (W) which properly crosses R, we redefine Uf to denote the middle
third of Uf N D(R.) (and so having length at least 20/3). Let M* denote the index set of such i.

Let pge) = fo fn*,UieW, and let my =Y, e pge). Without loss of generality, assume mo > mj.

We will match the integrals D, yn fU1 n— n*f Ulwl with ZJGMQ my fU“’ n—n. | n*’U2¢2
The remainder of the integrals > .,/ ™2

s ng — T U2 1o as well as any unmatched pieces

(including the outer two-thirds of each Uf) we contlnue to iterate until such time as they can be
matched as the middle third of a curve that properly crosses R.
Set T U2 o = m2 T,.. v? 19, and consider the following decomposition of the integrals we want

to match,
(1)

Z/ Lo—n.f n*,Uldjli and Z/ Lo fT,.

ieM? ieM?!
jeEM? jEM?

(1) (2)

For each pair ¢, 7 in the first sum, the test function has integral weight = , and the same is true
for the corresponding pair in the second sum. Thus these integrals are palred precisely according

to the assumptions of Lemma 6.8. It follows that if n — n, > C'log(dp/d), then

(2)
pA
Z/ Lyn.f n*,Ulwl Z/ Lyn. f n*7U1¢1n],TQ

€M1 EM;
Jen (6.13)
<2Z/£n wf T, _QZ/Enmf vt
]E%; €M2

We want to repeat the above construction until most of the mass has been compared. To this
end we set up an inductive scheme. Consider the family of curves W/ € G, (W*) that have not
been matched. Each carries a test function vy ; := T, 101, where to keep our notation uniform,

we set 1%1 = 11. Renormalizing by a factor t,; < 1, we have ), fW_g Yo = 1.

Definition 6.10. Given a countable collection of curves and test functions, § = {W;,¥;}i, with
W; € W3, |[W;| < 0o, i € Dao(W;) and ), fWi Y; = 1, we call § an admissible family if

Z v, < Cy, where Cy := 36’05()_1. (6.14)
—~ Jw;

Notice that any stable curve W € W?(Jy/2) together with test function ¢ € D, o(W') normalized
so that [;, ¢ = 1 forms an admissible family since [W| > do/2. The content of the following lemma
is that an admissible family can be iterated and remain admissible; moreover, a family with larger
average integral in (6.14) can be made admissible under iteration.

Lemma 6.11. Let {W;,1;}; be a countable collection of curves W; € W, |W;| < &g, with functions
Vi € Dy.o(W;), normalized so that Y, p; = 1, where p; = fW- Y;. Suppose that ), (Wi~ tp; = Cy.

Choose ny € N so that COG?”% < 1/6. Then for all n > ny, and all {v;}}_; C Z(To, k), the
dynamically iterated family {VJZ € G,(W;), fn viitij is admissible.
'y
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Proof. Setting p fVl . v1¢z fw i oT, JVZ n, it is immediate that >, =1.

p
ij £
Now fix W; and con81der Vl € gn( ;). Then using Lemmas 3.3 and 4.2 we estimate,

Z |V}z“—1p§"‘) — Z ]{/l Q[)z o Tn ijiTn < Z |wl|CO(W1)‘JV;Tn|CO(V;)
j - 1 -
< |¢Z‘CO(C()5 1|W ’ + Co@n) < 00(5 ! a(sopz + Cobte adgy |Wi|_1pi .

Using that e®% < 2, we sum over i and use the assumption on the family {W;,1;}i to obtain,

SN < Z 2C00y 1pi + 2Co07 Wi "' pi) < 2Co05 " + 2Co07C; (6.15)
by
Thus if n > ny, the above expression is bounded by C\, as required. ]

Theorem 6.12. Let L > 60. Suppose a,c, A and L satisfy the conditions of Section 5.3, and
that in addition, § < 82 satisfy (6.7) and (6.18). Then there exists x < 1, independent of the
cone parameters, 7 and k. € N such that if n € N satisfies n > Ny := N(§)~ + Eang,'® with k.,
depending only on do, L and n. (see equation (6.17)), and if {¢;}}_y C (1o, k), where k > 0 is
from Lemma 6.6(b), then L£,Cc ,1.(0) C Cyexaxr(0).

Proof. As before, we take f € C.a1(0), W', W2 € W*(6y/2) and test functions ¢, € D, 5(W?)
such that le P = sz o = 1. In order to iterate the matching argument described above, we
need upper and lower bounds on the amount of mass matched via the process described by (6.13).

Upper Bound on Matching. By definition of Uf, for each curve Uf that properly crosses R, at
time n,, at least 2/3 of the length of that curve remains not matched. Thus if p; = ng er,

then at least (1 — 6 /3)p; remains unmatched. Using % < 2, we conclude that at least (1/3)p;
of the mass remains unmatched. Thus if t denotes the total mass remaining after matching at time
ny, we have v > 1/3. Renormalizing the family by v, we have Y, [W;| 712 < 3C,.

By the proof of Lemma 6.11 with Cy = 3C,, we see that choosing nﬁ such that 60097”‘ <1/3,
then the bound in (6.15) is less than C,, and the family recovers its regularity in the sense of
Lemma 6.11 after this number of iterates.

Lower Bound on Matching. By definition of admissible family, for each € > 0, Z|Wi|<8 pi < Cie.
So choosing ¢ = §y/(6Cp), we have that

N

Z Di =

[Wi|>60/(6C0)

On each W; with |W;| > §0/(6Cp), we have at least one U; ¢ € G, (W;) that properly crosses R, by
Lemma 6.6. Then denoting by U’ ; the matched part (mlddle third) of U j’ and setting

O 5(()5/3)"*

e T T 96,

"Indeed, using Proposition 5.1 and choosing L > 60, we can always choose y = %, although this will affect the
choice of Nx.
'8Recall that n. is defined in Lemma 6.6 while N (&)~ is defined in equation (6.4).
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we have
-~ 5 5 Sa - p T
/__ Tn*,Ujiwi = /_ P; 0 Tn,n—n* JUJ?Tn,n—'n* > ?D inf wz inf JU;QTn,n—n*
Ui Ui
J J

> 1 7a58‘p e Cd5(1)/3 ’Tn,n—n*Uﬂ
= |Uj]

> En.Di;
where we have used the fact that if W € W? and T, L;IW is a homogeneous stable curve, then
\TL;IW\ < C~Y W */> for some constant C' > 0 by (H1) (see, for example [D73, eq. (6.9)]).

Thus a lower bound on the amount of mass coupled at time n, is 6’5* > 0.

We are finally ready to put these elements together. For k, € N and k = 1,...k,, let M*(k)
denote the index set of curves in Gy, (W*) which are matched at time kn,. By choosing &y small,
we can ensure that ny < n,, where ny from Lemma 6.11 corresponds to Cy = 3C%. Thus the family
of remaining curves is always admissible at time kn,. Let M*(~) denote the index set of curves
that are not matched by time k.n.. We estimate using (6.13) at each time n = kn,,

| gutin = D3 / Lotnt Ty ontn + 3 / Lot Ty, v

k=1ieM!(k €M (~

< Z Z / L kn*kan* U2w2 + Z / Ly k*”*ka*n* Vlw1

k=1ieM?(k €M (~

(6.16)

We estimate the sum over unmatched pieices M*(~) by splitting the estimate in curves longer than
§, M*(~; Lo), and curves shorter than &, M*(~; Sh).

Z / En k*n*ka;*n*,‘/ng

1EME(~)
= Z / L k*n*ka*n* VH;Z)Z + Z / Ln— k*n*ka*n*’Véwé
)

i€eM?(~;Lo i€ ML (~;Sh)
< Z ”|‘Cn km*f”|+/ Tk*n* V“W + Z A‘H‘Cn—k*n*fm—éwfb@’JVZ.@Tn,n—k*n* (o
i€eM*(~;Lo) €Mt (~;Sh)

< (1= ) 3L Laf Il + 240 L0 fll_3hbeleoCo.

the total mass of unmatched pieces decays exponentially in k, while for the sum over short pieces,
we used Lemma 3.3 and Remark 3.4 to sum over the Jacobians since |W?!| > dp/2. Finally, since
[th1]co < €% £ 1y < %, we conclude,

where we have used (5.14) and the fact that k.n. > ng. For the sum over long pieces, we used that

ntened Tt < (3L = 5205 +84Co L ) 1£a Sl

z€M1

IN

(32— +84C08) [ Lafun.
W2
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using the fact that [, 12 = 1. A similar estimate holds for the sum over curves in M 2(~). Finally,
we put together this estimate with (6.16) to obtain,

/ Lnf i <Z > / Loin.f T, U2¢2+ > / Ly k*n*ka*n*,Vlwl

k=1ieM?2(k ieM(~

< 2/ , »Cnfq/)Z +2 / En k*n*ka n*,V2¢2
w

JEMZ2(~)

+Z

ieM(~

< /W2 Lo f s (2 +3(3L(1 — S )k + SACO%)) :

n— k*n* f Tk*n*,\/l ¢1

We choose k, such that

15 1
L(1 — 2=k < 2 1
BL(L— )™ < ¢ (6.17)

Note that this choice of k. depends only on g via €, , and not on §. Next, choose § > 0 sufficiently
small that

- 1
8AC’06/50 < 6 (618)
These choices imply that
| taton<s [ Lopes (6.19)
wt w2

Finally, we prove that L must contract by at least %. This is implied directly by the first
alternative of Proposition 6.3. So suppose instead that the second alternative holds. Since (6.19)
holds for all W, W?2 € W#(dy/2) and test functions 91,v2 with [j;,1 1 = [j2 Y2 = 1, we conclude
that, for k > k. and m > N(9)~,

0
1% 160

|||‘Ckn*+mfm+ < 160 ‘”[’kn*f < Y
[

IknemfI- =9 1o FII”

<°L

)

©| oo

if we choose L > 60. O

6.3 Finite diameter

In this section we prove the following proposition, which completes the proof of Theorem 2.3.

Proposition 6.13. For any x € (max{%, %, \/ﬁ}, 1>, the cone Cycyar(0) has diameter less

than A :=log (Engz XL) < 00 in Cea,r(0), assuming § > 0 is sufficiently small to satisfy (6.21).
Proof. For brevity, we will denote C = C 4,1.(0) and Cy = Cycrayr(0). For f € Cy, we will show
that p(f,1) < oo, where p denotes distance in the cone C. Fix f € C, throughout.

According to (4.1) if we find A > 0 such that f — X > 0, then &(1, f) > A.
Notice that || f — Al = [If]l. — A. Hence f — X satisfies (4.6) if

Il =A< EQUI - %) = A< Py = a
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where we have used that f € C,.
Similarly, f — A satisfies (4.7) if, for all W € W#(§) and ¢ € D, g(W),

iy £ =X iy ¢ | A=Al
W e AUl - N = A< =

Next, notice that for any A > 0, W1, W2 € W2 (§) and vy € Dy o(W?),
fwl(f - )\)% _fw2(f - /\)¢2 _ fwl fwl . fw2 wa )\(‘W1| . |W2|)

For Fiya 12 fontt  fyete (6.20)
< xPdws (WH W25 T CA|| £ 4+ M8 + Cs)dyys (W W),

where we have used (5.8), so that f — A satisfies (4.8) if
Xy (W W) STCA|| Fl -+ A0+ Ca)8" Vs (W W)Y < dys (W18 TCA(|I £l =)

This occurs whenever

_ Al =)

— A<(1- =
LY < (1=l
provided that J is chosen sufficiently small that
6+ Cs < xcA, (6.21)

which is possible since cA > 2C; by (5.36) and x > 1/2.

Note that as < ag < ai, so that ag = min;{a;}. Thus if A < ag, then f — X € C, ie.
d(lv f) > 0.

Next, we proceed to estimate 3(1, f) for f € Cy. If we find p > 0 such that p — f € C, this will
imply that 3(1, f) < p. Remarking that [[u— || = p— H|f|||:F7 we have that p — f satisfies (4.6) if

LIS~ 11
p2 T s il = A

while p — f satisfies (4.7) if for all W € W2 (), ¢ € Dy (W),

(1+x)4
2, =

WHWMﬁj”M<M”<wwm
%%

Finally, recalling (6.20) and again (5.8), we have that p — f satisfies (4.8) whenever

= u=>

XEdys (W W2 TS A FIll -+ (84 Cs) 5 Tdws (W W2)Y < dyys (W W75 A~ I fl ) -
This is implied by,

cA(1 2
nz SN,

<=,u>

\Hth B3,

where again we have assumed (6.21).

Defining 8 = max;{f;}, it follows that if 4 > 3, then u — f € C. Thus 8 > (1, f). Since
x > 1/L and x? > 1/(A — 1), it holds that B3 > B2 > ;. Thus 8 = 3. Our assumption also
implies x > 1/A, so that as > 1er|||f|||_
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Finally, recalling (4.1), we have

= oe (POL0) B o (AL
p0.5)=os (G gy) <1 (32) <1 5 =Y <tos (et

for all f € Cy, completing the proof of the proposition. O

Remark 6.14. Note that, setting x« = maX{Q, I \/ﬁ}, for x < x« Proposition 6.13 implies only

that the diameter of Cyeyax(0) C CyrennAnL(6), i Ceoa,1(6), is bounded by log (E +X*32 X*L) If

needed, a more accurate formula can be easily obtained, but it would be more cumbersome.

7 Loss of Memory and Convergence to Equilibrium

In this section we show how Theorem 2.3 (i.e. Theorem 6.12 and Proposition 6.13 ) imply the
loss of memory and convergence to equilibrium stated in Theorems 2.7 and 2.8. For a single map,
the loss of memory is simply decay of correlations and the results are comparable to the ones
obtained in [D71] since they apply to a similar (very) large class of observables (and possibly even
distributions). Our loss of memory result is new for our class of billiards, although see Remark 2.9
and | ] for loss of memory in a related billiards model. Before proving the main results of this
section (Theorem 7.3 and Corollary 7.5 prove Theorem 2.7 while Theorem 7.4 and Corollary 7.5
prove Theorem 2.8), we establish a key lemma that integration with respect to pggs against suitable
test functions respects the ordering in our cone. Recall the vector space of functions A defined in
Section 4.3.

The parameters a, q, o, 3,7, ¢, A, L, 0y are fixed as to satisfy the relations described in Section
5.3, hence Theorem 2.3 holds true. With Proposition 5.1 in mind, we prove our next lemma with
respect to the slightly larger cone C. 431(9) D Cc,a,1(9).

Lemma 7.1. Let § > 0 be small enough that 2C,Cy(1 + A)(6*3 + 534 Pal.y) < 1, where
Cy,Cyp > 0 are from (7.4) and lyax is the mazimum diameter of the connected components of
M.

Suppose yp € C1(M) satisfies 2(25)1_6|1/),|CO(M) <aminp . If f,g € A with g—f € Cca31(0),
then ffdeSRB < fgwd/ﬁszw-

Proof. Let tmin = minys . The assumption on t implies that 1) € Dg (W) for each W € W2 (4)
since,

b(z)| [V com [V [cocar
d R S
w(y) wmln ¢m1n ($’ y) = wmin

Suppose f,g € A satisty g — f € Cca31(0). Then according to (4.5) and (4.7), for all ¢ €
Da,s(W),

(20)"Pd(x,y)".

]mg h(z) —(y)| <

lg—fll- S < fwla—Hvdnw < llg—Ffllfwe YW eW(d) (7.1)
| [ (g = Pdmw| < llg— fII_ASS W7 £, 0 VIV € WE(9). 7.2

Next, we disintegrate pugsgrp according to a smooth foliation of stable curves as follows. Since
the stable cones defined in (H1) are globally constant and uniform in the family F (7, Ky, E.), we
fix a direction in the stable cone and consider stable curves in the form of line segments with this

45



slope. Let ks > ko denote the minimal index k of a homogeneity strip Hj such that the stable line
segments in Hj have length less than §. Due to the fact that the minimum slope in the stable cone
is Kmin > 0, we have

ks = Cpo~ /3, (7.3)

for some constant C, > 0 independent of 6.

Now for k < ks, we decompose Hy into horizontal bands By ; such that every maximal line
segment of the chosen slope in By ; has equal length between § and 25. We do the same on Hj :=
M\ (Ug>koHyg). On each By, define a foliation of such parallel line segments {We }eez, , C W?(9).
Using the smoothness of this foliation, we disintegrate usgg into conditional measures cos @(x)de§
on We and a factor measure i on the index set Zj ;. Note that our conditional measures are not
normalized - we include this factor in 4. Finally, on each homogeneity strip Hg, & > ks, we carry
out a similar decomposition, but using homogeneous parallel line segments of maximal length in
Hy (which are necessarily shorter than length §). We use the notation {We}eez, , C W2 (9) for the
foliations in these homogeneity strips since there is only one band in each of these Hj. Note that
for all k and 4, we have i(Z,;) < Cy, for some constant Cy depending only on the chosen slope and
spacing of homogeneity strips.

Also, it follows as in (3.5), that for x,y € W € W2 (9),

log <5#(@) Ca(20)/*Pd(z,y)?
cos ¢(y)

so that cos¢ € Da g(W) by the assumption of Lemma 5.2. Thus thcose € Dy (W) for all
W e W2 (9).

Using this fact and our disintegration of pgrp, we estimate the integral applying (7.1) on =y ;
for k < ks and (7.2) on Zj; for k > kj,

| o= pdusa= 3 [ / g Pocospdmdi(€) + Y [ [ (g Procospdmdi(e)

i k<ks ki k>ks Sk We

- | X L] beospdmdi§) ~ 49 3 [ veosodmaie)

ik<ks ¥ ki k>ks Skt I We

> flg = Fll- | Yuminptsns (M \ (Ursk, Hi)) — A6Cqliblco D k2
k>ks

> llg = FIl- (nin(1 = 2C:Cho"%) = [l o ACKCH26Y?)
(7.4)

where we have estimated Zk>k k2 < 2ky L < 20,63 and psre (Ursks Hi) < 20,C,64/3.
Now [1]co < Ymin + Lmax|?’ \Co where Emax is the maximum diameter of the connected compo-
nents of M. Then by the assumption on ¢, we have

2C,Cy (1 + A)6Y3 19| co < 200Ch(1 + A)0Y 39hmin (1 + lrmax 2(20)°71)
S wmin2C€Ch(1 + A)(54/3 + agmaX51/3+'B) S wmin7

where for the last inequality we have used the assumption on § in the statement of the lemma. We
conclude that the lower bound in (7.4) cannot be less than 0. O
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Remark 7.2. Since Remark 4.8 applies equally well to C. 4 31,(5), Lemma 7.1 implies there exists
C > 1 such that [y, f dusps > C7|f]|_ > 0 for all f € Cea,1(5).

Using instead the upper bound in (7.1) and following the estimate of (7.4) yields,

0< /M P dppsns < 1. Cllco .

for all f € Cear(8) and 1 as in the statement of Lemma 7.1. Since any 1 € C1(M) can be made
to satisfy the condition of Lemma 7.1 by adding a constant (see the definition of Cy, in (7.8) below),
the estimate can be extended to all 1 € C*(M) to obtain,

/ f dpsns < 11l Clibler -
M

Loss of memory and convergence to equilibrium, including equidistribution, readily follow from
the contraction in the projective metric pe(-,-) of the cone Ce a,1,(0). Set psrs(f) = [, f ditsrs-

Recall Nr := N(§)™ 4+ kyn, from Theorem 6.12 and the definition of an Nr-admissible sequence
from Section 2.2: A sequence (tj)j, tj € Z(7x, Ky, Ey), is Nr-admissible if there exist sequences
(Tk)kZI - f(T*,]C*,E*) and (Nk)kZI with N > Nz, such that TLj € .F(Tk,li) for all £ > 1 and
jeL+YE N, Yk N

That is, an admissible sequence remains in a x neighborhood of T} for N > N iterates at a
time, but may undergo large changes between such blocks.

Our first theorem concerns loss of memory for functions in our cone, both with respect to
tsrps and with respect to the iteration of individual stable curves. It does not use property (H5),
although it does use that uggg is a conformal measure for L, i.e. pusps(Lnf) = psrs(f)-

Theorem 7.3. Let § > 0 satisfy the assumption of Lemma 7.1. There exists C' > 0 and ¥ < 1
such that for all admissible sequences (1j);, all m >0, and all f,g € Cca,1(8) with [y, f dusgs =

fM g dpispp:

a) For all all W € W*(8) and all 1) € C* (W), we have
\ f tafvdmy - cngwdmw\ < CO" 1] n min {11l gl ) :
b) For all v € C*(M),

'/ ﬁnfwdusm—/ Lng ¥ dpsrs| < CO"[¢]crary min{ [ £l [lglll 4 } - (7.5)
M M

Proof. (a) Recall the definition of || - [|. for elements of A from Definition 4.5 and (4.5),

Ifll. =  sup [ fo dmw |
- Wews (s) Jw ¥ dmw
wEDa,ﬁ(W)
and note that by (4.10), || - || is an order-preserving semi-norm in A."* One can check directly

that A is an integrally closed vector lattice. Also psps(f) := [}, f dpsre is homogeneous and order
preserving in C. 4 31,(6) by Lemma 7.1 applied to ¢ = 1.

9 A semi-norm || - || is order preserving if —g < f < g implies ||f]| < ||g]|.
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We would like to apply Theorem 6.12 to each block of N iterates in the admissible sequence;
however, at time n, the sequence may have completed fewer than Nz iterates in its current block
so it may be that L, f, L,g ¢ Cc a,(5). But since n > Nr > ng, it follows from Proposition 5.1
that £, f, Lng € Cc a31(5). Then denoting by per the metric in the larger cone C 4 31(6), [ ,
Lemma 2.2] implies that, for all f,g € C. 4 () with psrs(f) = psrs(g), 2°

Lnf = Luglly. < (epc’(ﬁ”f’ﬁ”g) - 1) min{ || £ flll ¢ [1£nglll 4 }- (7.6)

Using the definition of admissible sequence, we may peel off the most recent j iterates, where
Jj <mno+ Nz, such that £,,_;f, L,—jg € Cc a,1,(0) and n — j is chosen so that we have undergone at
least Nr iterates in the current block at time n — j. Then applying Theorem 6.12 to each block of
Ny, iterates, and using Proposition 6.13 and | , Theorem 1.1 and Remark 1.2], for all n > N,

pC’(Enfa ﬁng) < Pc (’Cn—jfv ﬁn—jg) < ﬁn_j_kpC(ﬁkfv Ekg) )

where ¥ = [tanh(A/él)]l/(QNf), and k € [Nz,2Nr — 1] is the least integer > N so that £, _;_j
ends in a contracting block.

Finally, we use the fact that Ly f, Lrg € Cycxa,xL(0) together with Proposition 6.13 to conclude
pc(Lrf, Lrg) < A. Combining these estimates with Lemma 5.4 yields,

Lnf = Lnglly < CO" minf]|[ ], llgll}, (7.7)
where C = 3Ae®9~3N7=m0_ This proves (a) for any W € W*(4) and ¢ € D, g(W).
To extend this estimate to more general ¢ € C1(W), define ¢ = 1) + Cy, where
Cyp = |thmin| + 2[¢'|c0(20)' 7. (7.8)

Then ¢/ = ¢/ and miny ¢ > %|1/~)/|Co (20)'F, so that ¢ € D%ﬂ(W) by the proof of Lemma 7.1.
Then since also Cy, € D, g(W), the required estimate follows by writing 1) = b — Cy and using the
triangle inequality.

(b) Following the same strategy as above, given 1) € C*(M) satisfying the assumption of Lemma 7.1,
we define a pseudo-norm for f € A by

£ = [ 76 dpn 79)

M
By Lemma 7.1, || - || is an order-preserving semi-norm, and as in (7.6), invoking again | ,
Lemma 2.2], Theorem 6.12, Proposition 6.13 and | , Theorem 1.1], we have for f,g € Cc a,1,(6)

with psre(f) = psre(g) and n > Ng,
1Lnf = Laglly < CO" minf[|Lo flly, [[Lngllp} < CO"[¢[co min{|| £l g4}

where we applied Remark 7.2. This proves (b) for 1 satisfying the assumption of Lemma 7.1. We
extend to more general ¢ € C''(M) by defining 1) = 1)+ Cy,, where Cy, is given by (7.8), and arguing
as in the proof of part (a). O

Since our maps all preserve pggrg, the loss of memory also implies equidistribution of measures
supported on stable curves and convergence to equilibrium, both of which are summarized in the
following theorem.

200 , Lemma 2.2] is stated for order preserving norms but its proof holds verbatim for order preserving semi-

norms, see | , Lemma D.4].
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Theorem 7.4. Let § > 0 satisfy the assumption of Lemma 7.1. There exists C > 0 such that for all
n > 0 and admissible sequences (1j); C (7, Ky, Ex), U as in Theorem 7.3, and all f,g € Cc a,1(6),
with psps(f) = psre(9):

a) For all Wy, Wo € W3(8) and all v; € CY(W;) with le P = fW2 Y9, we have

ﬁnf 1 de1 - £ng (e dez

’ < CO" (Jnlen + [balen ) sns(f) :
Wi Wa

in particular, for all W € W*(8) and ¢ € CH(W),
F. eotvam = sl $) £ | < OO Wit (7.10)
w w

b) for all p € CH(M),

‘/ fonnd,uSRB_/ fdMSRB/ Y dpisre
M M M

Proof. a) Since £,1 =1 and [|usps(f)|, = pses(f), applying (7.7) with g = pgrs(f) implies,

’][W Enf b dmay = pswa () ][Ww’ B ][W¢’fw ﬁ}jvqf/’dmw - b ﬁn(f/;jpj(f))w (7.11)

< CY" Y| copsra(f) ,

which proves (7.10) for ¢ € D, g(W). We extend this estimate to more general ¢ € CH W) by
defining ¢ = ¢ + Cy as in (7.8) and arguing as in the proof of Theorem 7.3(a). Finally, the first
inequality of part (a) follows from an application of the triangle inequality.

< CﬁnW’Cl(M),U«SRB(f) :

b) Since pggp is conformal with respect to L for each T' € F (7, Ky, E), and using that £,1 =1,
we have

/M f 0 Ty dptsr — /M  dps /M W diten = /M Lol — pisno(F))  dptsns

Thus applying (7.5) to g = psrs(f) proves part (b) since [|psrs(f)Il = psrs(f)-
O

We may extend Theorems 7.3 and 7.4 to piecewise Holder continuous functions, as long as the
discontinuities are transverse to the stable cone. Recall the definition of a regular partition P from
Definition 2.6 and the set C*(P) of functions which are t-Hélder continuous on each element of P,
i.e. which satisfy

|flerepy = sup | flotpy < oo
Pep

Corollary 7.5. Let P be a reqular partition of M and let t > ~. Then the convergence in Theo-
rems 7.3 and 7.4 extend to all f,g € C*'(P), with max{|f|ct(py, |glct(p)} in place of min{|| f| ., llglll .}
on the right hand side in Theorem 7.5 and in place of uszs(f) on the right hand side in Theorem 7./.

The proof of this corollary relies on the following lemma.
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Lemma 7.6. If P is a regular partition of M and f € C*(P) with t > v, then A+ f € Cea.1(0)
for any

L+1 A+ 2t-a cA+ (26" + 8K CpCy + 6C5)
32 {5  loe o e R o |

Proof of Corollary 7.5. Let f,g € C'(P) with psps(f) = psrs(g) and let ¢ € CH(M). Let Af, Ag
be the constants from Lemma 7.6 corresponding to f and g, respectively, and set A = max{As, A\s}.
Then f+ X, g+ X € Cear(0) and psps(f + A) = psre(g + A), so that by Theorem 7.3(b), for all
n >0,

‘ / Lol — 9t dptsns
M

- ‘/ Lo(f+ A= (g+N) ¢ dpsrs
M

< C" [l ey max{| floeepys lglorpy }

since || f + Ally < A+ |fle, and by Lemma 7.6, Ay > C”|f|ct(py, with analogous estimates for g.
This proves the analog of part (b) Theorem 7.3 and the proof of part (a) follows similarly, replacing
the integral over M by the integral over W € W¥.

The extension of Theorem 7.4 to f,g € C*(P) follows analogously, replacing f and g in (7.11)
with f + X\ and g + A, respectively to prove the analogue of (7.10), and then using the triangle
inequality to deduce the first inequality of part (a). Finally, part (b) follows immediately once f is
replaced by f + A since fM Yo Ty, dusps = fM ¥ dusrs due to (H5). O

Proof of Lemma 7.6. We must show that A + f satisfies conditions (4.6) - (4.8) in the definition of
Ce,a,1.(9). Since
A+ Flly <A+ floos and A+ FllZ 2 A = floo (7.12)

to guarantee (4.6), we need

A+ | floo L+1
ATl > | Flog .
e A
Next, to guarantee (4.7), for W € W2 (0), ¥ € D, 3(W), we need,
A
WY g i) WO ) < 450 - )
W

A+ 214

= )\Z|f|oom-

Lastly, we need to show that (4.8) is satisfied. For this, we prove the claim:

Jwr for - fye [
fwl wl fw2 1/}2

for W, W2 41,19 as in (4.8). As in Section 5.2.3, we partition W* into matched pieces Uf and
unmatched pieces Vlk such that Ujl, U]-2 belong to the same element P € P and are defined over
the same r-interval I; for each j. By assumption on P, #{Uf}j < K, #{ij}kg < 2K, and
[VF| < CCpdyys (W, W2).

Recalling the notation from Section 4.2, we express the matched pieces as graphs over their
common r-interval, UJ’? = {GUJ;;(T) = (r, Pt (r)):rel;}, for k=1,2.

< (26" + 8K CpCly + 6C) 8" Vdyys (W, W2)| flonpy (7.13)
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As in Section 5.2.3, we assume without loss of generality that |[Wa| > |W;| and le P = 1.
Also, we may assume |Wa| > 2061 Vdyys (W1, Wa)7; otherwise, (7.13) is trivially bounded by
2|W2||f|oo < 4Cs5l_vdW5(Wl,W2)7‘f|oo-

Next, -
= ‘/Wl fon _/W2 for +/W2 Pl |1 = fwzlf”tbz‘
g?‘/{}}m—/@m +%‘/fo¢;€ Flfl | [ a2

fwl fwl o fw2 f¢2
fwl ¢1 fwz 1/)2

To estimate the first term on the right hand side, recalling (4.3) and d.(11,2) = 0, we have for

re Ij,

(1) 0 G (DI Gir (D]l = (F12) 0 G (| G
= 010 G (1[Gl (DI 0 G () = 0 Gz ()] < w1 0 s (1) |Gl (V| (b (W, W2

(7.14)

where HL(f) denotes the Holder constant of f on P € P. Integrating over I; yields,
> / fir — / Fba| <D Hp(f)dws (W, W2 / Uy < [WHHR(f)dws (W' W) (7.15)
— JUl U2 - Ul
J J J J J
For the second term on the right side of (7.14), |V¥| < CsCpdyys (W', W2) plus (5.9) implies

> /V'kfl/%

< 2K f|0o2¢** )" O, Cpdyys (Wi, Wa) (7.16)

while for the third term, (5.10) implies

| [ 2= 07
w2
Collecting this estimate together with (7.15) and (7.16) in (7.14), and recalling (4.9), we obtain

fwl f¢1 . fw2 wa
furr V1 fure V2

proving the bound in (7.13) since dyys (W1, Wa) < § and ¢ > 7.
With the claim proved, we proceed to verify (4.8). Using (5.8) we estimate,

Jur (4N fyolf + M| [ fyn fbr fige Fio

fwl ¢1 fw2 1/}2 o fwl 1/11 fw2 ¢2
< (26" + 8K CpCy + 6C5)5" Vdyys (W1, Wa) | flce(p) + A2Csdyys (W, W?) .

< ’f‘OOGCSdWs (Wl, W2) .

< 20Hp(f)dws (W, W) + | floo (8K Cp + 6)Csdyys (W, W?),

+ W = 2|

Thus (4.8) will be verified if

(26" + 8K CpCy + 6Cs) 5" Vdyys (Wi, Wo)Y| fle () + A2Csdyys (W, W?)
< A TV dyys (Wi, Wa) (A = | floo)

which is implied by the final condition on A in the statement of the lemma since dyys (Wi, Wa) < §
and cA > 2C; by (5.36). O
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8 Applications

Suppose that we have a billiard table Q = T?\ U; B; and that the particle can escape from the table
by entering certain sets G C @), which we call gates or holes, but only at times kN for some N € N.
One could easily consider also the case of G C @ x S* (i.e. some velocity directions are forbidden, as
studied in [D?2]), but we prefer to keep things simple. In the literature, one often takes N =1, i.e.
the particle can escape at each iterate of the map, but then the holes are required to be very small,
see for example | , D1, D2]. By contrast, in this paper we will be interested in relatively large
holes and so we will replace the assumption of smallness with an assumption of occasional escape
through possibly large sets. This will facilitate the application of this method to two situations we
have in mind: chaotic scattering (Section 8.4) and a random Lorentz gas (Section 8.5).

We begin with the same setup as in Section 2.1, fixing K numbers ¢1, ..., ¢ > 0 and identifying
them as the arclengths of scatterers belonging to Q(7, K, F.) for some fixed choice of 7, K., E, €
R*. As in Section 3.1, we fix an index set Z(7s, Ky, Fy), identifying ¢ € Z(7«, K+, Ex) with a map
T, € F(7«, Ky, E,) induced by the table Q, € Q(7«, Ky, Ey).

A hole G, C ), induces a hole H, C M in the phase space of the billiard map T,. We formulate
here two abstract conditions on the set H,, and then provide examples of concrete, physically
relevant situations which induce holes satisfying our conditions in Section 8.3.

(O1) (Complexity) There exists Py > 0 such that any stable curve of length at most ¢ can be cut
into at most Py pieces by 0H,, where § is the length scale of the cone C. 4.1(0).

(O2) (Uniform transversality) There exists C; > 0 such that, for any stable curve W € W* and
e >0, mw(N:(0H,)) < Cie, where N.(A) is the e-neighborhood of A in M.

Remark 8.1. Assumption (02) can be weakened to, e.g., my (N.(0H,)) < Cye/?, but this would
then require dyys (W, W?2) < 62 in our definition of cone condition (4.8). Similar modifications
are made to weaken the transversality assumption in the Banach space setting, see for erample

[DZ3, D2,

For H C M satisfying (O1) and (02), we let diam®(H) denote the maximal length of a stable
curve in H, which we call the stable diameter.

As in Section 6.2, we fix Ty € F(7y, Ky, 7) and consider sequences {¢;}; C Z(Ty, k), where
k> 0 is from Lemma 6.6(b). Recalling (6.5), this means we will initially consider sequential open
systems comprised of maps T € F (7, Ky, Ex) with d(Q(T), Q(Tp)) < k. We will then extend this
to ny-admissible sequences for appropriate ny depending on H.

Denote by 14 the characteristic function of the set A. The relevant transfer operator for the
open sequential system (opening once every n, iterates) is given by Lg,, = Ly, Lge, where H¢
denotes the complement of H in M, and L, = L, ---Lr, is the usual transter operator for
the n,-step sequential dynamics. The main objective is to control the action of the multiplication
operator 1y on the cone C. 4 1,(9).

Remark 8.2. From now on we will consider parameters c, A, L fixed so that all the conditions of
Section 5.3 apply for all 6 smaller that some fized 6.

8.1 Relatively small holes

First we consider holes H whose stable diameter is short compared to the length scale 9.
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Lemma 8.3. If H C M satisfies (0O1) and (02), and if diam®(H) < ¢ [# , then

}l/q
IPA
1pe[Cen,L(0)] CCar1/(6),
where
L' =2P 1)’ A A = 2P 90207 4|
¢ = PJe® ) 4 2(295 + 3¢) + 4(Ry + 2)PI ' CY.

Proof. Letting f € Cc a,1,(6), we must control the cone conditions one by one. We begin with (4.6).
Given W € W#(9), let Gy denote the collection of connected curves in W\ H. Then applying (4.7)
to each W' € Gy, for ¢ € D, g(W), we estimate

(e fypdmw = S [ fibdmys
w W

W’eGo

< S0 wdm W ras )
wego?W (8.1)

< Y (Wjeea’ fwwdmwAélqufu_

W'eGo

< P96’ 4] £l / dmu,
w

where, in the last line, we have used the Holder inequality to estimate the sum on W', recalling
that, by (O1), the sum has, at most, Py elements. On the other hand, if the collection of disjoint
curves {W;} is such that UW; = W N H,

/ (Lige f) drmyy = / Fob dmyy — / (Lt ) dmyy
w %% w
> £l / bdmy — 3 |Wil7 AT £ ][ W dmy,
w ; W
> {1— e ARy tdiamn® ()} 11| / b dmuy
%%
Hence, for diam®(H) small enough,

1
1L ae fl- = S (8.2)

Accordingly, taking the supremum over W, ¢ in (8.1),

1— B
L flly < 2Py e Al Lpe Il - =: L'|Lre fll-
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Next, to verify (4.7), if W € W2 (9), then estimating as in (8.1),

(Laef)pdmw = > | fodmw
w w!

W'eGo

< S WA f wdm
w

W'eGo

< P92 A1) | fw b dmy (8:3)
< 2P&‘q|W|qea<25>5A61quanfm_f b dmyy

w
— AW e £ ][W bdmy .

where we have used (8.2) for the third inequality.

We are left with the last cone condition, (4.8). We take W, W2 € W (§) with dyys (W, W?) <
0, and ; € Da,a(Wi) with d*(wl, wg) = 0.

As in Section 5.2.3, we may assume without loss of generality that [W?2| > |[W?!| and £, 1 = 1.
First of all note that, by condition (4.7) and our estimate above,

fwk ]lHwak
fwk wk

for k = 1,2, provided |[W?|? < 5q*7§dws(Wl, W2)7. Accordingly, it suffices to consider the case
W27 > 6977 Sdyys (W, W),

It follows from (5.8) that [W!|¢ > L6977 Sdyys (W, W?2)7, recalling that dyys (W', W?) < § and
(5.7). By (02), we may decompose W¥ N H¢ into at most P, ‘matched’ pieces Wf such that
dws(le,VVj?) < dyys(WH, W?) and IWJ,I = IW]g, and at most?! Py + 2 ‘unmatched’ pieces Wf,
which satisfy,

1
< ANWEIS L pe Sl < Sdwe (W W28 e |[1ge |

WE) < Crdos (W, W2).
Then, using condition (4.7) and noticing that ds(¢1]|y1,¥2|p2) =0,
J J

ijl f¢1 fij fT,Z)z

1ge 1ge — o
’le He fP1 fwz He fi2 +Z|Wf‘q5lqu”|f|H_ea(25)

5>

furr V1 fo2 2 I for 1 e 2 o
fwr tr Sz fio fiw1 1 fye Y2 (8.4)
< L e (W WS A4S e e W

+8(Py + 2)Cldys (W, W) '8 VAl Ly £,

using (8.2). Next, since Iy1 = Ijy2, recalling Remark 4.4 and (5.8) we have fwl P = sz 1y and??
J J J J

2! According to (O1), W¥ is divided into at most Py pieces, and W* N H® comprises at most % + 1 of them. Each
such piece can give rise to at most 2 unmatched pieces.
22Gince Iy1 = Iy2, the term on the right side of (5.8) proportional to Cs is absent in this case.
J J
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HW}] — ]WJ»QH < |Wj1|dws(W1, W?2). Then applying (4.7) and recalling f, 1 =1,

S fio furt 01 fipre 2 fure Vo W2

wp T I e B D yesa ][ ¢2

fW2¢2 fW]2¢2fW1¢1 fW2¢2 |W]‘ w2
o ]W2| \W2|q § 1—q \W2|

< A|fIl_e*@* [1w2|est-9|1 — —L | + —2 ( ) w2 —/ 1/12‘ ! (8.5)
2 1 1 2 |W]2|q 5 1 2

< 219 §1—q s _ .

< AUSIL2 (318t W 2+ 20 (o) (921 [

X
q

Next, recalling [W?2| > §'~ [c/Q]édWs(Wl, W2)% and using (5.10) yields,
5\
_ W2 —
() - e

where we have again used (5.7) and dyys (W', W?) < §. Using this estimate and the fact that
g <1/21in (8.5) and summing over j yields,
Z ijz J2 , ijl V1 fyre V2
j fw2 (o) fwj? (G5 fwl (&

< 60,2/ 10D 50 T dyys (W, W)

<4700 gy (W W2),

) - 3 [Wp
< 2451 V‘Hf‘”_dwg(wla WQ)"/ Z(sl CI‘WJ.2|(1 + ZC‘WJQVI
J

< 246" || Il s (W, W2)T )% (295 + 3c)

Finally, using this estimate in (8.4) concludes the proof of the lemma,

fwl ﬂHCfi/Jl - fw2 ]lHwa2
fur U1 forz V2

< dye (W, W2)18' 0 A2 1 £ (P +
+ 2295+ So) + 4(Py + 2RI CY)

where we have again used (8.2). O

Remark that, by Theorem 6.12, we know that there exists Ny € N, Nr < k.n, + Cy|1Ind|
where n,, defined in Lemma 6.6, and k, from Theorem 6.12, are uniform in F (7., Ky, Ey), while Cy
depends only on ¢, A, L, such that Ln,Cc A,1,(6) C Cyeyaxr(9), for all {Lj}j-vzfl C Z(Ty, k).

To state the next result we need to make explicit the coice of the cone parameters. Let ¢/, A’, L/
be given by Lemma 8.3. Choose (minimal) ¢ > ¢/, A” > A" and L” > L’ satisfying the conditions
in Section 5.3, and ¢” < § satisfying (6.7) and (6.18) with respect to A” and L".

Define N% = kyn, + C}|In¢"|, where C}, k, and n, are from Theorem 6.12 applied to the cone
Cer ar 17(0"). Since, as remarked in Proposition 5.1 and Theorem 6.12, x is independent of the
cone parameters, we have L£,Cor an 11(6") C Cyerr yar yr7(8”) for all n > N

Recall that x > 0 from Lemma 6.6 depends only on the family F (7, Ky, Ey).

Proposition 8.4. Let n, = N%. There exists J € N, depending only on ¢, A,L, Py,Cy, such
that if assumptions (O1) and (O2) are satisfied and diam®(H) < §” [ﬁr/q, then there exists
X' € (0,1) such that for all n > Jn,, and all n.-admissible sequences (tj)j>1, [Lnlie]Ce a,r(8”) C
Cx’c,x/A,x’L((SH)-
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Proof. For n = mN:, we may apply both Lemma 8.3 and Theorem 6.12 to obtain,

£ 111Cen 1(5") C Loy, Cor ar, 1 (8") < Coomer o o1 (8")

m I

for as long as x™¢” > ¢, x™A” > A or x™L" > L. Letting m; denote the greatest m such that

XM > cor YMA” > Aor x"™L" > L, and setting J = mi+1 produces the required contraction. [J
Remark 8.5. Taking k = 0 we can also consider the case of a single map, T,, =Ty for each j.
Then once we know the transfer operator for the open system acts as a strict contraction on the
cone, it is straightforward to recover the usual full set of results for open systems with exponential
escape, including a unique escape rate and limiting conditional invariant measure for all elements
of the cone. See Theorem 8.16 for an example.

8.2 Large holes

The preceding pertains to relatively small holes. For many applications, large holes must be con-
sidered. To do so requires either a much closer look at the combinatorics of the trajectories or
requiring the holes to open at even longer time intervals than what was needed before. We will
pursue the second, much easier, option with the intent to show that large holes are not out of reach.
To work with large holes it is convenient to strengthen hypothesis (O1):

(O1’) (Complexity) There exists Py > 0 such that any stable curve of length at most §y can be cut
into at most Py pieces by 0H.

The main difference between small and large holes is that, according to Lemma 8.3, for holes
with sufficiently small stable diameter, multiplication by 1ge maps C. 4,1(0) into a cone with
larger parameters; by contrast, for large holes, multiplying by the indicator function may produce
functions that do not belong to any cone and we must use mixing to recover this property, as
detailed in Lemma 8.8. To avoid trivialities, we only consider holes with psgs(H) < 1.

When iterating T, 1W for W € W?, we will need to distinguish between elements of G, (W)
which intersect H and those that do not. Recall that G,(W) subdivides long homogeneous con-
nected components of 77 ' into curves of length between &y and dy/3. We let G (1) denote the
connected components of W; N H¢, for W; € G, (W), where H® = M \ H. Following the notation
of Section 5.2, let Lo (W;§) denote those elements of G (W) having length at least § and let
ShI(W;§) denote those elements having length at most 6.

Without the small hole condition, hypotheses (O1’) and (O2) are insufficient to prove Lemma 8.3;
however, one can recover the results of Proposition 8.4 and its consequences provided one is willing
to wait for a longer time. To prove the following result, we recall again Definition 2.4 of admissi-
ble sequence. We call a sequence (5)j>1, tj € Z(7, Ky, Ex), N-admissible if there exist sequences
(Th)k>1 C F(74, Ky, Ey) and (Ng)r>1 with N > N, such that T,, € F(T},x) for all k¥ > 1 and

je [+ Ny, i, Nl
Lemma 8.6. If (O1') and (02) are satisfied, then for each 6 > 0 small enough (depending on

psrs(H)) there exists ng € N, ng < Clnd~! for some constant C > 0, such that for all ns-
admissible sequences (1), all W € W*(§) and n > ns,

Z W‘_l/ , JwiTn > %(1 - MSRB(H))'

W'eLoH (W;5)
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Proof. Arguing exactly as in Lemma 8.3 it follows that if (O1’) and (O2) are satisfied, then there
exists ¢ > ¢, A’ > A, L' > L such that 1gec +1 € C 4, 1/(9) and we may choose ¢/, A", L’ and § > 0
such that the conditions of Theorem 6.12 are satisfied. Setting ns := N’ from Theorem 6.12 for
these cone parameters, we apply equation (7.10) of Theorem 7.4 to this larger cone,

‘][Wﬁn(]ch) - (1~ MsnB(H))‘ = ’][W Lo(lpe+1)—2 +,U’SRB<H)’ < oy

On the other hand, recalling Lemma 3.3,

f Lo(lge)— > \W\_l/ JwiTh| < > ]W\_l/ Jw T,
w ! w!

W'eLoH (W 8) W W' eShH (W 6)
< Po(Cody 16 + Cob}),

which implies the lemma. O

We are now able to state the analogue of Proposition 8.4 without the small hole condition.
Note, however, that now n, has a worse dependence on § that we refrain from making explicit. We
recall from Remark 8.2 that we have fixed the parameters ¢, A, L of the cone, but we may choose
0 smaller as needed.

Proposition 8.7. Under assumptions (01') and (02), for each § > 0 small enough there exist
X' € (0,1) and J,n. € N depending on (01'), (02), usrs(H) and §, such that, for all ny-admissible
sequences (tj); and for all n > Jn., [L,1ge]Cea,1(0) C Cyrerraxn(0)-

Before proving Proposition 8.7, we state an auxiliary lemma, similar to Lemma 8.3.

Lemma 8.8. If H satisfies (0O1') and (02), there exists*> ng > ngs such that for n > ns and all
ns-admissible sequences (v5)j, we have [Lp1ge]Cea,1,(0) C Cor ar1r(6), where
6 9
d=cPy, AN=A— "> __ gnd I'=L—"
1 — psrs(H) 1 — pspp(H)

Proof of Proposition 8.7. As in Section 8.1, we may choose minimal ¢/ > ¢/, A” > A" and L" > L'
and § > 0 sufficiently small to satisfy the hypotheses of Theorem 6.12. Then letting n, =
max{ N, ns}, with*® N% = C.|Ind| + k.n. as before, we may apply both Lemma 8.8 and Theo-
rem 6.12 to obtain,

(£ L111Ce £(8) C Lyun, Cor ar1(8) < Coome om0

for as long as x™c” > c or x"™A” > A or x""L" > L. Letting m; denote the greatest m such that

m I

X" > e, x™A" > Aor x""L" > L, and setting J = mj + 1 produces the required contraction. [J

Proof of Lemma 8.8. Let n > ns (from Lemma 8.6) and f € C. 4,1(6). For each W € W?(§) and
Y € Dy (W), we have

| otatan= ¥ | /Wi Toavf+ Y | /Wi T . (8.6)

W;eLoH (W36 W, eShH (W8

23Since we have fixed the cone constants ¢, 4, L, the number 7i; depends on the constants appearing in (O1") and
(02) as well as usrp(H) and the choice of §, from Lemma 8.6.
24N’ is number from Theorem 6.12 applied to the cone with larger constants ¢, A", L".
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where we are using the notation of Section 5.1 for the test functions. Since any element of G, (W)
may produce up to Py elements of Sh (W;6) according to assumption (O1’), we estimate

[otamns X Wl [ v ARSI [ o Cootgt + o)
w Wi Lol (W;6) TnVi W
<INl /W¢ (1 + APDea(25)ﬁ(C—,O550—1 4 C}ﬂ?)) ’

where we have used |W| > § and cone condition (4.7), as well as Lemma 3.3(b) to sum over elements

of SKH(W;6).

Analogously, using Lemma 8.6,

/chnuﬂcf)z S WAL e AR [ oy + Co)

WieLoH (W;6) Wi

—a(26)P B
= £l = /Wzb (e 5 (1= sns(H)) = APy @)% (Coso5 + coe’f)> .

Let ny be such that 2APyCy07? < i(l — psrs(H)), then for n > ny and § small enough we have

1
ILn (e Il = AU 51 = psrs(H)). (8.7)
Accordingly, for n > max{ng,ns} =: ns and ¢ small enough, we obtain
e 3
EnCepll . WA oL, .
(e NI~ AN (5Q — psre(H)) — 1 = psns(H)

The contraction of A follows step-by-step from our estimates in Section 5.2.2. Taking W €
W# (§) and grouping terms as in (8.6) we treat both long and short pieces precisely as in Section 5.2.2
with the additional observation that each element of G, (W) produces at most Py elements of
ShI(W;§) by assumption (O1’). Thus (5.4) becomes,

¥ Lallie )] o 1L e e i
S o S AW (22471 + Poe@)" (Codg ! W] + Cot) ')
w . (8.9)
< Aél‘qlquHlﬁn(ﬂHcf)|||_m = AW L (e )]

where we have applied (8.7) and assumed n > max{ng, ns}.

Finally, we show how the parameter ¢ contracts from cone condition (4.8). Following Sec-
tion 5.2.3, we take W1, W2 € W3 (§) with dyys(W1, W?2) < §, and ¢y, € Dy o(WF) with di (1, 19) =
0. As before, we assume without loss of generality that [W?| > [W!| and £, 11 = 1.

We begin by recording that, by (8.9),

fwk U, ﬁn(ﬂHCf)
fwk (o

for k = 1,2, provided |[W?|7 < 6‘1_7%dws(W1, W2)7. Accordingly, it suffices to consider the case
W2 > 579 dyya (W, W27,

It follows from (5.8) that W17 > 16977 Edyy« (W, W?)7, recalling that dyys(W?', W?2) < § and
(5.7).

1
< ANWHIS I Lo (Lae f - < s (W W28 e[ Lo ]
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Next, following (5.11), we decompose elements of G (WW*) into matched and unmatched pieces,
as in (5.12). We estimate the unmatched pieces precisely as in (5.15), noting that by (O1’) and the
transversality condition (O2), each previously unmatched element of G, (W*) may be subdivided
into at most Py additional unmatched pieces ij , while each matched element may produce up to
Py additional unmatched pieces each having length at most,

V| < CiCs A" dyys (W, W),

by Lemma 5.5(a). Thus,

S| AT
Jik J

where we have used (8.7) in (5.14) to estimate

ILafll- < WEaflle < SN < BLIFI < o ILn (Lae £ - (8.11)

SRB

9P,
<1 0 CLALS  Vdyys (W, W) Lo (L e £ (8.10)

psrs (H )

The estimate on matched pieces proceeds precisely as in (5.20), and with an additional factor
of Py in (5.21), we arrive at (5.25), again applying (8.7),

§ : ffn Ulwl - fT\n U2¢2
- Ul g U2 g
J J J

24CCs AT T dyys (W W) Y| (L e )| (2940C5677 + cC5A™™ 4 29C5A7"5) .

6P
< 0
— 1—psrB(H)

Combining this estimate together with (8.10) in (5.11) (with A" in place of A in (5.11)), and recalling
(5.12), yields by (5.26),

fwl 'Cnf"vbl . fw2 'Cnf"vbQ
furr V1 fore V2

where we have applied (5.27) to simplify the expression. Setting ¢ = Pyc and recalling the definition
of A’ from (8.9) completes the proof of the lemma. O

6P,
~ 11— p(H)

cAS" Yy (W W) Lo (L I,

8.3 Loss of memory for sequential open billiards

We conclude the section by illustrating several physically relevant models to which our results apply.
Admittedly, we cannot treat the most general cases, yet we believe the following shows convincingly
that the techniques developed here can be the basis of a general theory.

Dispersing billiards with small holes have been studied in | , D1, D2], and results obtained
regarding the existence and uniqueness of limiting distributions in the form of SRB-like conditionally
invariant measures, and singular invariant measures supported on the survivor set. In the present
context, we are interested in generalizing these results to the non-stationary setting. Analogous
results for sequences of expanding maps with holes have been proved in [MO), |

For concreteness, we give two example of physical holes that satisfy our hypotheses, following

[DWY, D2].

Holes of Type I. Let G C 0Q be an arc in the boundary of one of the scatterers. Trajectories of the
billiard flow are absorbed when they collide with G. This induces a hole H in the phase space M
of the billiard map of the form (a,b) x [—7/2,7/2]. Note that OH consists of two vertical lines, so
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that H satisfies assumption (O2) since the vertical direction is uniformly transverse to the stable
cone, as well as assumptions (O1) and (O1") with Py = 3.

Holes of Type II. Let G C @ be an open convex set bounded away from 0Q and having a C?
boundary. Such a hole induces a hole H in M via its ‘forward shadow.’

We define H to be the set of (r,¢) € M whose backward trajectory under the billiard flow
enters G before it collides with Q). Thus points in M which are about to enter G before their next
collision under the forward billiard flow are considered still in the open system, while those points
in M which would have passed through G on the way to their current collision are considered to
have been absorbed by the hole.

With this definition, the geometry of H is simple to state: if we view G as an additional
scatterer in (), then H is simply the image of G under the billiard map. Thus H will have connected
components on each scatterer that has a line of sight to G, and dH will comprise curves of the form
So UT(Sp), which are positively sloped curves, all uniformly transverse to the stable cone. Thus
holes of Type II satisfy (02) as well as (O1) and (O1’) with Py = 3. (See the discussion in [D2,
Section 2.2].)

Still other holes are presented in [D2] such as side pockets, or holes that depend on both position
and angle, which satisfy (O1), (O1’) and (O2), but for the sake of brevity, we do not repeat those
definitions here.

As noted, both holes of Type I and Type II satisfy (O1) and (O1’) with Py = 3. Moreover, holes
of Type I satisfy (O2) with C; depending only on the maximum slope of curves in the stable cone,
which is uniform in the family F(r,, Ky, E,) according to (H1): this (negative) slope is bounded
below by —Kmax — %7 so choosing C; > K, + 7, ! suffices. Since H for holes of Type II have
positive slope, the same choice of Cy will suffice for such holes to satisfy (02).

Fix F (74, Ks, Ey) and define H(FPp, Ct) to be the collection of holes H C M with psps(H) < 1/2
and satisfying (O1) or (O1’) and (O2) with the given constants Py and C;. We define a non-
stationary open billiard by fixing a sequence of holes Hy € H (P, Cy), k € Z*, satisfying either (O1)
and (02) or (O1’) and (O2). In the first case, let n, be from Proposition 8.4, while in the second,
let n, be from Proposition 8.7.2° Next, choose an n,-admissible sequence (tj)4s tj € (T, Ky, Ey).

Recall (5.13): For w,v € N, v > u, let T}, ,, =T,, 0---0T, . ,. For each k > 1, the open system
relative to Hy, is defined by T, : (Thn, (k—1yn,) (M \ Hy) — M \ Hy, where
0--0T

Lk—1)n,

Ti(z) =T,

Lkny

() for z € (Tlm*’(k,l)n*)*l(M \ Hyg) .

To concatenate these open maps into a sequential system, define

Tji(z) =Tjo---oTi(x) for x e _ T o 0Ty Y(M\ Hy),
thus we allow escaping once every n, iterates along the admissible sequence. The transfer operator
for the sequential open system is defined by

Liif=C o1, Lae o1, Luef - (8.12)

o L
TL(j+1>n* J TL(Hl)n*

We will be interested in the evolution of probability densities under the sequential system, given by

Znykf . 3 . .
TS dins” Note that if f € C. 4,1(0) then [, Ly, i f dpsps > 0 for each n (thus the normalization

is well defined). When f > 0, this normalization coincides with the L!(usgs) norm; however, we
use the integral rather than the L! norm as the normalization since the integral is order preserving
with respect to our cone, while the L' norm is not. We conclude the section with a result regarding
exponential loss of memory for the sequence of open billiards.

2’Requiring pusre(H) < 1/2 enables a uniform choice of n, for all H € H(Py, C).
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Theorem 8.9. Fiz 74,,Kys > 0 and E, < oo, and let a,c, A, L,0 and dy satisfy the conditions of
Theorem 6.12 and Lemma 7.1. Let Py,Cy > 0. There exist C > 0 and ¥ < 1 such that for all
sequences (H;); C H(Py, Cy) satisfying either (O1) and (02) or (01') and (02), all n,-admissible
sequences (1) C I(Tw, K, Ex), for allyp € CHM), all f,g € Cear(5), alln > 1 and all 1 < k < n,

TL ETL n—
/ kf Y dpsps — / 71& Y dusrp| < CLY |¢|01(M) .
M MSRB n kf M ;U'SRB(ﬁn kg)

Proof. Remark that the constants appearing in Propositions 8.4 and 8.7 are uniform, depending
only on F(7, K4, Ey), Py and C’t Hence, if f,g € CCAL(d), then for each Kk < n € N, L, 1 f,
~ n kf ‘Cn lcg

ﬁn’kg < CC7A’L(5)‘ Since fM rRB(L ,kf)d'uSRB o fM #srRB(Ln,kg)
arguing exactly as in the proof of Theorem 7.3(b), using again the order preserving semi-norm

| - ||, as well as the fact that by Remark 7.2,

dusgs = 1, the theorem follows

Lot - Lok £ ~
Nnifle o g 0oni e < g
IU’SRB(ﬁn,kf) ’Hﬁn kaL
When invoking (7.6), it holds that pc(ﬁon,kf/,uSRB( nf)s nkg/MSRB( nkg)) = pc(ﬁon,kf, /jnﬂkg)
due to the projective nature of the metric. ]

Note that, by changing variables, [, Eon,kfwd,usmg = |y fvo Tnk djisrs, where Mnk =

f:ka_ lo.iio i‘l(M \ H;). Thus the conclusion of the theorem is equivalent to the expression,

an,k fvo fn,k d/«LSRB ank gy o fn,k duSRB
fM’n,k f d,LLSRB fM’n,k g d)u’SRB

< CLY" [yl e

Next we show that sequential systems with holes allow us to begin investigating some physical
problems that have attracted much attention: chaotic scattering and random Lorentz gasses.

8.4 Chaotic scattering (boxed)

Consider a collection of strictly convex pairwise disjoint obstacles {B;} in R? for which the non-
eclipsing condition may fail.?® Assume that there exists a closed rectangular box R = [a,b] x [c, d]
such that if an obstacle does not intersect its boundary, then it is contained in the box. In addition, if
an obstacle intersects the boundary of R, then it is symmetrical with respect to a reflection across
all the linear pieces of the boundary which the obstacle intersects (see Figure 4 for a picture).
Finally, we will assume a finite horizon condition on the cover () defined after Remark 8.12.

Remark 8.10. The restriction regarding symmetrical reflections on the configuration of obstacles
is necessary only because we did not develop the theory in the case of billiards in a polygonal box
(see Remark 8.12 and the following text to see why this is relevant). Such an extension is not
particularly difficult and should eventually be done. Other extensions that should be within reach
of our technology are more general types of holes and billiards with corner points. Here, however,
we are interested in presenting the basic ideas; addressing all possible situations would make our
message harder to understand.

26Remember that the non-eclipsing condition is the requirement that the convex hull of any two obstacles does not
intersect any other obstacle.
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—

Incoming particle beam

Figure 4: Obstacle configuration for which the non-eclipse condition fails and the box R (dashed
line).

Lemma 8.11. If a particle exits R at time ty € R, then, in the time interval (tp,o0), it will
experience only a finite number of collisions and it will never enter R again.

Proof. Recall that R = [a,b] x [¢,d]. Of course, the lemma is trivially true if, after exiting R,
the particle has no collisions. Let us imagine that the particle, after exiting from the vertical side
(b,c) — (b,d), collides instead with the obstacle B; at the point p = (p1,p2). Note that B; must
then intersect the same boundary, otherwise it would be situated to the left of the line x = b and
the particle could not collide since necessarily p; > b. Our hypothesis that B; be symmetric with
respect to reflection across z = b implies that also (2b — p1,p2) € 9B;. Thus, by the convexity
of B;, the horizontal segment joining p and (2b — pi,p2) is contained in B;. This implies that,
calling n = (n1,72) the normal to dB; in p, it must be n; > 0. In addition, if v = (v1,v2) denotes
the particle’s velocity just before collision, it must be that v; > 0 since the particle has crossed a
vertical line to exit R. Finally, (v,n) < 0, otherwise the particle would not collide with B;. But
since the velocity after collision is given by v* = v — (v, n)n, it follows Uf =v — (v,m)m > v1.
That is, the particle cannot come back to the box R. Since all the obstacles are contained in a
larger box R; and since there is a minimal distance between obstacles, the above also implies that
the particle can have only finitely many collisions in the future. The other cases can be treated
exactly in the same manner. O

Remark 8.12. We want to consider a scattering problem: the particles enter the box coming
from far away and with random position and/or velocity, interact and, eventually, leave the box.
The basic question is how long they stay in the box or, better, what is the probability that they
stay in the box longer than some time t. This is nothing other than an open billiard with holes.
Unfortunately, the holes are large and our current theory allows us to deal with large holes only if
enough hyperbolicity is present. To extend the result to systems with small hyperbolicity is a very
important (and hard) problem as one needs to understand the combinatorics of the trajectories for
long times.

An alternative is to study the scattering problem under the non-eclipsing condition. Such an
assumption avoids the technicalities associated with billiards and results in Aziom A dynamics with
a natural finite Markov partition for the collision map on the survivor set. This problem has been
studied and strong results proving exponential escape as well as exponential miring on the survivor
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set have been obtained in both discrete [ , , | as well as continuous [St] time. There
are also recent results on the rigidity problem for such open billiards [ , . Yet the
condition is artificial once there are more than 2 scatterers, hence the importance of developing an
alternative approach.

Given the above remark we modify the system in order to have the needed hyperbolicity. This is
not completely satisfactory, yet it shows that our machinery can deal with large holes and illustrates
exactly what further work is necessary to address the general case.

Fizing N sufficiently large, we suppose that when a particle enters the box, the boundaries of
the box become reflecting and are transparent again only between the collisions kN and kN + 1,
k € N, counting only collisions with the convex obstacles.

More precisely, consider the billiard in R with elastic reflection at OR. We call such a billiard
table Q). Let M = ( Ui 0B; N R) [—%., 5] be the Poincaré section,?” and consider the Poincaré
map T : M — M describing the dynamics from one collision with a convex body to the next.
Unfortunately, this is not a type of billiard that fits our assumptions since the table has corner
points. Yet, when the particle collides with OR we can reflect the box and imagine that the
particle continues in a straight line. Note that, by our hypothesis, the image of the obstacles that
intersect the boundary are the obstacles themselves; this is the reason why we restrict the obstacle
configuration. We can then reflect the box three times, say across its right and top sides and then
once more to make a full rectangle with twice the width and height of R, and identify the opposite
sides of this larger rectangle. In this way we obtain a torus T? containing pairwise disjoint convex
obstacles. Such a torus is covered by four copies of R, let us call them {R;}}_,. We call such a
billiard Q, and we consider the Poincaré map T which | maps from one collision w1th a convex body
to the next, and denote its phase space by M = U 1 M;.

Our final assumption on the obstacle conﬁgumtwn is that @ is a Sinai billiard with finite horizon.
Hence T : M © falls within the scope of our theory. By construction there is a map 7 : M — M
which sends the motion on the torus to the motion in the box. Indeed, if Z € M and x = 7(%),
then T7(z) = w(T™(&)), for all n € N.

We then consider the maps S = TV and S = TV, again 7(S()) = S(n(&)). Define also the
projections 7 : M — Q and 71 : M — @, which map a point in the Poincaré section to its position
on the billiard table. For # € M, let us call O(&) the straight trajectory in T2 between 7 (%)
and 71 (T(%)), and setting = = 7r(:t:) O(z) the trajectory between 71 (x) and 71 (T ((x)). Note that
the latter trajectory can consist of several straight segments joined at the boundary of R, where
a reflection takes place. By construction, if 5(~) intersects m of the sets OR;, then the trajectory
O(z) experiences m reflections with OR. Accordingly, we introduce, in our billiard system (M S),
the following holes : H = T{x cM : O( )N (U;0R;) # 0} and set H = W(H)

The above makes precise the previous informal statement: the system (M, S) with hole H,
describes the dynamics of the billiard (M, T") in which the particle can exit R only at the times kN,
k € Z. The transfer operator associated with the open system (M,S; H) is 1gcLglye, yet since
(TgeLslpe)™ = 1ge(Lglpe)™, it is equivalent to study the asymptotic properties of Lg:=Lglpe.

For a function f : M — C, we define its lift f : M — C by f = f om. The pointwise identity
then follows,

Lof=L5(Mg.f)=Ls((Vef)om) = (Lsf)om. (8.13)

While H is not exactly a hole of Type II, its boundary nevertheless comprises increasing curves
since it is a forward image under the flow of a wave front with zero curvature (a segment of OR;).

2"Recall that ¢ € [— %, 5] is the angle made by the post-collision velocity vector and the outward pointing normal
to the boundary.
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Hence condition (O1’) of Section 8.2 holds with Py = 3 and condition (02) holds with C; depending
only on the uniform angle between the stable cone and the vertical and horizontal directions in M.
Thus Proposition 8.7 applies to Eog with n, depending on C; and Py = 3. In fact, our next result
shows that also /jg contracts Ce 4,1,(6) on M.

Proposition 8.13. Let n, € N be from Proposition 8.7 corresponding to Py = 3 and Cy > 0.
Then for each small enough 6 > 0, there exist ¢, A, L > 0, x € (0,1) such that choosing N > n,,
ﬁs(CQA’L((s)) C CXC7XA7XL(5)7 where S = TN,

Proof. As already noted above, Proposition 8.7 implies the existence of d,c, A, L and x such that
L(Ce,a,1(0)) C Cyexaxr(6) if we choose N > n,. Note that the C(znstant C; is the same on M and
M. In fact the same choice of parameters for the cone works for Lg. .

For any stable curve W, 7~ 'W = U;‘-‘:1W¢ where each W; is a stable curve satisfying 7(W;) = W.

Since 7 is invertible on each M;, we may define the restriction m; = 7|37, such that 7 Yw) =w..

Conversely, the projection of any stable curve W in M is also a stable curve in M.
Since each m; is an isometry, and recalling (8.13), for any stable curve W C M, each f €
Cear(6), and all n > 0,

/~wo7rﬁogfdmwz/ L f dmy, Ve COW),
Wi w

where f = f om. Moreover, if ¢ € D, 3(W), then p o € Daﬁg(Wi), for each i = 1,...,4. This
implies in particular that [|£5/|,. = [I£%f]|. for all n > 0, and that f € Cc.ar(0) if and only if
f=fome CNC7A7L(5). Consequently, Eosf € Cyexaxr(0) if and only if ng € CNXQXA,XL(é), which
proves the proposition. ]

In contrast to the sequential systems studied in Section 8.3, the open billiard in this section
corresponds to a fixed billiard map 7" (and its lift 7). Thus we can expect the (normalized) iterates
of EOS to converge to a type of equilibrium for the open system. Such an equilibrium is termed
a limiting or physical conditionally invariant measure in the literature, and often corresponds to
a maximal eigenvalue for LOS on a suitable function space. Unfortunately, conditionally invariant
measures for open ergodic invertible systems are necessarily singular with respect to the invariant
measure and so will not be contained in our cone C. 4,1,(6), which is a set of functions. However,
we will show that for our open billiard, the limiting conditional invariant measure is contained in
the completion of C. 4.1,(6) with respect to the following norm.

Definition 8.14. Let V = span(CC,A,L(d)). For all f € V we define
[/l =inf{A > 0: =X = f XA},
Lemma 8.15. The function || - ||, has the following properties:
a) The function || - ||« is an order-preserving norm, that is: —g < f =< g implies || f]l« < ||g]|«-

b) There exists C > 0 such that for all f € C. a.1(8) and 1 € C*(M),

\ /M F b dpsns| < CNFILIbleran < Ol llblonan -
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Proof. In this proof, for brevity we write C in place of C. a r.(6).

a) First, we show that || f|« < oo for any f € V, i.e. for any f € V we can find A > 0 such that
A+ f,\— f € C. By the proof of Proposition 6.13, we claim®® that for any f € C, we can find p > 0
such that u — f belongs to C. This follows since the second part of the proof with x = 1 yields that
w — f satisfies (4.6) if p > %|||f]||+, it satisfies (4.7) if p > ﬁ‘?_qﬂﬁﬂh, and it satisfies (4.8) if
> %\H fll.. Taking x large enough to satisfy these 3 conditions proves the claim.

Next, consider f = ag+ Sh with g,h € C and «, 8 € R. If o, 5 > 0, then since C is closed under
addition, the above claim yields ¢ > 0 such that p — f and p + f are in C and thus ||f||« < p.
It remains to consider the case o < 0, > 0 since the remaining cases are similar. Let py > 0
satisfy py — g belongs to C. Set A = pg4|r|. Then A+ f = |a|(pg — g) + Bh is the sum of elements
in C and thus is in C. Similarly, let up > 0 satisfy up — h belongs to C and set B = upB. Then
B — f =|alg+ B(pn — h) is again in C. Thus || f|. < max{A4, B}.

Next, if ||f]|x = 0, then there exists a sequence A\, — 0 such that —\, =< f < A,, and so
An+ f, An — f € C for each n. Since C is closed (see footnote 5), this yields f,—f € CU{0} and so
f =0 since C N —C = () by construction.

Since f < g is equivalent to vf < vg for v € Ry, it follows immediately that ||vf]l, = v f]|«.

To prove the triangle inequality, let f,g € V. For each ¢ > 0, there exists a,b, a < & + || f||x,
b < e+ |g|l such that —a < f < a and —b < g < b. Then

(£l +llglls +2¢) = =(a+b) 2 f+ g 2a+b < |[Ifll+ llgll +2¢,

implies the triangle inequality by the arbitrariness of €. We have thus proven that [ - ||« is a norm.
Next, suppose that —g < f < g and let b be as above. Then

—|lglls —ex-b=x—g=<f=<g=<b=|gll«+¢

which implies || f||x < ||g]l«, again by the arbitrariness of €. Hence, the norm is order preserving.

b) The first inequality is contained in Remark 7.2. For the second inequality, we will prove that
Il < Nflle forall fec. (8.14)

To see this, note that if —A < f < A, then [|A — f||_ > 0 by Remark 4.8. Thus for any W e Wws
and 1 € D, g(W),
o< WOV fufv

and taking suprema over W and ¢ yields || f[|, < A, which implies (8.14). O

A,

Define V, to be the completion of V in the || - ||« norm. V, is a Banach space. Let C, be the
closure of C. 4.1,(6) in V.

We remark that by Lemma 8.15(b), C, embeds naturally into (C'(M))’, where (C*(M))’ is the
closure of CY(M) with respect to the norm ||f||_; = SUP|y| <1 Jas f1b dppsrs. We shall show that
the conditionally invariant measure for the open system (M, T'; H) belongs to C,.

Theorem 8.16. Let (M, S; H) be as defined above, where S = TN . If N > n,, where n, is from
Proposition 8.7, then:

28This claim implies that the cone is Archimedean.
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£
a) h:= lim —5
n—oo /fSRB(ﬁg'l)
satisfying Lsh = vh for some v € (0,1) such that

is an element of C. Moreover, h is a nonnegative probability measure

1 .
logr = lim EloguSRB(ﬂ?ZOS_Z(M\H)),

n—0o0

i.e. —logv is the escape rate of the open system.

b) There exists C > 0 and ¥ € (0,1) such that for all f € Cc a,1(5) and n > 0,

L) <Co".
HSRB(»Cgf) %
In addition, there exists a linear functional £ : Ce a,1,(6) = R such that for all f € C.a,1(5),

(f) >0 and )
v Lo f — L(f)hllx < CIEF) [l

The constant C depends on Cc a,1,(9), but not on f.

Remark 8.17. (a) The conclusions of Theorem 8.16 apply equally well to the open system (M, S; j-vl)

(b) By Lemma 8.15(b), the convergence in the ||-||x norm given by Theorem 8.16(b) implies conver-
gence when integrated against smooth functions ¢ € C1(M). As usual, by standard approzimation
arguments, the same holds for Holder functions.

(c) Also by Lemma 8.15(b), the above convergence in || - ||« implies leafwise convergence as well.
First note that for W € W#(9), each f € Cea.r(0) induces a leafwise distribution on W defined
by fw () = [y fodmw, for o € Dag(W). This extends by density to f € Ci. Since h € C,
by Theorem 8.16(a), let hy denote the leafwise measure induced by h on W € W?*(§). Then by
Lemma 8.15(b) and Theorem 8.16(b), there exists C' > 0 such that for all n >0,

S Laf ¥ dmw
:U’SRB(ng)

hw ()| < C6™M", Vf € CeaL(6), Ve € CHW),

and also,

v [ £ dmuy = (0w (0)] < CEHM).
w

In particular, the escape rate with respect to fdmy on each W € W*(9) equals the escape rate with
respect 10 spp-

Proof of Theorem 8.16. We argue as in the proof of Theorem 7.3. Recalling that || - ||+ is an order-
preserving norm, we can apply | , Lemma 2.2], taking the homogeneous function p to also be
|| - |l and obtain that, as in (7.6), for all f,g € Cc a,1.(9),

| uf L

- : o, (8.15)
[Py | (V& 7] e

*

since Hgngf” = 1 and similarly for g. This implies that <fngf” > is a Cauchy sequence in
sl ||, ST S >0

the ||+ || norm, and in addition, the limit is independent of f. Hence, defining hy = lim, o ”Eﬁnilln,

S *
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we have hg € C, with ||hgl|, = 1 such that* for all ) € C1(M),

/Loshoz/): lim 1 / L1y = 1 ”Enﬂl”*/ hoth = || Lsho| / hot) =: 1// hot)
M n=oo || L1« novoo | LE1]]«

where all integrals are taken with respect to pusgs. Thus, Eosho = vhgy. Moreover, the definition of
hg implies that,

ho(0)] < IWleo lim PemelEsD)

' 5 = [¢]eoho(1), Vo eCY(M), (8.16)
nee || L

thus hg is a measure. In addition, by the positivity of EQS, ho is a nonnegative measure and since
|lholl« = 1, it must be that ho(1) # 0. Thus we may renormalize and define

1
ho(1)

h:= ho.

represents the limiting conditionally invariant probability measure for the open system

Then h( HC)
(M,S; H). However, we will work with h rather than its restriction to H¢ because h contains
information about entry into H, which we will exploit in Proposition 8.18 below.

Due to the equality in (8.16), h has the alternative characterization,

tnl £n1
TS fm S
n—o00 MSRB(Egl) n—o0 NSRB(Mn)

as required for item (a) of the theorem, where M" = N yS~4(M \ H) and convergence is in the
|| - |l norm.

Remark that (8.15) implies e S;H converges to hg at the exponential rate ¥". Integrating this
relation and using Lemma 8.15(b), we conclude that in addition the normalization ratio “7&1372”5]0)

converges to ho(1l) at the same exponential rate. Putting these two estimates together and using
the triangle inequality yields for all n > 0,

Lyf

—==——h
MSRB(ﬁgf)

< CY"ho(1)™h, YV feECoarld),

*

proving the first inequality of item (b).
Next, for each, f € Cc a.1,(0) let

0(f) = limsup v s (L% f) . (8.17)
n—oo
Note that ¢ is bounded, homogeneous of degoree one and order preserving. By Lemma 8.15(b), ¢
can be extended to C.. Since ¢(h) =1, v™"Lth = h and £(v™" ”f) = {(f) we can apply, again,
[LSV, Lemma 2.2] as in (7.6) to f and £(f)h and obtain
lv="LEF = he(F)lle = v IL5S = 6F)L5hIL < CO™(F)] ]l (8.18)

29Note that Lg extends naturally to (C'(M))" and therefore to C,.
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proving the second inequality of item (b) of the theorem. Note that (8.18) also implies (integrating
and applying Lemma 8.15(b) ) that the limsup in (8.17) is, in fact, a limit, and hence ¢ is linear.
Remark that /£ is also nonnegative for f € C. 4,1.(6) by Remark 7.2.

By definition, if f € Cca,(d) and XA > || f]|x then A+ f,A — f € C. a,.(9), so that using the
linearity and nonnegativity of ¢ yields,

— M) L) S ALY, Y fECoarn(8), A>|Ifllx. (8.19)

Thus either ¢(f) =0 for all f € C. a,1.(0) or £(f) # 0 for all f € C. ar(0). But if the first alternative
holds, then by the continuity of ¢ with respect to the || - ||« norm (Lemma 8.15(b)), ¢ is identically
0 on C,, which is a contradiction since £(h) = 1. Thus ¢(f) > 0 for all f € C. 4,1.(6).

Finally, applying (8.18) to f = 1 integrated with respect to usgs and using again Lemma 8.15(b),

we obtain )
[V psrs(M™) — £(1)] < CO™Q)|| A,

which in turn implies that logy = lim, . %log MSRB(M ") since £(1) # 0, as required for the
remaining item of part (a) of the theorem. Note that v # 0 by Remark 7.2 and (8.7), while v # 1
by monotonicity since the escape rate for this class of billiards is known to be exponential for
arbitrarily small holes | , D2]. O

We can use Theorem 8.16 to obtain exit statistics from the open billiard in the plane. As an
example, for 6 € [0,27) let us define Hy to be the set of 2 € H such that the first intersection of
O(T~'z) with OR has velocity making an angle of § with the positive horizontal axis. Note that
Hy is a finite union of increasing curves since it is the image of a wave front with zero curvature
moving with parallel velocities. The fact that Hy comprises increasing curves is not altered by the
fact that the flow in R may reflect off of R several times before arriving at a scatterer because
such collisions are neutral; also, since the corners of R are right angles, the flow remains continuous
at these corner points.

Suppose the incoming particles at time zero are distributed according to a probability measure
fdpusgs with density f € C. 4 .1(6). The probability that a particle leaves the box at time n/N with
a direction in the interval © = [0y, 0], call it P¢(x,, € [01,02]), can be expressed as

Py (z, € [91,92]):/ 1o L% f dpisne , (8.20)
M

where Hg := UgcoHy. Although the boundary of Hg comprises increasing curves as already
mentioned, the restriction on the angle may prevent 0 Hg from enjoying the property of continuation
of singularities common to billiards. See Figure 5 (see also [D2, Sect. 8.2.2] for other examples of
holes without the continuation of singularities property).

Similarly, for p € OR, define H, to be the set of z € H such that the last intersection of O(T~1x)
with OR is p. Then for an interval P C OR, we define Hp = UpepH)p, and fM ]lHPEDgf denotes the
probability that a particle leaves the box at time n/N through the boundary interval P.

Proposition 8.18. For any intervals of the form © = [01,05], or P = [p1,ps], any f € C*(M)
with f >0 and [ fdusps =1, and all n > 0, we have®
Py(z, € ©) = "h(Lpg )U(f) + | f|cr O(W™95T") | and

_a_
Py (@, € P) = v"h(Lup ) F) + | flen O (07"
301f instead f € Ce,a,.(0), f > 0 and [ fdusrs = 1, then || f||c1 can be dropped from the right hand side.
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Figure 5: a) Sample rays with § = 0; and § = 6, striking the scatterer By. The point p is
the topmost point of Bs. b) Component of Hg on the scatterer By. In this configuration, Hp,
intersects the singularity curve T'Sy coming from B; while Hy, reaches Sy directly; however, the
left boundary of Hg is an arc of H,, and the continuation of singularities properties fails for a hole
of this type since 61 > 0.

Remark 8.19. If f € C. 4,1.(9), then ¢(f) > 0 by Theorem 8.16(b), and Proposition 8.18 provides
a precise asymptotic for the escape of particles through Hg and Hp. For more general f € C1(M),
it may be that ¢(f) = 0, in which case Proposition 8.18 merely gives an upper bound on the exit
statistic compared to the rate of escape given by v.

Proof. We prove the statement for 1g. The statement for 1p is similar.

To start with we assume f € Cc4,(0), and f > 0 with [ fdusgs = 1. As already mentioned,
O0Hg comprises finitely many increasing curves in M and so Hg satisfies (O1") and (02) with Py = 3
and C; depending only on the uniform angle between the stable cone and 0Hg, which is strictly
positive due to (H1). Since 1p, is not in C*(M), we cannot apply Lemma 8.15(b) directly; we
will use a mollification to bypass this problem.

Let p : R? — R? be a nonnegative, C* function supported in the unit disk with Jp=1, and
define p.(-) = e 2p(-£71). For € > 0, define the mollification,

Ye(r) = / Lo (y)pe(x —y)dy  x€ M.

We have [¢:]c, < 1 and [¢l|co < Ce™'. Note that ¢ = 1, outside an e-neighborhood of §Hy
(including Sp). Letting . denote a C'' function with |1).|co < 1, which is 1 on N.(8He) and 0 on
M\ No.(0Hg), we have |1 g —1)-| < th.. Due to (02), for any W € W* such that WNN.(dHe) # 0,
using first the fact that f > 0 and then applying cone condition (4.7),

/ ‘HHO 1/15‘5 fde</ ¢5£Sfdmw</ f@fdmw

W Nae (9Ho) (8.21)
< 2WHIASITICT| £

where we have used the fact that W N No.(0Hg) has at most 2 connected components of length
2C:e. Then integrating over M and disintegrating psgp as in the proof of Lemma 7.1, we obtain,

[ il 8 LB e ML
,USRB(

SRB S e SRB = 8.22
f) ,U / 1/1 HsrB Esf) . ,USRB(Esf) ( )
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By Remark 7.2, psps (£ f)>C 1\”[1 fll_, so the bound is uniform in n. Since 1, € C'(M) the

bound carries over to h(1).), and since h is a nonnegative measure, to (1 He — Ye). Thus for each
n>0and e > 0,

/]lH@ ng dpsrs = /(RH@ - Qf)z-:) Z:gf dpsre + (/ e ng dpsre — Vng(f)h(@be))

+ VM (f)h(pe — Lug) + V™ (f)M(15,)
= O(eW™(f)) + O([e|crv™™ () + V™ ()L 1e) ,

where we have applied (8.22) to the first and third terms and Theorem 8.16(b) and Lemma 8.15(b)
to the second term. Since |11 < 71, choosing ¢ = 97/ (@1 yields the required estimate for
f € Conr().

To conclude, note that by Lemma 7.6, there exists C, > 0 such that, if f € C'(M), then, for
each A > G| fllcr, A+ f € Cea,r(6). Hence, by the linearity of the integral, ¢(f) as defined in
(8.17) can be extended to f € Ct by £(f) = £(A+ f) — £(\), and the limsup is in fact a limit since
since the limit exists for A + f, A € C. a,1.(6) (see (8.18) and following).

Now take f € C! with [ fdusgs =1 and X > G| f||c1 as above. Then, necessarily A + f > 0,
and so recalling (8.20), we have

(8.23)

o A 1 o
P N _ 1 n()\Jrf) ]l n1 / 1 n
%{(w €0) /M HoL T+X 1+ He/: o 1+ A Ho LS f

A 1
= ]P) 7]:[]) .
P €0) + f(a;ne@)

Hence by (8.23),

P¢(z, € ©) = (1 4+ A)Parss (z, € ©) — APi (2, € O)

1+

Ho ) (M (£)) = V" B(Lpg )A(L) + AO (V9 7T™)
Ho)U(f >+ Hfuclo@"ﬁf?”)-

8.5 Random Lorentz gas (lazy gates)

Consider a Lorentz gas as described in [AL, Section 2]. That is, we have a lattice of cells of size
one with circular obstacles of fixed radius r at their corners and a random obstacle B(z) of fixed
radius p and center in a set O at their interior.*’ The central obstacle is small enough not to
intersect with the other obstacles but large enough to prevent trajectories from crossing the cell
without colliding with an obstacle. We call the openings between different cells gates, see Figure
6b, and require that no trajectory can cross two gates without making at least one collision with
the obstacles. Thus we fix r and p satisfying®? the following conditions:

<r<gz, and 1—2r<p<§—r. (8.24)

Wl

31The assumption that all obstacles are circular is not essential and can be relaxed by requiring that the obstacles
at the corners are symmetric with respect to reflections as described in Section 8.4.

32Finite horizon requires r > yet our added condition that a particle cannot cross diagonally from, say, Ry

1+\/§ ’
to Ry without making a collision requires further that r > %
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With » and p fixed, the set of possible configurations of the central obstacle are described by
w € Q= O, In order to ensure that particles cannot cross directly from Ry to Rs or from R
to R4 without colliding with an obstacle, and to ensure a minimum distance between scatterers,
we fix e, > 0 and require the center ¢ = (¢1,c2) of the random obstacle B,,, w € Q, (the central
obstacle C5 in Figure 6b) to satisty,

l—(r+p—ce) <cr,eo<r+p—ecy. (8.25)

Note that (8.24) and (8.25) imply that all possible positions of the central scatterer B, result in a
billiard table with Ty > 7 := min{e,, 1 — 2r} > 0.

On € the space of translations &,, z € Z2, acts naturally as [£,(w)]s = w.ie, see Figure 6a.
We assume that the obstacle configurations are described by a measure P, which is ergodic with
respect to the translations.

a=(1,0);b=(1,1);¢=(1,0)
Fig 6a: Configuration of random obstacles B,,(z) Fig 6b: Poincaré section C; and gates R;

Exactly as in the section 8.4, we assume that the gates are reflecting and become transparent
only after NV collisions with the obstacles. Thus when the particle enters a cell it will stay in that
cell for at least N collisions with the obstacles, hence the lazy adjective.

As described in section 8.4, when the particle reflects against a gate one can reflect the table
three times and see the flow (for the times at which the gates are closed) as a flow in a finite horizon
Sinai billiard on the two torus. Note that the Poincaré section M = U2_,C; x [—5, 5] in each cell
is exactly the same for each w and z since the arclength of the boundary is always the same, while
the Poincaré map T, changes depending on the position of the central obstacle, see Figure 6b. Let
us call F(7,) the collection of the different resulting billiard maps corresponding to tables that
maintain a minimum distance 7, > 0 between obstacles, as required by (8.24) and (8.25). (Note
that the parameters K, and E, of Section 8.3 are fixed in this class once r and p are fixed.) The
only difference with Section 8.4, as far as the dynamics in a cell is concerned, consists in the fact
that we have to be more specific about which cell the particle enters, as now exiting from one cell
means entering into another.

Recalling the notation of Section 8.4, if we call R(z) the cell at the position z € Z2, then the
gates R; are subsets of OR(z). We denote by R(z) the lifted cell (viewed as a subset of T2) after
reflecting R(z) three times, and by (M T ..) the corresponding billiard map. As before, the projection
7 M — M satisfies 1o T = T o . Then the hole H(z) can be written as H(z) = U;-l:lf]i(z),

where 7(H;(z)) =: H;(z) are the points € M such that O(T~'z) N dR(z) € R;.*® Due to our

33The hole depends on the trajectory of z, which is different in different cells and hence depends on z, while the

gates R; are independent of z.
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assumption (8.24), this point of intersection is unique for each x since consecutive collisions with
OR cannot occur. Then H(z) = 7(H(z)) = Ut H;(2).

As discussed in Section 8.4, the holes are neither of Type I nor of Type II, yet they satisfy (O1')
and (O2) with Py = 3 and C} depending only on the uniform angle between the stable cone for the
induced billiard map and the horizontal and vertical directions.

Yet for our dynamics, when a particle changes cell at the Nth collision, it is because after N — 1
collisions, that particle is in G;(2) := T, ' H;(z), and in fact it will never reach H;(z). Unfortunately,
the geometry of G(z) := U}, G;(2) is not convenient for our machinery since dG(z) may contain
stable curves, yet we will be able reconcile this difficulty after defining the dynamics precisely as
follows.

The phase space is Z2 x M. For x € M, denote by p(x) the position of z in R(z) and by 0(z)
the angle of its velocity with respect to the positive horizontal axis in R(z). We define

0 =:wy if x & G(z)

e1 =: wy if x € Gi(z

w(z, x) €9 =: Wo if x € Ga(z

)
)
)
)

(

(
—e] =: Ws3 ifre G3(Z
—eg =1wy if x € Gu(2).

\

Also we set 20 = {wy, ..., ws}. If z € G;(2), then we call G(z) = (¢,0) € R; x [0,27) the point
g such that ¢ = O(z) N R; and 0 = #(x), i.e. without reflection at R;. We then consider g as
a point in the cell z + w(z,z) = 2z + w; and call T} ;(x) the post-collisional velocity at the next
collision with an obstacle under the flow starting at g. Note that in the cell R(z 4+ w;), ¢ € R;,
where i =i + 2 (mod 4*).3* Thus if ®} denotes the flow in R(z), then with this notation, G;(z) is
the projection on M of R; under the inverse flow ®*, while H;(z +w(z,z)) is the projection on M

of R; under the forward flow ®;**. Thus,
Hy(z +wi) = T.iGi(2) = L) 0 Ts, = Lgewn) » (8.26)

which is a relation we shall use to control the action of the relevant transfer operators below.
Differing slightly from the previous section, here it is convenient to set S, = TN =1, and define

Floa) = {(z,SZ o Ty(x)) = (2, 5:(2)) ) if « ¢ G(2)
’ (2 +w(z,7),Ssquw(zz) © T2i(p) = (2 +w(z,x), 5. (7)) if v € Gi(z).

We set (zp, x,) = F™(z,x) and we call n the macroscopic time, which corresponds to Nn collisions
with the obstacles. The above corresponds to a dynamics in which when the particle enters a cell,
it is trapped in the cell for N collisions with the obstacles; then the gates open and until the next
collision the particle can change cells, after which it is trapped again for N collisions and so on.
We want to compute the probability that a particle visits the sets Gi,(20), - Gk, _, (zn—1), in
this order, where we have set Go(2) = M \ Ui G;(2). Similarly, we define Ho(z) = M \ Ui, H;(2).
This itinerary corresponds to a particle that at time ¢ changes its position in the lattice by wy,.
Following the notation of [Al], we call P, the probability distribution in the path space 20V
conditioned on the central obstacles being in the positions specified by w € ). Hence, if the particle
starts from the cell zp = (0,0) with z distributed according to a probability measure fdusgs with

31By (mod 4*) we mean cyclic addition on 1, 2, 3, 4 rather than 0, 1, 2, 3.
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density f € Cc a,1.(0), then we have® z, = ZZ;(l) wg, and, for each obstacle distribution w € €,

Pu (20,21, - -, 2n) :/M F(@) ey, (20) (@)1, (21)(So(@)) -

~

o ]len_l(Zn—l)(Szn—2 0---0 §0($)) dpsrs () (8.27)

:/M Léy, (no1) LGy (20) ] dbisre

sz+1 z]-,k]

where [:ij (z) = Lyt rr ,lgkj (;)» and we have set T} o := T,. See [AL] for more details. We
will prove below that if N is sufficiently large, then Theorem 8.9 applies to each operator Eogk. This
suffices to obtain an exponential loss of memory property (the analogue of the result obtained for
piecewise expanding maps in [Al, Theorem 6.1]), that is property Exp in [AL, Section 4.1]. This

is the content of the following theorem.

Theorem 8.20. There exist C, > 0, ¥ € (0,1) and N € N such that for P-a.e. w € Q, if x is
distributed according to f € Cea,r(9), with f > 0 and [,, fduszs = 1, 20 = (0,0), and the gates
open only once every N collisions, then for alln >m >0 and all w € 0N,

‘Pw(wkn | Wi -+ - - wkn71) — P§me(wkn | Wy + - - wknfl)‘ < Cm™, (8.28)

Proof. Note that for m > 0, £, w sends the cell at z,, to (0,0). Thus according to equation (8.27),
for x distributed according to f € C. 4,1.(8) with zg = (0,0), we have

Pﬁzmw(wkmy e wkn) = /M éGkn(zn) e Z"ka(zm)f dpisrs -

As remarked earlier, the sets G;(z) do not satisfy assumption (O2) so that Proposition 8.7 does
not apply directly. Yet, it follows from (8.26) that for g € C. 4 1.(9),

: _ pN-1 _ N1
Lay ()9 = LTZj+1£TZj’kj (lej (:)9) = LTZj+1 (ILH’% (Zj“)ETZJ"'“J'g) ’

where, as before, kj = k; + 2 (mod 4*). Then, just as in the proof of Proposition 8.7, it may
be the case that L’sz,kjg is not in C. 4,1,(0). Yet, it is immediate from our estimates in Section 5
that ﬁszykj g € Co 4 31(0) for any billiard map T, &, € F(7.) for some constants ¢/, A" depending
only on F(7.). As in the proof of Proposition 8.7, we may choose constants ¢’ > ¢/, A” > A’
and L” > 3L and § > 0 sufficiently small to satisfy the hypotheses of Theorem 6.12. Then
since the sets H;(z) do satisfy (O1’) and (O2) with Py = 3 and C; depending only on the angle
between the stable cone and the vertical and horizontal directions, which has a uniform minimum
in the family JF(7), there exists Y < 1 and N sufficiently large as in Proposition 8.7 so that®0
[ﬁ%;ll ﬂH,;,(zﬁl)]Cc’,A/,:SL((S) C Cyexaxr(0), and both x and N are independent of z;;; and k;.
This implies in particular that

EOGZ,(Z)CQAL((S) C CyexAxL(0) for each i and all z € Z2.

35Since 2o = (0,0), it is equivalent to specify z1, ... zn Or Wiy, . . . Wg,,_, since wy; can be recovered as Wk; = Zj4+1—2;-

36Here in fact our operators are of the form £"1y while in Proposition 8.7 they have the form £,1gc for some
set H. Yet, this is immaterial since the boundaries of H and H® in M are the same so that (O1’) and (02), and in
particular Lemma 8.6, apply equally well to both sets.
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Now the assumption that the gates only open every N collisions implies that for every w € €2, every
path is the result of an N-admissible sequence.
As in the proof of Theorem 7.3, using the fact that pgggs(-) is homogeneous and order preserv-
_ c 2
ing on C.4.(8) and that psgp(Limf) = psee(f) = 1, where L,,,f = k=1 Cm 1)

Gko (z0)f

S
Ju £ka71(szl> chO(ZO)f
Ce,a,1(6), we estimate as in (7.6) and (7.7),
/ ﬁooknﬂ(zn_l)"'zokm(zm)(f — Lo f) dpsrs
M (8.29)
S Cﬁn_m min {/M EGknfl(znfl) e [‘ka(?«’m)f’ /M ‘CGkn,l(zn—l) . Eka(zm)ﬁmf} y
for some ¥ < 1 depending on the diameter of Cycya,yr(6) in Cea,r(0).
Finally, the left hand side of (8.28) reads
S Lo, ) Lo o)l JuLon, ) Lo, ()] ‘
Sl o) Lot JuLa, ,en ) Lan, S
< ‘IM Lay, o) L m)lmf = [y L, (1) Ly (om) ]
B fM ﬁGkn_2(2n—2) ﬁGk mf
+ S Ly, Gan) LGy, ] fM Gy ) L, G f '
fM [’Gkn,g(«zkn,g) o 'Eka(Zm)Emf fM [’Gkn,z(zkn,Q) T £ka(zm)f
S C”&n_m + Cﬁn_m_l ,
. . Ju [:Gk 1 Gn—1)" ka(zmg
where we have applied (8.29) twice and used the fact that < 1 for any
Ju ﬁckn%( ok, o) L, m)9
gECqA,L(é). Il
In particular, Theorem 8.20, together with®” [Al., Theorem 6.4], implies that lim,, s %zn =0
for P, almost all w, that is, the walker has, Pe-almost-surely, no drift. See [AL, Section 6] for
details.*® This latter fact could be deduced also from the ergodicity result in | , Theorem 5.4];
however, Theorem 8.20 is much stronger (indeed, by [AL, Theorem 6.4], it implies | , Theorem

5.4]) since it proves some form of memory loss that is certainly not implied by ergodicity alone. It
is therefore sensible to expect that more information on the random walk will follow from Theorem
8.20, although this will require further work.

We conclude with a corollary of Theorem 8.20 which implies the same exponential loss of
memory for particles distributed according to two different initial distributions. For f € C. 4,1.(9),
let P, ¢(-) denote the probability in the path space 20N conditioned on the central obstacles being
in position w € ) and with z initially distributed according to fdusgs-

Corollary 8.21. There exist C > 0 and ¥ € (0,1) such that for all f,g € Cea,r(0) with [y, f =
[y 9=1and P-a.e. w € Q, if 20 = (0,0), then for alln >0 and all w € N,

|Pw7f(wkn | Wy - - W, ) — Pug(wg, | Wiy - Wk, )‘ < Cy™.

3TRemark that [AT,, Theorem 6.4] requires usrs(Gi(2)) to be the same for each 4 and z, independently of w. This is
precisely the case here since G;(z) is defined as the projection of R; under the inverse flow ®,, and Leb(R x [0, 27))
in the phase space of the flow is independent of i, while usgrgp is the projection onto M of Lebesgue measure, Wthh
is invariant under the flow.

38The arguments in [AT, Section 6] are developed for expanding maps, but the relevant parts apply verbatim to
the present context.
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Proof. The proof is the same as that of Theorem 8.20 since (8.29) holds as well with £,, f replaced
by g. ]
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