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A Critical Lens
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Critical theory is an approach to research focused on acknowledging and dismantling power structures. In
this piece, we illustrate the ways in which security and privacy research already takes a critical approach
and offer directions for increasing the criticality of our work along new dimensions.

I n security and privacy, there has

dynamic between the protectors

long existed an inherent power

(experts, governments, and corpora-
tions) and the protected (nonexpert
individuals). Recently, security and
privacy researchers have demon-
strated increased awareness of the
role of power and power structures.
They also show growing recognition
of the value (and necessity) of cen-
tering those with less power when
evaluating the computer security and
privacy properties of existing systems
and when designing and implement-
ing new systems. Whether these
researchers know it or not, they are
beginning to embed critical theory!”
into computer security and privacy
research. Such work is important
both because security systems are
often promoted to make digital
worlds safer for all, even though they
risk reproducing existing systems of
social and economic oppression, and
because digital technologies are pro-
liferating across society. Identifying
and exposing the power dynamics
embedded within security and pri-
vacy can help create the conditions
for more just technologies.
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In this article, we provide a per-
spective on the application of critical
theory to computer security and pri-
vacy research from the perspectives
of two practitioners of computer
security and privacy research and
a human geographer, all of whom
have used critical approaches within
their fields. First, we consider what
it means to pursue critical research.
Second, we discuss how critical the-
ory is already embedded in emerg-
ing security and privacy research,
even if researchers don't explicitly
draw the connection. Third, we dis-
cuss the value and benefits—and,
we argue, essentiality—of integrat-
ing a critical approach into research
in our field. Here, we also step
back to draw lessons from observa-
tions about another field’s growing
embrace, since the 1960s, of criti-
cal approaches: human geography.
We conclude by detailing lessons
learned from critical theory research
across disciplines and concretize
what a critical practice of techni-
cal security would look like for
researchers and practitioners alike.

Before elaborating, we briefly
note our positionalities. Two of us
(Elissa Redmiles and Tadayoshi
Kohno) are computer security
researchers, and one of us (Mia
gl
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Bennett) is a political geographer
focused on remote sensing. We have
all engaged with critical theory and
critical practice in our research but
are not critical theorists. We aim to
work with both theorists and prac-
titioners in our respective fields to
not only reveal and challenge hid-
den power structures within socio-
technical systems but transform
them, too.

A Security and

Privacy Perspective

on Critical Theory

Across fields, critical theory seeks
to identify power structures and set
the stage for their dismantlement in
pursuit of a more just and equitable
society. Thus, critical theory influ-
ences research and has the potential
to change society, too. Critical theo-
rists generally go beyond examining
an object of analysis in isolation—
e.g., a specific group of people, a
cryptographic protocol, or a security
system—and, instead, carry out a
holistic analysis of that subject within
broader social, political, economic,
and historical contexts. Moreover,
critical theory tends to view social
problems as rooted in structures
rather than individuals. Therefore,
the presumption is that unless there
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are intentional and explicit efforts to
dismantle existing power structures,
systems will, by default, reproduce
them. Seen in this light, then, threats
to security and privacy emerge not
just from individual hackers but from
how technical systems are designed
along current dimensions of power
(e.g, they allow those with more
time, skills, and resources to engage
in protective behavior).

Critical theory approaches—and
related approaches, such as those

based on feminist theories!?—t

o
computer security have been previ-
ously advocated.®° These prior works,
largely from outside the security and
privacy community, suggest that while
critical approaches for research in
many fields identify relevant systems
of power, such as race, class, and gen-
der, in computer security research, it
is crucial to also consider the state,
the economy, and our own special-
ized expertise.

Due to their recognized exper-
tise and membership in power-
ful institutions, computer security
researchers and practitioners have
the capacity to influence and shape
security systems and access sensi-
tive data, which may be inaccessible
to others. Therefore, as research-
ers and practitioners occupying
positions of relative power taking a
critical approach, we must question
the impacts of security systems and
security work with less-empowered
communities. Beyond that, we must
reflect upon our own positional-
ity (contextualizing ourselves in
relation to other stakeholders)
by questioning, “Whose times,
whose cultures, whose spaces are
implicated in constructing cyber-
security?”® and consider that “the
crucial determinant in deciding
what constitutes a security issue
is the intellectually prior selection
of whose security we are talking
about and, crucially, who benefits,
and who loses out, from particu-
lar acts of securitization”® In other
words, we must consider how
WWW.CH
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the epistemologies (i.e., ways of
knowing) and interests of those
in power—which often includes
ourselves—impact our choices in
research, design, and deployment
(e.g., choices to design a particular
protocol, implement or red team a
particular system, and call upon a
set of users to engage in a particu-
lar behavior).

A few examples illustrate how
consideration of wider power struc-
tures and continuous challenging of
our own assumptions around power
structures, such as class, gender, race,
and disability, might result in differ-
ent cybersecurity systems. For exam-
ple, drawing on our own works, in
the design of electronic monitoring
technologies, we must consider the
relationship between law enforce-
ment and people under probation
and parole;!S in the design of satel-
lites and remote sensing applica-
tions, we must consider the effects of
exposing individuals and groups who
might not wish to be seen;? in the
design of family safety technologies,
we must consider the relationship
between the parent and the child;®
in the design of technologies for sex
workers, we must consider the rela-
tionship between workers, clients,
and platform policy.'*

Although the security community
has long acknowledged the role of
the user in the design of computer
security systems, e.g, Saltzer and
Schroeder’s 1975 paper in which they
identified “psychological acceptabil-
ity” as a key design principle in com-
puter security systems, the modern
era of human-centered security and
privacy research took off in the late
1990s, following the publication of
groundbreaking papers—e.g., Whit-
ten and Tygar’s “Why Johnny Can’t
Encrypt” and Adams and Sasse’s
“Users Are Not the Enemy”—high-
lighting the importance of centering

users in the design and evaluation of
security technologies.

Much of the early era of human-
centered security and privacy
research focused on users in the
abstract and for good reason: even
absent consideration of specific
user groups and, from a critical per-
spective, power dynamics, the secu-
rity research field had several lessons
tolearn about the interactions among
security technologies, adversaries,
and users.

In the mid-2000s, the human-
centered security and privacy re-
search field began to acknowledge
that not all user and usage situations
are equivalent. For example, in their
2006 paper finding that encrypting
all e-mails was viewed as “annoying”
by asample of users, Gaw etal. argued
that “understanding these social fac-
tors is necessary to guide the design
of encryption technologies that can
be more widely adopted.”!? While
they do not take a critical approach in
their research, their argument dem-
onstrates that more security is not
always the most desirable outcome.
Their work also illustrates how secu-
rity and privacy research can benefit
from a ground-up approach and, ulti-
mately, create systems that work for
more people.

In the ensuing years, a subfield of
human-centered security and privacy
research focusing on at-risk, vulner-
able, and marginalized populations
burgeoned, as recently surveyed by
Warford et al.2% Although research in
this subfield does not always explic-
itly make connections to critical the-
ory, its undercurrents flow through
much of this research. This body of
work explores, for example, the soci-
etal and interpersonal factors that
might contribute to an individual’s
security and privacy risks as well as
the societal and interpersonal barri-
ers that might impede access to and
use of strong and sufficient security
and privacy mechanisms.

Beyond this body of work, a
significant portion of the broader
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security and privacy research field
has, as its core ideology, a belief in
empowering individuals with tools
(e.g., cryptographic mechanisms)
that enable them to retain their
fundamental rights, including their
rights to privacy, autonomy, and
self-governance, even against the
will of those in power.!3 This ideol-
ogy of user empowerment against
those in power was embodied by
both early computer security and
privacy researchers as well as the
adjacent cypherpunk community.!”
As we discuss in the following, we
can draw parallels between this early
focus on user empowerment and the
movement in radical and, later, criti-
cal geography.

For example, one central thread
throughout the history of modern
computer security and privacy is
the strength of cryptographic algo-
rithms against states, with researchers
advocating for strong cryptographic
strength and elements of govern-
ments fighting for weaker algorithms.
Early concerns included the crypto-
graphic strength of the Data Encryp-
tion Standard (only 56 b of key
material) and, continuing even today,
whether governments should be able
to decrypt encrypted data.3 Another
line of research has focused on pre-
venting governments (and others
in power) from denying people
access to the Internet (censorship)
and surveilling which people
access what Internet content (ano-
nymity). A shining example of
modern anonymity and censor-
ship resistance technology that has
come from this line of work is Tor.”

These and other research direc-
tions are clear examples of the com-
puter security and privacy research
community’s consideration of the
impact of power structures on users
and other stakeholders, and the
importance of considering those
structures and aspects of marginaliza-
tion (and, alternatively, dis/empower-
ment) in the design, deployment, and
evaluation of computing systems. In
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some cases, those in power may be the
adversaries that computer security and
privacy researchers consider (e.g., gov-
ernments that can surveil and break
the encryption of users). In other
cases, those in power (and society at
large) may create barriers for equi-
table access to security and privacy,
as we observed in our work studying
the security and privacy challenges for
sex workers'* and refugees.!® Addi-
tional examples of power dynam-
ics include the relationship between
advertisers and users, the relationship
between applications using deceptive
design patterns and users, and the rela-
tionship between platforms and the
researchers who wish to study them.

Thus, on the one hand, the com-
puter security and privacy research
community already embodies a crit-
ical approach. On the other hand,
we believe that explicitly identify-
ing and discussing the values and
merits of critical theory can further
advance our field’s consideration of
marginalized and vulnerable popu-
lations. In particular, while the com-
puter security and privacy research
community’s focus on the margin-
alized, vulnerable, and underrepre-
sented in computing populations
is important, much of that work is
piecemeal and scoped to commonly
referenced power structures (e.g,
government censorship) known
to the field. By centering a critical
approach to research, we argue that
it will be possible to more system-
atically surface and then address a
broader set of relevant—and impor-
tant—power structures and axes
of marginalization. To the degree
that industry practice follows from
research advances, such a structured,
systematic, and critical approach to
security and privacy research has the
potential to greatly impact industry
practices and, consequently, people
and society. Thus, we call for a criti-
cal approach to security and privacy
that identifies the actors, discourses,
and power structures embedded
within computer systems.
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Geography—and specifically, human
geography, or the study of how
people make places out of space—
is a discipline that has been deeply
transformed by critical and radical
approaches since the 1960s. At the
time, the human geography field—
historically one involving cartog-
raphy, surveying, and area studies,
often used in support of colonialism
and imperialism—was experienc-
ing a paradigm shift. The so-called
quantitative revolution in geogra-
phy was aided by the development
of technologies, such as mainframe
computers and satellites, and their
use by the military and space indus-
try. These advances were instrumen-
tal to the rise of remote sensing and
geographic information systems,
which equipped human geogra-
phers to develop statistical models of
human behavior. Yet, even as geog-
raphy became more “scientific,” cri-
tiques were lobbed that the field was
becoming overly positivist (believing
that there is only one universal truth)
and detached from not only social
complexity but the social issues of
the day. These critiques were all the
more strident in the face of the civil
rights movement, the Vietnam War,
sexual liberation, and the growing
popularity of Marxist theory in the
United States in the early 1970s, par-
ticularly among geographers.

As more radical currents took off
in human geography, scholars called
for developing human geographic
theory in support of “revolutionary
struggle” 16 Over time, this “radical
geography” would inspire the devel-
opment of “critical geography” in the
1980s. This new turn was influenced
by the ongoing rise of poststructural-
ism and postmodernism in Europe,
which attended to language, dis-
course, and textual analysis.

Critical geography, which focuses
on cultural and humanistic dimen-
sions and small-n studies and which is
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open to interpretivist epistemologies
(those in which reality is plural and
relative instead of singularly restricted
to what can be directly observed),
came to dominate Anglophone human
geography in the 1990s, standing
in contrast to positivist large-scale
statistical modeling. The subfield’s
commitments to social and envi-
ronmental justice have only solidi-
fied since. Indeed, in the wake of
the COVID-19 pandemic and Black
Lives Matter, human geography has
become yet more radical and critical
of hegemonic establishments, includ-
ing the academy itself.

Provocations for Critical
Security and Privacy

It is possible to apply the lessons of
critical theory without needing to
become a critical theorist. Here, we
offer a set of critical theory-driven
provocations to consider, be it in
research or practice.

Consider the role of power. Consider
how the goals of powerful entities
(states and corporations) and your
own proximity to power, based on
your perceived expertise and prox-
imity to these entities, may influence
the directions your research and
practice take. Ask, “Whose interests
am I privileging and why?” Exist-
ing models using empirical tools to
analyze the role of power structures
in unequal distribution of resources
and to identify the mechanisms
that allow those power structures to
remain may be useful when consider-
ing the role of power. Similarly, stake-
holder analysis offers a set of tools
for mapping all relevant actors in a
system and prioritizing those actors
by, e.g., levels of power and resources
versus interests and alliances.

Engage in holistic analysis. Go beyond
consideration of the role of individ-
ual factors to consider how societal
structures interact with security at
WWW.C
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large. For instance, in addition to ask-
ing, “Which gender is most suscepti-
ble to spam?” we encourage engaging
in intersectional analysis® to examine
the social, political, economic, and
historical reasons why gendered
susceptibility may be observed. At
times, this may require collaborating
with academics, organizations, and
individuals outside of security. It is
important to also acknowledge that
even a holistic analysis in one com-
munity (e.g., specific users of a tech-
nology in the United States) might
not yield results transferrable to
other communities. Additionally, as
the relationships relevant to a holistic
analysis change over time, they may
require replication studies.

Be transparent. We encourage secu-
rity and privacy researchers to
explicitly include stakeholder and
power analyses in their papers in
an effort to bring transparency
to their processes of identifying
(and eventually addressing) previ-
ously unforeseen and unrecognized
power structures. This can include
describing the role of power in
generating and procuring the data
used, the power structures priori-
tized in the concepts of security
used, and how the work may serve
to empower and disenfranchise the
interests of differing groups.

Critical theory advocates for a ground-
up approach. In the computer secu-
rity and privacy field, knowledge
remains rarified to those with exper-
tise in computational subjects. As the
field currently stands, the building
and implementation of secure sys-
tems is largely conducted among these
experts, who are typically embedded
in academic, government, and corpo-
rate institutions and government orga-
nizations. We must then ask, “What
qualifies as expertise?” and, “How
can we define and include experts by
experience?”!! We should also ques-
tion whose security is most at stake
and how we can involve them as peers

in the process of defense. Even fur-
ther, we must interrogate how secu-
rity and privacy are defined and what
forms of safety (e.g,, technological ver-
sus bodily) are prioritized. This will
require us to push past relying on user
studies as our sole method for includ-
ing nonexpert perspectives. Rather,
with each research question, we can
attempt to identify and include those
without security knowledge—popu-
lations with lived experience of inse-
curity, the organizations that support
them, and nonsecurity academics—

directly in system creation.*

Balance partnership and anarchy. A
tenet of critical theory is that enact-
ing change requires dismantling
powerful oppressive structures. In
security and privacy, such efforts
can begin by engaging with work
that challenges traditional academia,
government institutions, and large
corporations. However, completely
subverting these stakeholders may
still inhibit progress; we may find
our public influence weakened from
avoiding collaboration with relevant
powerful entities and may risk los-
ing access to proprietary knowledge
and funding. Ridding ourselves of
powerful ties may ultimately weaken
our ability to address large-scale
complex security issues. A balance
should thus be struck between
uplifting people and concepts long
deprioritized in security and lever-
aging the power of influential actors.

Question everything. At its extreme,
critical theory asks us to question
whether we ought to be securing
something or someone at all, that is,
to consider “desecuritizing” in certain
cases.” As computer security and pri-
vacy researchers and practitioners, we
are trained to question every aspect of
a system’s security to ensure that we
have identified, and patched, all pos-
sible holes. Yet, we may be missing the
biggest hole of all: whether the system
should exist, whether it should be

secure, and for whom. m
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