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ABSTRACT. We study the inverse problem for the fractional Laplace equation
with multiple nonlinear lower order terms. We show that the direct problem
is well-posed and the inverse problem is uniquely solvable. More specifically,
the unknown nonlinearities can be uniquely determined from exterior measure-
ments under suitable settings.

1. Introduction. We study the inverse problem for the fractional Laplace equation
with lower order nonlinear perturbations. The problem setup is as follows. For
O0<t<s<l, let QCR" n>1Dbeabounded domain with smooth boundary 0,
and €, := R™\ Q be the exterior domain of Q. We consider the following fractional
elliptic equation:

{(—_A)Su +aq(z,u, Viu) +az,u) =0 in Q, (1.1)

in Q,,

where a(x,u) is an unknown potential and the gradient term ¢ takes the form

q(z,u, Viu) = b(z) Viu(z,y) - Viu(z, y) dy + u™(x) d(z,y) - Viu(z,y) dy

Rn R

(1.2)

for integer m > 2. Here the unknown scalar function b(z) and vector-valued function

d(x,y), together with a(z,u), are to be determined from the exterior measurement.
In (1.1), for u € H*(R™), 0 < s < 1, the fractional Laplacian is defined by

u(z) —u
(=A)Yu(z) := Cn’SP’V'/Rn |;_)y|n+(g;s)dy7 (1.3)
where the symbol P.V. denotes the principal value and
(5 +s) 48
TS
is a constant; see also [10]. The space H*(R"™) is the standard fractional Sobolev
space; see also Section 2. For u € H*(R"™), since H*(R™) C H*(R"™) for 0 < t <
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s < 1, u is also in H*(R™). Then the fractional gradient of u at points x and y is
defined by
A2 Y-z
n,t —
NG W(U(m) —u(y)),
and the linear operator V! maps H'(R") to L?(R?*") [6]. Further discussion of
notation will appear in Section 2.

For the coefficients b(z) and d(zx,y), we assume that b = b(z) : @ — R and
d=d(z,y): & x R" — R" satisfy

beC(2) and de C(QxR™) with compact support in 2, Q x Q,  (1.4)

Vtu(gc, y) =

respectively. Furthermore, we assume that the coefficient ¢ = a(z,2) : @ x R - R
satisfies the following conditions:

{8§a(m,0):0 forallz €Q, 0<k<m (15)

the map z + a(-, 2) is holomorphic with values in C*(€2),

where C*(2) denotes the usual Holder space; see also Section 2. Then the function
a can be expanded into the following power series:

oo

P _
a(z,z) = Z ak(a?)ﬂ, ar(z) := 0%a(x,0) € C*(Q), (1.6)
k=m-+1

which converges in C*(£2 x R) space.
The exterior measurement is encoded in the Dirichlet-to-Neumann (DN) map:

A HY(Q) — (HY(0)",

where w is the solution to (1.1) with exterior data f and (H*({))" represents the
dual space of H?(2.). For small data f € C2°(£.), we show in Section 2 that the
problem (1.1) is well-posed and therefore the DN map is well-defined; indeed, it is
defined through the integral (2.18) corresponding to the equation (1.1).

A fractional version of the well-known Calder6n problem [2, 45] was first investi-
gated in [14], in which the authors studied the inverse problem for the linear frac-
tional Schrodinger equation (with ¢ = 0 and a(z,u) = a(z)u in (1.1)). Specifically,
in [14] the potential a(z) is uniquely determined from the associated DN map. The
essential idea in obtaining this uniqueness result is to establish the strong uniqueness
property of the fractional Laplacian (—A)?® (see Proposition 2.7) and the associated
Runge approximation property. Since then, there have been many works concerning
related inverse problems in various settings, including the problem with a single mea-
surement [13, 39], unique determination for the (anisotropic) fractional Laplacian
and conductivity equation [5, 7, 12], stability estimates [40], the inverse obstacle
problem [3], monotonicity inversion [15, 16], nonlinear equations [25, 26, 33, 34],
fractional parabolic equations [27], fractional magnetic equations [6, 31, 32], higher
order operators [8, 9], as well as equations with lower order nonlocal perturbations

.

1.1. Main result. The main objective of this paper is to study the simultaneous
reconstruction of three nonlinearities in a fractional equation. Due to the nonlocal-
ity, this is by nature a partial data inverse problem. The main result of the paper
is stated below.
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Theorem 1.1. Let 0 <t < s <1 and let @ C R™, n > 1 be a bounded domain
with smooth boundary. Let Wy, Wy be two arbitrary open sets in Q.. Suppose that
bj(z), dj(z,y), and a;(z, z) each satisfy the conditions (1.4) and (1.5) for j =1,2.
Suppose furthermore that

(dy — do)(z,y)|z —y| >t € L2(Q) for any fixzed x € Q.

Let Aj(f) be the DN map corresponding to (1.1) with a,b,d replaced by a;,b;,d;,
respectively, for j =1,2. Suppose that

A (D, = B2(Hlw, for any f € CZ(Wh) (1.7)

with || f|lcee (w,) < €, where e > 0 is sufficiently small. Then
by (z) = ba(z) in Q,

dl(x,y)(xfy):dg(x,y)(xfy) iTLQXQ,
and

a1 (z,z) = az(z, 2) in Q x R.
Remark 1.1. We can fully recover the coefficient d only if d is of the form
d(x,y) = do(z,y)(x —y)

for some scalar-valued function dy where do(x,x) is known. This is due to the
natural gauge enjoyed by equation (1.1); see [6]. In particular, if u satisfies (1.1)
with d = d(x,y), then u also satisfies (1.1) for d = d(x,y) + di(x,y) for any d,
satisfying d) - (x —y) = 0. See also [6].

The linearization scheme in [18] is a promising method for the study of inverse
problems for local and nonlocal nonlinear elliptic equations. By performing a first
order linearization of the DN map, one can reduce the inverse problem under study
to the inverse problem for a linear equation. Then one can apply the available
results for this linear case to recover the unknowns. The higher order linearization
technique, in particular, uses nonlinearity as a tool in solving inverse problems for
nonlinear equations. It involves introducing small parameters into the data, and
then differentiating the nonlinear equation with respect to these parameters multiple
times to obtain simpler linearized equations. Note that the application of this higher
order linearization technique in treating local or nonlocal elliptic equations with
power-type nonlinearities has been exploited in [11, 23, 24, 26, 28, 30, 29, 33, 34].

The inverse boundary value problem (IBVP) for nonlocal elliptic equations with
nonlinearities was investigated in [25, 26, 34] for (—A)*u + a(z,u) = 0. In partic-
ular, when b = 0, d = 0 in (1.1), a(z,u) is uniquely determined from an exterior
measurement in [25] based on first order linearization. The necessary condition
W1 = Wy in [25] was removed later in [26], which also showed the well-posedness
of the equation using higher order linearization. Moreover, in [33], the problem
for the nonlinear fractional magnetic equation was studied by applying first order
linearization.

We shall next discuss the IBVP for local nonlinear elliptic equations. This prob-
lem has been extensively studied in the literature. For instance, —Au + a(z,u) =0
was studied in [20, 21, 43] for the full data problem and [24, 29] for the partial data
setting when n > 2. The quasilinear equation —Au + a(u, Vu) = 0 was studied in
[19] when n = 3 and —Au + a(z, Vu) = 0 was investigated in [42] when n = 2. Tt
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was however noted in [42] that the uniqueness of recovery of more general nonlin-
earity a(z,u, Vu) in —Au+ a(z,u, Vu) = 0 in general fails. We refer the interested
reader to [4, 17, 18, 22, 41, 44] for related results.

In this paper, we apply the higher order linearization technique to prove the well-
posedness of (1.1) and reconstruct the unknown coefficients when the data is suffi-
ciently small (|| f||cee(w,) < € for some & > 0). We consider m > 2 so that the non-
linear terms in (1.1) have different degree of nonlinearity, which helps in separating
the unknown terms when performing the linearization scheme, see Section 3 for de-
tails. More specifically, in our setting, differentiating (1.1) w.r.t. to the small param-
eter ¢ yields the equation (—A)*u(") = 0, whose solution is independent of unknown
coefficients. Differentiating (1.1) twice leads to (—A)*u® 4 b(z)h(x;uV)) = 0,
which specifically contains only the unknown b with h(x; u(l)) acting as a source
term. We can then determine b uniquely from the exterior data; see Section 3 for
notation and details. Finally, let us remark that the nonlinearities here indeed help
by reducing the nonlinear equation to (—A)*u™ = 0 after the first linearization.
This then enables the use of both strong uniqueness property (Proposition 2.7) and
the Runge approximation property for (—A)*.

As mentioned above, when s = 1, a(z,u, Vu) in —Au + a(x,u, Vu) = 0 cannot
be fully determined in general, which inspires us to consider the nonlocal setting
as in (1.1). We may think of the three nonlinear terms in (1.1) as an example
of the general nonlinear term a(z,u, Viu). We show that they can be recovered
simultaneously in Theorem 1.1.

Finally, for the local equations, when s = 1, the determination of multiple nonlin-
ear terms was investigated in [23] for —Au+¢(z)Vu-Vu+a(z,u) = 0 and in [28] for
the magnetic Schrodinger equation with nonlinear terms like a1 (2, u) + as(u, Vu).
Both [23] and [28] applied the higher order linearization and the density result for
harmonic functions to solve the inverse problem. Here we apply an analogous den-
sity result, the Runge approximation, characterizing the density of the collection
of solutions to the fractional Laplace equation in L? space. This density result is
crucial to recovering the coefficient d; see Section 3 for details.

The paper is organized as follows. Section 2 introduces notation and several
previous results, including the unique continuation property and the maximum
principle. The well-posedness result for (1.1) is also stated and proven in Section 2.
Finally in Section 3 we use the results of Section 2 to show Theorem 1.1.

2. Preliminaries. In this section, we introduce notation and the well-posedness
result for the problem (1.1).

2.1. Function spaces. We start by defining the Holder spaces. Let U C R™ be
an open set and k a nonnegative integer. For a given 0 < v < 1, the Holder space
Ck2(U) is defined by

CkoU)={f:U—=R: |floraq <o},

where

o8 _98
I fllere ) ::Z\|8ﬁf||Lx(U)+ sup 07 f(x) f(y)l'

x — «
1BI<k TH£Y, z,yGUlB‘:k | yl

Here 8 = (B1,...,0x) is a multi-index with 8; € Nt U{0} and |3| = 51 + ...+ Bn-
When k = 0, we simply set C*(U) = C**(U). We use C¥(U) to denote the space
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of functions on C*(U) with compact support in U. Note that the above notation
applies similarly for the closed set U.

Next, following the notation in [14], for 0 < s < 1, we use H*(R") := W*2(R")
to denote the L2-based Sobolev space with the following norm:

s/2

lull e ey = Ml gny + 1(=2)*2ull 22 gy -

Here, by the Parseval identity, the semi-norm ||(—A)%/2ul|2, (rny can be expressed
as
I(=2) 2 Zo gy = (=A)u, u)gn

where the operator (—A)® is as defined in (1.3) and we write (u,v), := [, uvdz if
U is an open set in R™ and u,v € L*(R").

For scalar 8 € R, we define the following Sobolev spaces and follow the notation
of [35]:

HAU) = {uly : ue HY(RM)},
HP(U) := closure of C>°(U) in H? (R™),
Hg(U) := closure of C2°(U) in H?(U),
and
HE(R"™) := {u € H*(R") : supp(u) C U}.
The Sobolev space H?(U) is complete under the graph norm
||’U,||H5(U) := inf {||v||HB(Rn) TV E Hﬁ(R") and v|y = u} .
It is known that H?(U) C Hg(U), and Hg(R”) is a closed subspace of H?(R").
Moreover,
(H(U) =H (U), (HU) =H W), BeR

If U is also a bounded Lipschitz domain, the spaces and dual spaces can be expressed
as

] n\ _ 118 B n\\* __ —B B * —B/mn
Hﬁ(R )= HF(U), and (Hﬁ(]R )*=H"U), and (H(U)) = H (R™).
For more details on fractional Sobolev spaces, we refer to [10, 14, 35].

2.2. Well-posedness. Let 0 <t < s < 1 and let Q € R®, n > 1 be a bounded
domain with smooth boundary 9Q2. We consider the following Dirichlet problem
with exterior data:

{(—A)su +q(z,u, Viu) + a(z,u) =0 in Q,
u =

in Qg,

(2.1)

where f € C°(Q,), and ¢ and a are as in (1.2) and (1.6).
For notational brevity, we define the function h as

hasu,v) = | Viu(e,y) - Vi(z,y)dy,
R‘n
and, in particular, when u = v, we denote

h(z;u) == - Viu(x,y) - Viu(z,y) dy. (2.2)
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We also define
Y(x;d,u) = u’”(x)/ d(z,y) - Viu(z,y) dy. (2.3)

Then ¢ can be expressed as q(z,u, Viu) = b(z)h(z;u) + ¥ (z; d, u).
In the following lemma, we analyze the boundness of h and v, which will be a
crucial ingredient in proving the well-posedness result.

Lemma 2.1. Let 0 <t < s <1 and u,v € C*(R™). For a fixzed constant R > 0, we
have

/ |(u(z) = u(y))(v(z) = v(y))| dy

|z —y[" 2

< Cllul

vl

1 g 2.
o=@ [vlles @) (23 —5 B4R %) (2.4)

for all z € Q. In particular, when v = v, we have

Ju(@) — u(y)|? 1 oot 2
/M_Wdyé(}nllués(w) 5g — R*7% 4 R (2.5)

for all x € Q. Here the constant C,, only depends on n.

Proof. We first denote M := ||u|
C*(R™) yields

cs®ny and M := ||v]

csrn) and note that u,v €

[u(@) = u(y)] < Mlz —yl*,  |o(@) —v(y)| < Mz —y|* (2.6)

for all z, y € R™. -
To show (2.4), we note that for any fixed z € {2 we have

/ u(z) — u(@)llv(@) = v(y)| dy

o =y

/ |u(z) — u(y)llv(z) - v(y)| dy+/ [u@) = v@)llv(z) = v,
le—y|<R lz—y|>R

|£E _ y|n+2t |.’E _ y|n+2t

< MM |z — y| T2 dy + (2M)(2M) / |z —y| 7" dy.
lz—y|<R |[z—y|>R

Here we used (2.6) to derive the first term in the inequality. Applying a change of
variables to spherical coordinates and recalling that ¢ < s, we then obtain

/ [u(@) = u@)llv@) — v,

|z —y[" 2

R o
< C,MM / pP 1 ap + C L AMM / p 2l ay
0 R

1 2
o R2572t 7R72t
o) (23 —2t T3 ’

which completes the proof of (2.4). Finally, the estimate (2.4) implies (2.5) when
U= 0. O

= Chllu]

CS(]R")”U|
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We note that Lemma 2.1 implies that
(25w, v)|[ Lo () = H/ Viu(z,y) - Vio(z,y) dy| L= (a)
RW,
Cn, u(z) — u(y)||v(z
ey [ 1= vlte) et

— 2 y|n+2t

1 oo 2
,)”U“C’S(Rn) <2S — 2tR2 2t + gR 2t> s (27)

where the constant C depends on n and ¢, and thus h(x;u,v) is in L>®(Q).
Similarly, Lemma 2.1 also implies that

1/2 1/2
(e )l < Pyl | P a2 [ 9P a2

u@)® ;12
< Clullpell [ SR a2
1 1/2
<l (g + 50) e3)

Here C depends on 2,n,t, and the coefficient d.

Remark 2.2. Lemma 2.1 suggests that in order to have pointwise control on the
terms h(z;u) and ¥(x;d,u), we must consider t satisfying 0 < t < s < 1, as the
above arguments fail when t = s.

The following lemma will also be useful for showing a contraction property in
the proof of well posedness (Theorem 2.1).

Lemma 2.3. Let 0 < t < s < 1 and ug,us € C*(R™). We have the following two
estimates:

A5 u1) — h(z5u2) || oo (@) < Cllur — ualles ey lur + uallos @n)
and

[ (z;d, ur) — (x5 d, uz)|| Lo ()

Cs(]Rn) <||’LL1|

Here the constant C depends only on n,t,s,d, and €.

< Cllur — ug|

m
Cs(R") Z ||U1Hcs(Rn)HU2Hc (1Rn) + ||U2HTC”5 Rn ) .
k=1

Proof. First, from the definition of h and (2.7) with R = 1, we derive
(s ur) — h(w; uz)| L ()

= [ Viui(z,y) Vur(z,y)dy— [ Viu(x,y)- Viua(z,y)dyl L~
R’Vl Rn

=l [ (Vur = V'uy) - (V'ur 4+ V'u)(z,y) dyll L= (o)
Rn

= ||h(z5 w1 — w2, ur + u2)| L ()

< OHUI - Uchs(Rn)Hul + UQHCs(Rn),

where C' is a constant depending on s,t and n.
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Next, for any x € €2, we consider
[ (z;d, ur) — (x5 d, uz)|| Lo (@)

= [Juf"(x) e d(z,y) - Viuy(z,y) dy — uy' () = d(w,y) - th@(%?/) dy||L°°(Q)

< (i (2) — uz'(z)) N d(z,y) - V'ui (2, y) dyl| L= ()

+ ”u?QnHLOO(Q)”/R d(z,y) - Viuy (z,y) dy — N d(z,y) - Viug(,y) dyl| L= (o)

m
< flur =zl g o)l ZUT_ICUIQC_IHLOO(Q)”/R d(z,y) - Viur (z,y) dyl| L= ()
k=1 "

T e / d(e,y) - V(s — ug) (@, ) dyll -

Application of a similar argument as in (2.8) gives the following upper bounds:

| [ d(z,y) - Viur(z,y) dyll L) < Cllurllcs@n)

R"
and
l[ug" | 2o (o)l /R d(z,y) - V' (ur —ua)(z,y) dyl| = (@) < Clluzl|& @ lur —uzllos @n)-
Combining these estimates, we obtain the desired estimate for .
O

We are now ready to show the well-posedness result.

Theorem 2.1 (Well-posedness). Let 0 <t < s <1 andlet Q@ CR", n>1 bea
bounded domain with smooth boundary 0. Suppose that b(x), d(x,y), and a(x, z)
satisfy the conditions (1.4) - (1.6). Then there exists a small parameter 0 < ¢ < 1
such that when

fex ={feCXQ): |fllcx@.) <e}, (2.9)

the boundary value problem (2.1) has a unique small solution v € C*(R™)N H*(R™).
Moreover, the solution u satisfies the estimate

l[ullesmny < C||f||C§°(Qe)7

where the constant C' > 0 is independent of u and f.
Proof. Suppose that [|f|lce(q,) < € for some sufficiently small ¢ > 0. We may
extend f to the whole space R™ by zero so that || f||ce®n) < €.

Before getting into the proof, we recall the following result of [14]. For g € L>°(Q),
there exists a unique solution ¥ € H*(R") to the problem

{(—A)Sﬁ =g inQ, (2.10)

v =0 in Q..

Moreover, by [38, Proposition 1.1], we have

19]lcsmny < CllgllLoe ()

for some constant C' > 0 depending on s and €). This enables us to define the
solution operator

L1:ge L™(Q) = 0 e C(R™) N H*(R™)
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to (2.10). The solution £;1(g) to (2.10) then satisfies
1£5 1 (@) lles @y < Cligllze@)- (2.11)

We may now proceed to the linearization procedure.
Step 1: The linearized problem. We first consider the linear part of (2.1), given
by

{(—A)SUO =0 in Q, (212)

ug = f in Qe.
Due to [14], there exists a unique solution uy € H*(R™) to (2.12) satisfying
lwollzs®ny < Cllfll s ®r)-

By considering (—A)*(up— f) = —(—=A)* f with (ug— f)|q, = 0, we may then apply
(2.11) to obtain

[uo = fllcs@n) < ClI(=A)°fllL= (),
which implies that
uollcs mry < Cllflloee .y (2.13)

where the constant C' > 0 depends only on s and €.

We next consider v := u—ug, where ug satisfies (2.12) and u satisfies the original
nonlinear equation (2.1). If such a function v exists, then v satisfies the following
problem:

{(A)% =G(v) inQ, (2.14)

v=20 in Q,
where G(¢) is defined by
G(¢) := —b(x)h(w; uo + ¢) — Y(w;d,uo + ¢) — a(x, uo + ¢).

We now construct a contraction map and establish the unique existence of a solu-
tion v to (2.14) by the contraction mapping principle.

Step 2: Construct a contraction map. Let us define the set

M={peC*R"): ¢la, =0, [|¢]lco@n) <3},

where 0 < § < 1 will be determined later (by choosing sufficiently small § to satisfy
the specific inequalities below).
We define the map F on M by

Fi=L7'0G.

We will show below that F is indeed a contraction map on M.
We first claim that F : M — M. By (2.7), (2.8), (2.11), and the Taylor expan-
sion of a (1.6), for any ¢ € M, we obtain F(¢) € C*(R™) N H*(R"), and
IF(@llcs@n) < CIG() L=
= C|b(x)h(z;u0 + @) + (w5 d,u0 + @) + a(x, uo + @) L~ (o)
< Clbllelluo + dllEs@ny + Clluo + GllGH gy + Clluo + 4| ?ilﬁ)
< Clbllog) (0 +2)2 + C(6 + )™ +C(0 4+ )™+, (215)
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where the constant C' depends on s,¢,n and 2. This indicates that the function
G(¢) € L*>®(2). When ¢ < C6 for some C > 0 and § is small enough, we then have

1F (@)@ < Cle+08)2 + Cle+ )™+ C(6 + &)™ < 4.

This yields that F maps M into itself.
We also need to show that F is contractive. For any ¢1,¢2 € M, we apply
Lemma 2.3, (1.6), and (2.11) to obtain

IF(¢1) = F(@2) oo @ny = I(£5 1 0 G) (1) — (£ 0 G)(¢2)]
< C||G(¢1) — G(d2)l L= ()
< Olb(z) (M5 ug + ¢1) — h(x;u0 + ¢2)) || Lo (@)
+ Cll (w5 d, up + ¢1) — P(w5d, up + ¢2)l L~ ()
+ Clla(x,uo + ¢1) — a(z,uo + ¢2)[| L= ()
< Ce+0)lo1 — d2llcsmny + Cle +6)" |1 — d2llos )
+Ce+6)"(|¢1 — d2llcs rn), (2.16)

where C' is independent of ¢, 4.
By further taking e, ¢ sufficiently small so that C(e+38)+C(e+8)™+C(e+6)™ <
1, the following estimate also holds:

| F (1) — F(g2)]

Combining these results, we have shown that F is a contraction mapping on M.

Finally, the contraction mapping principle gives that there is a fixed point v € M
such that F(v) = v and thus v € H*(R™) as well. This v is the solution to the
equation (2.14) and also satisfies

s (R)

Cs(]Rn) < H¢1 - ¢2||C5(Rn)

o]

Cs@) (2.17)

Co (@) into the left-hand side

2@+ 2. @) < C (M oz, +dll

due to (2.15). For ¢ small enough, by absorbing C'd||v|
of (2.17), we then have

csrn)y < C([luo]

o]

cxrn) < Cellflleg .-
As a result, we obtain the solution u = up + v € C*(R™) to (2.1) and it satisfies

[[ul

sy < COllfllos .

for some constant C' > 0 independent of u and f. This completes the proof of
well-posedness for the boundary value problem (2.1). O

Lemma 2.4. Under the same assumption as in Theorem 2.1, we have
lull e rny < Cll fllms@ny-

Proof. In the proof of Theorem 2.1, we already have that [|ug|| s &n) < C||f|l s ®n)-
We only need to estimate ||v||gs®n). Since v is the solution to (2.14), it satisfies

vl sy < CNG )| -5y < Cle +0)([[uoll s mny + V]| s (7))

where in the second inequality we applied small C* bound for v and ug due to (2.13)
and v € M. Combining with the H® estimate for ug, we then obtain

[0l e @ny < Clfllae @)

when ¢, § are chosen small enough. O
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2.3. The DN map. In this subsection, we will define the corresponding DN map
for the equation (2.1).
We define the operator B : H*(R™) x H*(R") — R by

Blu,v] :/”(—A)‘Q/QU(—A)S/deJc—l—/Q(q(m,u,vtu)v—l—a(x,u)v) dx.

By Theorem 2.1, for f € X, there exists a unique (small) solution uy € C*(R™)N
H*R") to (2.1) with uy — f € H°(Q). We define the DN map A : ¥NX — X* as
follows:

(ALf] [0]) := Blug, v] (2.18)
for v € H*(R™), where ¢ and a are as defined in (1.2) and (1.6). Here X is the

quotient space H*(R")\ H*(Q). Note that (2.18) is not a bilinear form as in [14]
due to the nonlinear terms ¢ and a.

Proposition 2.5. Let Q C R™ be a bounded domain with smooth boundary 0X) for
n>1,0<t<s<1. Suppose that b, d, and a = a(x, z) satisfy the conditions (1.4)
- (1.6). Then the DN map defined in (2.18) is bounded.

Proof. The definition of the DN map depends only on the equivalence classes. To
see this, we take any ¢, € H*(Q2), the well-posedness result implies that us; 4 = uy
in R™ for f+ ¢, f € X. Then

Blugsg,v+ 9] = Blug, v+ ¢] = Blug,v] + Bluy, ¢] = Blug,v],
where in the last identity we used the fact that wu, is the solution to (—A)%uy +
q(z,u, Viug) + a(z,ur) = 0 in Q and also ¢ € H*(Q).
We now show that A is bounded. By using Lemma 2.4, we have
|Blug, v]| < [[(=8)"2ugl| 2 @ny | (= A)*?0]| 2 gy
+ llg(z, u, Vtuf) +a(z, uf)||L2(R")||U”L2(R”)
< Nugllmgs @Vl s ey + Cllugl s @y l|vl| s e

< Cllfl#rs ey
where C' depends on b, d, a,e. This completes the proof.

|’UHHS(R?L)7

O

Remark 2.6. In this remark, we will discuss the differentiability of the solution of
(2.1) with respect to the given exterior data. To this end, we first define spaces

Vii={u€e H*R"): (—A)*u € L™(Q),ulg € C*(Q) and u|o, € C"*(Q)}

equipped with the norm ||ullv, := [Jul| gs@r)+I[(=A)*ul| Lo () Full s (@) Flullcrs )
and

Vo i= C1(Q.) N H ()

equipped with the norm ||ullv, = ||lullcrs,) + llullgs@.). Then Vi and Vs are
Banach spaces. We now consider the map F : Vo x Vi — L (Q) x V4 defined by

F o (fu) = (=8)"u +gq(@,u, Viu) + a(z,u), ulo, — f).

Note that F(0,0) = 0. A similar discussion as in the proof of Theorem 2.1 and (1.4)
yield that 0, F(0,0) : Vi — L*°(Q) x Va is linear isomorphism, and in particular,
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for any (w,g) € L*®(Q) x Vi, one can find a unique solution v € Vi satisfying the
linearized equation

{ (=A)Yv=w inQ, (2.19)

v=g mn Qe.

By the implicit function theorem for Banach spaces (see for instance, [36, Chapter
10]), we have that there exists an open neighborhood O of 0 in Va and a unique
analytic function h : O — Vi such that h(0) = 0 and also F(f,h(f)) = (0,0) for
all f € O. Therefore, we have the solution uw = h(f) to the problem (2.1) and,
moreover, it is infinitely differentiable with respect to the data f in O.

Based on the above discussion, one can take a smaller set contained in both X
and O so that the differentiability of the solution, Theorem 2.1 and Proposition 2.5
hold.

2.4. Known results. We next state two known results which are crucial in the
proof of Theorem 1.1.

The first is the unique continuation property (UCP) for the fractional Laplacian
[14, Theorem 1.2].

Proposition 2.7 (UCP). Suppose that U is a nonempty open subset of R™, n > 1.
Let 0 <s<1landve H(R") forr e R. Ifv=(-A)v=0inU, thenv=0 in
R™.

The second result is the maximum principle for the fractional Laplacian. The

proof of the following proposition can be found in [26] and [25], which extends the
result in [37] to include a non-negative potential term.

Proposition 2.8 (Maximum principle). Let Q@ C R™, n > 1 be a bounded domain
with C boundary 02, and 0 < s < 1. Suppose that w(x) € L>(£2) is a nonnegative
potential. Let u € H*(R™) be the unique solution of

(—AYutw@)u=F inQ,
u=f in Q.

Suppose that 0 < F € L>(Q) in Q and 0 < f € L>(Q) with f £ 0 in Q.. Then
u >0 in .

3. Proof of Theorem 1.1. Using the results of Section 2, we proceed to show
the main theorem. Let u = u(x;¢) be the solution to the exterior boundary value
problem

(3.1)

(=A)su+ q(z,u, Viu) + a(z,u) =0 in £,
u = Ef in QE'

Recall that
Q(‘ra U, vtu) = b(x)h($§ u) + ¢($, d, u)7
where h and 1) are defined in (2.2) and (2.3), respectively.
For notational simplicity, we denote the k" derivative of u with respect to ¢ by
k
ugk)(m; €) := %(gc;e)7
and at e = 0 we simply denote

u® (z) = 8f‘szou(x;€).
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Moreover, the differentiability of u with respect to € allows us to take the k-th
derivative A®) of the map A with respect to € at ¢ = 0, and therefore we have
Agk)(f)|W2 = Agk)(f)h/v2 provided that A1(f)|y, = A2(f)ly,- We then have the
following result.

Proposition 3.1. Let 0 < t < s < 1 and let Q@ C R*, n > 1, be a bounded
domain with smooth boundary. Let € be a small parameter and let f € C*(Wh).
For j = 1,2, consider bj, d;, and a; satisfying (1.4) - (1.6), and let u; denote the
solution to (3.1) with b, d, and a replaced by b;, d;, and a;, respectively.

Suppose that

A (Plw, = A2(Hlw, for any f € CZ(W). (3.2)

Then if by = by in Q, we have ugl) = ugl) and u§2) = u§2) in R™.

Moreover, given N > 3, if

by=0by, di-(x—y)=ds(xz—y), 8ﬁa1(:c,0) = 3ﬁa2(z,0) for any 3 <L <N,
(3.3)

then
u(lk) = ugk) in R" for any 3 <k < N. (3.4)

Proof. For clarity, we present the proof in the case m = 2 in the nonlinear terms v
and a. The proof for more general m > 2 follows a similar outline.
Fixing an arbitrary positive integer N, it is sufficient to show that ugk) = ugk) in
R™foralll1 <k <N.

We first apply the operator O|.—o to (3.1). Using that u(z;0) = 0 by the well-

posedness of (3.1), we obtain

s (1 .
(—A) u§):0 in Q, (35)
ult) = f in Q )
i = e
Since ugl) = uél) = f in Q., the well-posedness of the problem (Theorem 2.1)
implies that
ugl) = ugl) = oM in R™. (3.6)
Next we apply 92|.—o to (3.1). Then u§»2) satisfies the following problem:
(—A)Suf) + b (x)h(z;uM) =0 inQ,
@ . (3.7)
u;” =0 in €.

Since b; = be and u(ll) = uél), both u§2) for j = 1,2 satisfy the same equation (3.7)

with trivial exterior data. Thus we have u§2) = ué2) in R™.
Recalling that we have set m = 2 in 9, we next apply 92|.— to (3.1) to get that
ug-g) satisfies
(—A)Sugfg) + 2bjh(z;uD, u@) + 2¢(z; dj, uM) + 92a;(x,0) (u(l))3 =0 in Q,
ugs) =0 in Q..
(3.8)

By (3.3), we also have that both u;3) for j = 1,2 satisfy the same problem (3.8)

and thus ugg) = ué‘g) in R™.
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Next, by an induction argument, we suppose that when N > 3, (3.3) holds for
3</<N+1and u§k> = ugk) for 1 < k < N. Now we perform 9~ 1.y on (3.1),
which gives

N+1

(—A)yu + Ry (uy, a5,b5,d;) + 03 a; (=, 0) (u;l)) =0 in®Q, (39
with boundary data u{" ™" = u{"™ = 0 in Q.. Here Ry /(uj,a;,b;,d;) involves
only the functions b;(z), d;(x,y), and 92a;(z,0) for 3 < 8 < N and u§k)(x) for
1 <k < N. Thus we have Ry (u1,a1,b1,d1) = Ry (uga,as,bs,ds). As a result, both

u§N+1) for j = 1,2 satisfy the same equation with trivial data and thus UENH) =

uéNH) in R™. This completes the induction proof. O

With Proposition 3.1, we are now ready to show the main result. The outline of
the proof of Theorem 1.1 is as follows. We will first show that b; = by and then
93a1(z,0) = D2az(z,0). Using these equalities, we can show dy - (z—y) = da-(z—y).
Finally, to fully recover a, we rely on an induction argument.

Proof of Theorem 1.1. We again present the proof for the case m = 2 in the non-
linear terms v and a. For more general m > 2, the proof can be shown in a similar
manner.

The proof is completed in 3 steps.
Step 1. Recover b. Let € be sufficiently small and let f € C°(W;) be a non-
constant function. For j = 1,2, let u; be the solution to the following exterior
boundary value problem:

{(_A)Suj + 0 (2)h(w;u5) + (@ dj, ug) + aj(z,u;) =0 in Q, (3.10)

uj =e€f in Q.
Using (2.18) and u;N) = 01in €, for N > 2, one can derive that
(A0 ) = [ Ay ayTode+ [ Yo @0
+ RN_l(Uj, Qaj, bj, dj)]’l) dx
N /Q[aivaj (,0)(u$)N + Ry_1(uj, a5, b;,d;)]v da,

where v € H*(R") is the solution to (—A)*v = 0 in Q with v = fy in W;. In
particular, since 8%a(z,0) = 0, when N = 2, we simply have

<A§'2)(f)7f2> Z/ij(m)h(x;ug.l))vdx.

Thus since Agz) (f)= Agz)(f) for any small f € C°(W;) and since u(!) := ugl) =
uél) by Proposition 3.1, we then have

0= /Q(bl — by) (@) h(z; uD)v de. (3.11)

By the Runge approximation property (see [14, Lemma 4.1] with ¢ = 0), for any
g € L*(Q), there exists a sequence of solutions v; € H*(R") to (—A)%v; = 0 in Q
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with exterior data in C2°(W7;) such that v;|q — ¢ in L?(£2). Replacing v in (3.11)
by v; and letting j — oo, we have

0= / (b1 — b2)(z)h(z;uM)g da,
Q
which further leads to
(by — bo)(x)h(z;uM) =0 in Q, (3.12)
since g is arbitrary. Note that by the definition of h,

(1) — M ()2
h(m;u(l)) - %/ [u |SU)_ y|:+2t(y)| dy >0 for all x € Q.

n

We will show that in fact & > 0 in 2. By contradiction, suppose that h(zo; u(l)) =0
for some point zo € Q. This implies that u") = u(M(z() in R", which contradicts
that the chosen exterior data f is not a constant function. Therefore h(z;u)) # 0
for any point z in Q. Thus (3.12) implies that
bl = b2 in Q.

Moreover, Proposition 3.1 yields that u(®) := u§2) = ug).
Step 2. Recover d and 93a(z,0). We will use that b := by = by.

In this step, we also let € be sufficiently small and f be any function in C2°(W7).
For j = 1,2, we also let u; be the solution to the following exterior boundary value
problem:

{(A)Suj +b(x)h(z;uy) + Y(x;dj, uy) + a;(x,u;) =0 in Q,

) (3.13)
u; =ef in Q..

Similarly to above, since Ag?’)(f) = Ags)(f) and u(®) = ugk) = ugk) for k =1,2,
we have
/ (2 / (di — do) - ViuD (2, ) dy + (83a1 (z,0) — 8§a2(x,0))u(1))(u(1))2v dz = 0.
(9] n
(3.14)

By applying the Runge approximation property as above, we obtain

(2] (= do) - V'l o p) dy + (0201 (2,0) ~ O2an(w, 0))ulV) D)2 = 0.
(3.15)

Here u") is the solution to (3.5) with u(!|q. = f for any f € C°(W;). We can
also apply the Runge approximation property to find a sequence of solutions wy, to
(3.5) such that wy — 1 in L?(Q) as k — oo. Then there is a subsequence wy, which
converges pointwise almost everywhere (a.e.) to 1 as j — co. Note, then, that since
we assume (d — d)(x,y)|x —y|~"/?>7t € L?(Q) for any fixed 2 € 2, we have that
Jon (d1 — d2)(2,y) - Viwy, (z,y) dy — 0 as j — oo. Replacing u!) by wy,; in (3.15)
and taking j — oo, the first term thus vanishes, yielding

a1 (z,0) = 0as(z,0).
With this, we now turn back to (3.15) and get that

WD () — D)
W) [ =)o) - x>M dy=0.  (3.16)
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For any fixed z¢ € Q, since (d; — d2)(x0,y) - (y — zo) is continuous in Q, we may
define the following two open subsets of :

Ay ={y € @\ {zo} : (di —d2)(20,y) - (y — w0) > 0}
and
A_={yeQ\{zo}: (d1 —d2)(z0,y) - (y — xo) < O}.
We will show by contradiction that (d; — d2)(x,y) - (y —x) = 0. Suppose that at

least one of Ay is not empty.
We define the function ¢, by

T, V€A
20—yl|? .
Pag(y) = { FAZM iy e,
1 ify e O\ (A, UAL).

Since € is bounded, ¢, is in L?(Q). It is clear that ¢, (zo) = 1 since zg ¢ A..
Then we have
{ Pxo (.130) =1> 4101,0(@/) for all ye A+a
P (T0) =1 < @go(y) forallye A_,
and thus

xo x - ¥xo
(di — d2)(20,y) - (y — IO)¢|$0(_O?)J|" /f+t+(?j) >0  forallye Ay, (3.17)

Again by the Runge approximation property, there exists a sequence of solutions
Wy to (3.5) such that @y — @y, in L?(Q) as k — oo, which implies that there exists
a subsequence Wy; — Pz, a.e. as j — co. Since (d; —dy)(z,y)|x—y|"/?7t € L)
for any fixed z € Q, we may replace u(!) by Wy, in (3.16) and take j — oo to obtain

o) [ (i = d2)(w0,9) - (g~ 20) *Ogﬂo(f‘);n/ffff‘{) dy=0.  (3.18)

However, since 0 # ¢z, (x0), by (1.4) and (3.17), the integral in (3.18) must be
strictly positive for any nonempty AL, which is a contradiction. Therefore, both
A4 must be empty sets, which implies that
di(zo,y) - (w0 —y) = d2(w0,y) - (o —y)  forally € .
Since z( € 2 is arbitrary, we then have
di(z,y) - (x —y) = da(z,y) - (x — ) for each (z,y) € @ x Q.

Thus we uniquely determine the (z — y)-direction component of d(z,y).
Now the problem boils down to showing the uniqueness of the potential a. It is
then sufficient to show that 0%a;(z,0) = 0%ay(x,0) for k > 3.

Step 3. Recover higher order terms 0%a(z,0), & > 3. Step 1 and Step 2 have
shown that

by = by, P(widi,uV) = p(wida,uV), 02as(x,0) = Baz(x,0). (3.19)
By induction, for any fixed N € N, suppose that
Hay(x,0) = day(x,0) for3<j <N -1, (3.20)

and thus v®) = ugk) = uék) for 1 < k < N —1 by Proposition 3.1. It is sufficient
to show that 9N a;(x,0) = 0N as(z,0) holds as well. From now on, we will use j
subscripts on a; only since the coeflicients b, d have been recovered.
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From AgN)(f) = AéN)(f), we have
0= / 0N (a1 (2, 0) — as(a, 0)) (™) + Ry 1 (u, ay, b, d)]v da. (3.21)
Q

Recall that Ry_1(u,aj, b, d) only consists of the functions b(z), d(z,y), and 02a;(x,0)
for 3< B <N —1and u®(z) for all 1 <k < N — 1. Then (3.20) implies that

RNfl(u7a1>b7 d) = RN*l(u7a27 ba d)7

and therefore, by applying the Runge approximation property as in Step 1 and 2
to remove the integrand in (3.21), we have

Nay (z,0)(uM)N = 8N ay(x, 0)(u)V.

Choosing exterior data f > 0 in (3.5) and using the maximum principle (Propo-
sition 2.8), we have u(!) # 0. This gives 0Nayi(x,0) = dNay(x,0). Finally, by
the uniqueness of the expansion (1.6), we obtain a;(z,z) = as(z,z). The proof is
complete. O
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