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UNBOUNDED VISIBILITY DOMAINS, THE END

COMPACTIFICATION, AND APPLICATIONS

GAUTAM BHARALI AND ANDREW ZIMMER

Abstract. In this paper we study when the Kobayashi distance on a Koba-
yashi hyperbolic domain has certain visibility properties, with a focus on un-
bounded domains. “Visibility” in this context is reminiscent of visibility, seen
in negatively curved Riemannian manifolds, in the sense of Eberlein–O’Neill.
However, we do not assume that the domains studied are Cauchy-complete
with respect to the Kobayashi distance, as this is hard to establish for do-
mains in Cd, d ≥ 2. We study the various ways in which this property con-
trols the boundary behavior of holomorphic maps. Among these results is
a Carathéodory-type extension theorem for biholomorphisms between planar
domains—notably: between infinitely-connected domains. We also explore
connections between our visibility property and Gromov hyperbolicity of the
Kobayashi distance.

1. Introduction

In this paper we study when the Kobayashi distance on a domain has a certain
visibility property, how this property controls the boundary behavior of holomor-
phic maps, and connections between the visibility property and Gromov hyperbol-
icity of the Kobayashi distance. Informally speaking, the visibility property states
that geodesics joining two distinct points on the boundary must bend into the do-
main (as in the Poincaré disk model of the hyperbolic plane). This property has
been used extensively, e.g. [CHL88, Mer93, Kar05], and has been systematically
investigated in a number of recent papers, e.g. [BZ17,BM21,CMS21,BNT22].

In earlier work [BZ17], we had introduced a new class of domains, the Goldilocks
domains, proved that they have the visibility property, and then used this property
to understand the behavior of holomorphic maps. In a part of this paper, we extend
those ideas to unbounded domains.

We now introduce the definitions needed to state our main results. In particular,
we need to recall the definition of the Goldilocks condition and to precisely define
the curves and the notion of boundaries used to define the visibility property.

Given a domain Ω ⊂ Cd, let kΩ : Ω × Cd → [0,∞) denote the infinitesimal
Kobayashi pseudo-metric, and let KΩ : Ω × Ω → [0,∞) denote the Kobayashi
pseudo-distance. We say that Ω is Kobayashi hyperbolic if KΩ is an actual distance.
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If the metric space (Ω,KΩ) is Cauchy-complete (for brevity: Ω is complete
Kobayashi hyperbolic) then any two points in Ω are joined by a geodesic (i.e., a
curve σ : I → Ω, where I is an interval, that satisfies KΩ(σ(t),σ(s)) = |t− s| for all
s, t ∈ I). However, when d ≥ 2 it is a very difficult problem to determine if a given
domain is complete Kobayashi hyperbolic (even in the pseudoconvex case). There-
fore, the domains studied in this paper are not assumed to be complete Kobayashi
hyperbolic. Hence, we need to consider a more general class of curves instead of
geodesics.

Let Ω ⊂ Cd be a domain. For λ ≥ 1 and κ ≥ 0, a map σ : I → Ω of an interval
I ⊂ R is called a (λ,κ)-almost-geodesic if

• λ−1 |t− s|− κ ≤ KΩ(σ(t),σ(s)) ≤ λ |t− s|+ κ for all s, t ∈ I, and
• σ is absolutely continuous (as a map I → Cd, whereby σ′(t) exists for
almost every t ∈ I) and kΩ(σ(t);σ′(t)) ≤ λ for almost every t ∈ I.

These curves are relevant for the following reason: if Ω is Kobayashi hyperbolic,
then for any κ > 0, every two points in Ω are joined by a (1,κ)-almost-geodesic—see
Proposition 5.3 below.

Given a domain Ω ⊂ Cd, let Ω
End

denote the end compactification of Ω. We

shall write ∂Ω
End

= Ω
End \Ω. The reader is referred to Section 4 for the definition

of the end compactification. With these notions, we can now formally define the
visibility property alluded to above.

Definition 1.1. Let Ω ⊂ Cd be a domain (which is not necessarily bounded). We
say that Ω is a visibility domain with respect to the Kobayashi distance (or simply
a visibility domain) if Ω is Kobayashi hyperbolic and has the following property:

(∗) If λ ≥ 1, κ ≥ 0, ξ, η ∈ ∂Ω
End

are distinct points, and Vξ, Vη are Ω
End

-open

neighborhoods of ξ, η, respectively, whose closures in Ω
End

are disjoint, then
there exists a compact set K ⊂ Ω such that for any (λ,κ)-almost-geodesic
σ : [0, T ] → Ω with σ(0) ∈ Vξ and σ(T ) ∈ Vη, σ([0, T ]) ∩K += ∅.

For Ω as above, we say that Ω is a weak visibility domain if the property (∗) holds
true only for λ = 1.

Observe that a visibility domain in the above sense is a weak visibility domain.
Before we turn to more concrete matters, it might be useful to address the following
question: what is the significance of having two notions of visibility? Functionally,
visibility may be seen as a tool for controlling the oscillation of a map f : D → Ω,
if f maps into a (weak) visibility domain, along any sequence (zn)n≥1 ⊂ D as zn

approaches a point in D
End

. Provided D has reasonably well-behaved geodesics (in
a sense that can be made precise), this control facilitates the continuous extension

of f to a map between D
End

and Ω
End

. From this perspective, loosely speaking:

• weak visibility with respect to KΩ is the property that enables continuous
extension, as described above, for isometries with respect to KD and KΩ,

• visibility with respect to KΩ is the property that enables continuous exten-
sion, as described above, for continuous quasi-isometries with respect to
KD and KΩ.

Gromov hyperbolicity is another framework in which the above extension phe-
nomena are obtained: e.g., see [BB00, Section 6]. It turns out that there is a natural
relationship between weak visibility and Gromov hyperbolicity of the Kobayashi
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UNBOUNDED VISIBILITY DOMAINS 5951

distance, which we shall investigate and present an application thereof. On the
theme of the last paragraph: we shall establish a rather general result on the home-

omorphic extension between Ω
End
1 and Ω

End
2 of biholomorphisms between planar

domains Ω1 and Ω2, the Poincaré distances on which need not be Gromov hyper-
bolic. Its proof relies crucially on visibility in the sense of Definition 1.1. In fact,
a portion of this paper is devoted to planar domains, Gromov hyperbolicity of the
Poincaré distance (or the failure thereof) on these domains, etc.

1.1. The local Goldilocks property. Given the above discussion, it would be
useful to have sufficient conditions for a domain to be a visibility domain. The
Goldilocks property referred to above is sufficient for a bounded domain to be a
visibility domain. We begin with notation needed to extend these ideas to un-
bounded domains. Let Ω ⊂ Cd be a domain. Given a subset U ⊂ Ω, we define

MΩ,U (r) := sup

{
1

kΩ(z; v)
: z ∈ Ω ∩ U, dEuc(z, ∂Ω) ≤ r, ‖v‖ = 1

}

to measure the growth of the Kobayashi pseudo-metric as one approaches ∂Ω
through Ω ∩ U . In [BZ17], we used the asymptotic behavior of the Kobayashi
distance and metric to define the following class of domains (in what follows, we
will abbreviate dEuc(z, ∂Ω) as δΩ(z)).

Definition 1.2. A bounded domain Ω ⊂ Cd is a Goldilocks domain if

(1) for some (hence any) ε > 0 we have

∫ ε

0

1

r
MΩ,Ω (r) dr < ∞,

(2) for each z0 ∈ Ω there exist constants C,α > 0 such that

KΩ(z0, z) ≤ C + α log
1

δΩ(z)

for all z ∈ Ω.

The second condition can be viewed as a type of regularity condition on the
boundary and holds, for instance, if ∂Ω is C0,1-smooth (which can be inferred from
[BZ17, Lemma 2.3]). The first condition can be viewed as a uniform obstruction
to analytic varieties in the boundary: for instance if ∂Ω is reasonably regular and
there exists a non-constant holomorphic map D → ∂Ω, then one can show that
lim infr↘0 MΩ,Ω(r) > 0 and hence the first condition fails. Here, for ∂Ω to be
“reasonably regular”, it suffices for Ω to be a C0-domain (see Definition 1.8) and
the last observation follows, essentially, from the argument at the beginning of the
proof of Theorem 1.12 and from the estimate (10.4).

To study the visibility property in unbounded domains, we shall use the fol-
lowing localized version of the Goldilocks conditions. This idea was introduced
in [CMS21], although the domains considered in [CMS21] in this context are still
bounded domains. When considering unbounded domains, certain fundamental dif-
ficulties arise, which must be managed when proving the main result of this section
(also see Remark 1.5).
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5952 GAUTAM BHARALI AND ANDREW ZIMMER

Definition 1.3. Let Ω ⊂ Cd be a domain. A boundary point x ∈ ∂Ω is a local
Goldilocks point if there exists a neighborhood U of x in Ω such that

(1) for some (hence any) ε > 0 we have
∫ ε

0

1

r
MΩ,U (r) dr < ∞,

(2) for each z0 ∈ Ω there exist constants C,α > 0 (which depend on z0 and U)
such that

KΩ(z0, z) ≤ C + α log
1

δΩ(z)

for all z ∈ Ω ∩ U .

Let ∂lgΩ ⊂ ∂Ω denote the set of local Goldilocks points. We say that Ω is locally a
Goldilocks domain if ∂lgΩ = ∂Ω.

With these definitions, we are ready to state the main result of this section.

Theorem 1.4. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain. Suppose the set
∂Ω \ ∂lgΩ is totally disconnected. Then, Ω is a visibility domain with respect to the
Kobayashi distance.

Remark 1.5. Theorem 1.4 is similar in spirit to [CMS21, Theorem 1.9], which states
that if a local property similar to that in Definition 1.3 holds around points outside
a sufficiently small set S ! ∂Ω, then Ω is a visibility domain. That said:

(1) Only bounded domains are considered in [CMS21, Theorem 1.9]. Moreover,
the above-mentioned S is such that the case when ∂Ω\∂lgΩ is, say, a Cantor
set in ∂Ω is not covered by [CMS21, Theorem 1.9].

(2) The “local property similar to. . . ” that was alluded to is a localized version
of a condition introduced in [BM21]. The conclusion of Theorem 1.4 can be
deduced with the latter property replacing our condition determining the
set ∂lgΩ. However, since new challenges arise in proving Theorem 1.4 when
Ω is unbounded, we have opted for a hypothesis wherein the ideas used in
the proof are the clearest rather than for the most general statement.

Given a domain Ω ⊂ Cd, [BZ17, Section 2] presents a variety of geometric
conditions that ∂Ω can satisfy (locally) around a point x ∈ ∂Ω for x to be a local
Goldilocks point. Here, we present a range of new examples of locally Goldilocks
domains in Section 2.

1.2. Applications to (quasi-)isometric maps. The next couple of results sub-
stantiate the discussion above on the functional significance of the visibility prop-
erty. So, these results pertain to continuous—or even better—extension of different
types of maps into a visibility domain. Deferring the definition of “well-behaved
geodesics” to Section 7 below, we state the first of our extension theorems.

Theorem 1.6. Suppose Ω1 ⊂ Cd1 , Ω2 ⊂ Cd2 are domains where

(1) Ω1 has well-behaved geodesics,
(2) Ω2 is a visibility domain.

If f : Ω1 → Ω2 is a continuous quasi-isometric embedding relative to the Kobayashi

distances on Ω1 and Ω2, then f extends to a continuous map Ω
End
1 → Ω

End
2 .
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UNBOUNDED VISIBILITY DOMAINS 5953

Remark 1.7. We should point out here that in Theorem 1.6, Ω1 is complete Koba-
yashi hyperbolic. This is a part of the condition that Ω1 has well-behaved geodesics.

To state our next result, we need a definition.

Definition 1.8. Let Ω ⊂ Cd be a domain. We say that Ω is a Lipschitz do-
main (resp., a C0 domain) if for every x ∈ ∂Ω, there are a neighborhood Ux

of x, a unitary change of coordinates centered at x, and a Lipschitz function
(resp., continuous function) ϕx on some open neighborhood of 0 in Cd−1 ×R
such that, if w = (w1, . . . , wn) denotes these centered coordinates and Wx . 0
the range of this chart, then Ux ∩ Ω relative to these coordinates is given by
{(w1, . . . , wn) ∈ Wx : Im(wn) > ϕx(w1, . . . , wn−1,Re(wn))}.

Remark 1.9. A domain Ω ! Cd such that ∂Ω is an embedded Lipschitz submanifold
of R2d is not necessarily a Lipschitz domain. However, the latter terminology
is standard (with the unitary changes of coordinates mentioned in Definition 1.8
replaced by orthogonal changes of coordinates in the case of domains in RN , N ≥ 2).
Such domains have many pleasant properties and have been studied extensively
(see, e.g., [Ada75] and the references therein). Similarly, a domain Ω ! Cd such
that ∂Ω is an embedded topological submanifold of R2d is not necessarily a C0

domain. The latter statement and the first sentence of this remark are a part of
[Gri85, Theorem 1.2.1.5] (with the understanding that our domains are subsets of
Cd and that the local changes of coordinates mentioned in Definition 1.8 replace the
orthogonal changes of coordinates that are a part of the definitions in [Gri85]). An
example of a domain Ω ! C whose boundary is an embedded Lipschitz submanifold
and such that Ω is not even a C0 domain (and, hence, not a Lipschitz domain) is
given in [Gri85, pp. 7–9].

We are now able to state our next extension theorem. It is a part of the focus
of this paper, alluded to above, on planar domains.

Theorem 1.10. Let Ω1,Ω2 ! C be Lipschitz domains. If f : Ω1 → Ω2 is a

biholomorphism, then f extends to a homeomorphism Ω
End
1 → Ω

End
2 .

This result is similar in spirit to Carathéodory’s extension theorem for Riemann
mappings. The simply connected domains to which the latter is applicable can have
less regular boundaries than those of the domains in Theorem 1.10, but observe that
Ω1 and Ω2 need not be simply connected. In fact, note that the domains for which
Theorem 1.10 holds true need not even be finitely-connected. Considerations very
different from those in the proof of Carathéodory’s extension theorem feature in
the proof of Theorem 1.10: its proof relies crucially on visibility in the sense of
Definition 1.1.

Gromov hyperbolicity is, in principle, a framework for establishing results like
Theorem 1.10. However, it is rather easy to construct planar domains where the
Poincaré distance (which equals the Kobayashi distance) is not Gromov hyperbolic.
In particular, in Section 9 we give examples of planar domains that have C∞ bound-
ary on which the Poincaré distance is not Gromov hyperbolic. These examples are
locally Goldilocks domains; by Theorem 1.4, therefore, they are visibility domains
with respect to the Kobayashi distance.

1.3. Gromov hyperbolic spaces. We now turn to the relationship between Gro-
mov hyperbolicity and visibility alluded to earlier. We assume that the reader has

Licensed to Univ of Wisconsin, Madison. Prepared on Wed Aug 30 12:20:44 EDT 2023 for download from IP 72.33.0.39.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



5954 GAUTAM BHARALI AND ANDREW ZIMMER

some familiarity with Gromov hyperbolic metric spaces. For the present discussion,
the metric space of interest is (Ω,KΩ), where Ω is Kobayashi hyperbolic and—we
reiterate—not necessarily bounded. Since we do not assume that Ω is complete
Kobayashi hyperbolic, a few words are in order. In what follows, (z |w)Ωo will de-
note the Gromov product, with respect to a base-point o ∈ Ω, on (Ω,KΩ) (see
Definition 3.5). Then, (Ω,KΩ) is said to be Gromov hyperbolic if there exists a
δ ≥ 0 such that, for any four points a, b, c, o ∈ Ω,

(1.1) min
{
(a |b)Ωo , (b |c)Ωo

}
≤ (a |c)Ωo + δ.

Loosely speaking, the above condition encodes the idea that, metrically, (Ω,KΩ)
“approximately resembles” an R-tree.

To state the first result of this section, we need to introduce the concept of
the Gromov boundary. Every Gromov hyperbolic space (X, d) has an abstract
boundary, called the Gromov boundary and denoted by ∂GX, and a topology on
(X ∪ ∂GX) that compactifies X if (X, d) is a proper geodesic space. For a full
description of the set ∂GX, and a discussion of the topology on (X ∪ ∂GX), we
refer the reader to Section 3.3. Having stated these preliminaries, we present the
following result:

Theorem 1.11. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain and suppose
(Ω,KΩ) is Gromov hyperbolic. If the identity map idΩ extends to a homeomor-

phism from (Ω ∪ ∂GΩ) onto Ω
End

, then:

(1) (Ω,KΩ) is Cauchy-complete,
(2) Ω is a weak visibility domain.

Theorem 1.11 is reminiscent of one part of a result by Bracci et al. [BNT22,
Theorem 3.3] (also see [CMS21, Theorem 1.4] by Chandel et al.) which states that
for a bounded, complete Kobayashi hyperbolic (hence geodesic) domain Ω ⊂ Cd

such that (Ω,KΩ) is Gromov hyperbolic, if idΩ extends to a homeomorphism from
(Ω ∪ ∂GΩ) onto Ω, then ∂Ω possesses a type of visibility (analogous to what ∂GΩ
possesses; see [BH99, Lemma III.H-3.2] for details). It turns out that with the
assumptions just stated, one can deduce a form of weak visibility wherein the
condition (∗) in Definition 1.1 holds true just for geodesics [Bra22]. In contrast to
[BNT22,CMS21]:

• We do not, in Theorem 1.11, assume a priori that (Ω,KΩ) is Cauchy-
complete.

• For the latter reason—despite the interesting conclusion (1)—the natural
visibility property one would like to deduce for Ω is weak visibility (as given
by Definition 1.1). This entails the harder task of establishing the control
described by Definition 1.1 for the relevant (1,κ)-almost-geodesics for all
κ ≥ 0.

Establishing this control for (1,κ)-almost-geodesics for all κ ≥ 0 isn’t a mere cu-
riosity. Weak visibility of Ω turns out to be crucial in proving the next result (refer
to the observation following Theorem 1.12 below).

With the hypothesis of Theorem 1.11, a uniform slim-triangles condition on
(Ω,KΩ), for triangles whose sides are (1,κ)-almost-geodesics, would provide the
most intuitive argument for Ω being a weak visibility domain. To this end, for
Ω ⊂ Cd Kobayashi hyperbolic and such that (Ω,KΩ) is Gromov hyperbolic, we
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establish a slim-triangles formulation—involving (1,κ)-almost-geodesics—for the
Gromov hyperbolicity of (Ω,KΩ). We refer the reader to Section 10.1 for an exact
theorem that establishes this, and which might also be of independent interest.

The next result is motivated by the speculation by Balogh–Bonk [BB00, Sec-
tion 6] that Gromov hyperbolicity of (Ω,KΩ) may be provable for Ω a smoothly-
bounded pseudoconvex domain of finite type. In [BB00], they show that when Ω is
a bounded strongly pseudoconvex domain with C2-smooth boundary, then (Ω,KΩ)
is Gromov hyperbolic. The second author proved [Zim16] that if Ω is a bounded
convex domain with C∞-smooth boundary, then (Ω,KΩ) is Gromov hyperbolic if
and only if Ω is of finite type. Recently, Fiacchi [Fia22] showed that if Ω ⊂ C2 is
a bounded pseudoconvex domain with C∞-smooth boundary and is of finite type,
then (Ω,KΩ) is Gromov hyperbolic. Attempts to extend the last result to higher
dimensions encounter considerable technical complications. Furthermore, very lit-
tle is known, beyond the main theorem in [BB00], about the Gromov hyperbolicity
of (Ω,KΩ) when ∂Ω has low regularity (however, see [Zim17, Theorem 1.6], and
see [NTTa16, NTa18, PZ18] for instances of non-Gromov-hyperbolic domains). It
would thus be of interest to identify obstacles to the Gromov hyperbolicity of the
Kobayashi distance. Theorem 1.12 identifies such an obstacle. In what follows, we
will refer to a complex subvariety of some (typically small) open set intersecting
∂Ω as a germ of a complex variety.

Theorem 1.12. Let Ω ⊂ Cd be a Kobayashi hyperbolic C0 domain. If (Ω,KΩ)
is Gromov hyperbolic and the identity map idΩ extends to a homeomorphism from

(Ω∪ ∂GΩ) onto Ω
End

, then ∂Ω does not contain any germs of complex varieties of
positive dimension.

In view of Theorem 1.11, the domain Ω in Theorem 1.12 is a weak visibility
domain. Its proof now follows from the fact that if ∂Ω contained a germ of a
complex variety, then there would exist a number T > 0 and a sequence of (1, T )-
almost-geodesics (σn)n≥1 whose behavior violates the condition of weak visibility.

We should point out that one cannot, in general, omit the condition on the
extension of the map idΩ in Theorem 1.12. To see this, we refer to [Zim17, Proposi-
tion 1.9] which presents, for each d ≥ 2, an example of a C-convex domain Ω ⊂ Cd

such that (Ω,KΩ) is Gromov hyperbolic and ∂Ω contains a complex affine ball
of dimension (d − 1). However, more can be said in the case of convex domains.
Gaussier–Seshadri [GS18] showed that the presence of a non-trivial holomorphic
disk in the boundary of a C∞-smoothly bounded convex domain Ω ⊂ Cd is an
obstruction to (Ω,KΩ) being Gromov hyperbolic. This result was extended by the
second author to all convex domains that are Kobayashi hyperbolic without any
regularity assumptions on their boundaries [Zim16, Theorem 1.6].

1.4. Wolff–Denjoy theorems. There has long been interest in understanding
the behavior of iterates of holomorphic self-maps of domains in complex Euclidean
space. Unlike the chaotic behavior often seen in complex dynamics, iterates of
holomorphic self-maps of Kobayashi hyperbolic domains often have very simple
behavior. This is best demonstrated by the classical theorem of Wolff–Denjoy for
holomorphic self-maps of the unit disk.
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5956 GAUTAM BHARALI AND ANDREW ZIMMER

Result 1.13 ([Den26,Wol26]). Suppose f : D → D is a holomorphic map then
either:

(1) f has a fixed point in D; or
(2) there exists a point ξ ∈ ∂ D such that

lim
n→∞

fn(z) = ξ

for any z ∈ D, this convergence being uniform on compact subsets of D.

The above result was extended to the unit (Euclidean) ball in Cd, for all d, by
Hervé [Her63]. It was further generalized by Abate—see [Aba88] or [Aba89, Chap-
ter 4]—to bounded strongly convex domains. The latter result was further general-
ized to a variety of bounded convex domains with progressively weaker assumptions
(see [AR14] and the references therein), and even to certain holomorphic self-maps
of open unit balls of reflexive Banach spaces that are reasonably “nice” (see for in-
stance [BKR13] and the references therein). The main result in [Hua94] by Huang
is one of the few results that generalize Result 1.13 to a class of domains in Cd

that includes domains that are non-convex: namely, to (topologically) contractible
strongly pseudoconvex domains. To put in perspective the hypothesis of Huang’s
result: in [AH92], Abate–Heinzner constructed a bounded contractible pseudocon-
vex domain that is strongly pseudoconvex except at one boundary point and admits
a periodic automorphism having no fixed points. Wolff–Denjoy-type theorems are
also known to hold on certain metric spaces where a boundary at infinity replaces
the topological boundary; see for instance [Kar01] or [Bea97].

It is not hard to see that the dichotomy in Result 1.13 fails in general if the
domain considered is not contractible. An appropriate dichotomy that is suited to
more general situations was introduced by Abate in [Aba91] and, more recently, is
seen in Wolff–Denjoy-type theorems established in [BZ17] and [BM21]. But, to the
best of our knowledge, there are no versions of the above results for unbounded
domains in the literature. Using the framework of this paper, we will demonstrate
the following Wolff–Denjoy-type theorem:

Theorem 1.14. Suppose Ω ⊂ Cd is a taut domain. If Ω is a weak visibility domain
and F : Ω → Ω is a holomorphic self-map, then either

(1) for any z ∈ Ω, the orbit {Fn(z) : n ≥ 1} is relatively compact in Ω; or

(2) there exists ξ ∈ ∂Ω
End

such that

lim
n→∞

Fn(z) = ξ

for all z ∈ Ω, this convergence being uniform on compact subsets of Ω.

We emphasize that Theorem 1.14 does not assume that Ω is a complete Kobayashi
hyperbolic domain; it merely requires Ω to be taut. For bounded domains, The-
orem 1.14 was established in [BM21] using ideas from [BZ17]. In contrast, Theo-
rem 1.14 is applicable to unbounded domains that satisfy the hypothesis of Theo-
rem 1.4—and thus to domains with very wild boundaries described in Section 2.

1.5. Frequently used notation. The following notation will recur throughout
this paper.

(1) For v ∈ Cd, ‖v‖ will denote the Euclidean norm of v. (Also, the phrase
unit vector will refer to any vector v ∈ Cd with ‖v‖ = 1.)
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(2) Bd(z, r) will denote the open Euclidean ball in Cd with center z and radius
r. However, for simplicity of notation:

• we shall write Bd(z, r) as B(z, r) if d = 1,
• we shall write Bd(0, 1) as simply Bd when d ≥ 2, and
• we shall denote the open unit disk in C with center 0 (i.e., B(0, 1)) as
D.

(3) If Ω is a domain in Cd, z ∈ Ω, and σ : [a, b] → Ω is a curve, we shall
abbreviate KΩ

(
z,σ([a, b])

)
—i.e., the Kobayashi distance between z and the

image of σ—as KΩ(z,σ).

2. Examples

This section is dedicated to various examples of domains that are “irregular”
in specific ways but the geometry of whose boundaries satisfy the condition in
Theorem 1.4. Statements in which the latter is shown for some broad class of
domains will be labeled as propositions, while specific constructions will be labeled
as examples.

2.1. The upper bound on the Kobayashi distance. The second condition in
Definition 1.3 is quite mild and is satisfied for domains whose boundaries satisfy
mild regularity conditions.

An open right circular cone with aperture θ is an open subset of Cd of the form

Γ(v, θ) := {z ∈ Cd : Re[ 〈z, v〉 ] > cos(θ/2) ‖z‖},

where v is some unit vector in Cd, θ ∈ (0,π), and 〈· , ·〉 is the standard Hermitian
inner product on Cd.

Definition 2.1. Let Ω be a domain in Cd. We say that Ω satisfies a local interior-
cone condition if for each R > 0 there exist constants r0 > 0, θ ∈ (0,π), and a
compact subset K ⊂ Ω (which depend on R) such that for each z ∈ (Ω \ K) ∩
Bd(0, R), there exist a point ξz ∈ ∂Ω and a unit vector vz such that

• z = ξz + t · vz for some t ∈ (0, r0), and
• (ξz + Γ(vz, θ)) ∩ Bd(ξz, r0) ⊂ Ω.

Using the proof of [BZ17, Lemma 2.3] or [FR87, Proposition 2.5] or [Mer93,
Proposition 2.3], one can establish the following:

Lemma 2.2. Let Ω be a domain in Cd that satisfies a local interior-cone condition.
Then, for each x ∈ ∂Ω and any specified Ω-open neighborhood U of x such that
U ! Cd, Condition (2) in the definition of a local Goldilocks point is satisfied.

The only adaptation of the proof of [BZ17, Lemma 2.3] that is required to prove
the above is— having fixed a point x ∈ ∂Ω and an Ω-open neighborhood U of x—to
choose R > 0 so large that U ! Bd(0, R), following which the latter proof can be
followed verbatim using the θ > 0 and the compact K determined by this R.

2.2. Planar domains. The focus of this section is a pair of constructions of do-
mains with rough boundaries.

Definition 2.3. Let Ω be a domain in C. We say that Ω satisfies a local exterior-
cone condition if for each R > 0 there exist constants r0 > 0, θ ∈ (0,π) such that
for each x ∈ ∂Ω ∩ B(0, R), there exists a unit vector vx such that

(x+ Γ(vx, θ)) ∩ B(x, r0) ⊂ C \Ω.
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Remark 2.4. This is a continuation of Remark 1.9. Concerning the pleasant prop-
erties mentioned in Remark 1.9 that Lipschitz domains possess: elementary argu-
ments show that Lipschitz domains satisfy a local interior-cone condition (in the
sense of Definition 2.1) and a local exterior-cone condition.

Lemma 2.5. Let Ω ! C be a domain that satisfies a local exterior-cone condition.
Then, for each R > 0 there exists c > 0 such that if z ∈ Ω ∩ B(0, R) and v ∈ C,
then

kΩ(z; v) ≥
c |v|
δΩ(z)

.

Proof. First consider the case when B(0, 2R) ⊂ Ω. Since #(C \Ω) ≥ 2, kΩ is given
by a Riemannian metric (this is because, as Ω is a planar hyperbolic domain, kΩ
coincides with the Poincaré metric of Ω). So, as B(0, R) ⊂ Ω is a compact subset,
there exists, by continuity, some c0 > 0 such that

kΩ(z; v) ≥ c0 |v|

for all z ∈ B(0, R) and v ∈ C. Hence, if z ∈ Ω ∩ B(0, R) and v ∈ C, then

kΩ(z; v) ≥ c0 |v| ≥ c0R
|v|

δΩ(z)
.

Suppose that B(0, 2R) +⊂ Ω. Fix z ∈ Ω ∩ B(0, R). Let x ∈ ∂Ω be a point with
|z − x| = δΩ(z). By assumption |x| ≤ 3R. By the exterior-cone condition there
exist θ ∈ (0,π), r0 > 0, and a unit vector u such that

(x+ Γ(u, θ)) ∩ B(x, r0) ⊂ C \Ω.

Moreover, we can choose θ and r0 to only depend on R.
Let t := min{δΩ(z), r0/2} and w := x + tu. Then there exists c1 ∈ (0, 2) which

only depends on r0, θ such that

(2.1) δC \Ω(w) ≥ c1δΩ(z).

By this choice of c1,
c1δΩ(z) < |z − w| ≤ 2δΩ(z),

and B(w, c1δΩ(z)) ⊂ C \Ω.
Next, consider the holomorphic embedding f given by

f(ζ) =
c1δΩ(z)

ζ − w
, ζ ∈ Ω.

In view of (2.1), f : Ω → D. Then

kΩ(z; v) ≥ kD(f(z); f
′(z)v) =

|f ′(z)| |v|
1− |f(z)|2

≥ 1

2

|f ′(z)| |v|
1− |f(z)|

=
1

2

1

|z−w|− c1δΩ(z)

c1δΩ(z)

|z−w| |v|

≥ 1

2

1

2δΩ(z)−c1δΩ(z)

c1δΩ(z)

2δΩ(z)
|v|

=
c1

4(2−c1)δΩ(z)
|v| .

Since c1 ∈ (0, 2) does not depend on z ∈ Ω ∩ B(0, R), this completes the proof. "
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Proposition 2.6. Let Ω ! C be a Lipschitz domain Then, every boundary point
of Ω is a local Goldilocks point.

Proof. Fix x ∈ ∂Ω. Pick an R > 0 sufficiently large that x ∈ B(0, R) and fix it.
From Remark 2.4 and from Lemma 2.5, it follows that if we write

U := Ω ∩ B(0;R),

then U is an Ω-open neighborhood of x and there exists a constant c > 0 such that

kΩ(z; v) ≥
c |v|
δΩ(z)

for any z ∈ Ω ∩ U and for any v ∈ C. This means that MΩ,U (r) ≤ cr. Thus,
Condition (1) for x to be a local Goldilocks point is satisfied. As Ω also satisfies
a local interior-cone condition, by Lemma 2.2, Condition (2) for x to be a local
Goldilocks point is satisfied with the above choice of U . x. Thus, every boundary
point of Ω is a local Goldilocks point. "

Using Proposition 2.6, it is easy to construct domains Ω " C with uncountably
many ends for which every boundary point of ∂Ω is a local Goldilocks point. For
instance, let T ⊂ C be a proper embedding of an infinite tree with uncountably
many ends; then we can construct a sufficiently small neighborhood, say ΩT , of T
such that ∂ΩT is a locally finite union of smooth curves. By Proposition 2.6, every
point in ∂ΩT is a local Goldilocks point.

2.3. Domains in higher dimension with uncountably many ends. Let us
further develop this last construction, making use of its features to construct do-
mains in C2.

Example 2.7. There exists a domain Ω ⊂ C2 that is locally a Goldilocks domain
such that Ω has uncountably many ends.

To construct such domains, we rely on the construction described at the end of
Section 2.2 to obtain a domain Ω0 ! C such that

(1) 0 /∈ Ω0,
(2) Ω0 is a simply connected domain,
(3) Ω0 is locally a Goldilocks domain,
(4) Ω0 has uncountably many ends, and
(5) ∂Ω0 is a locally finite union of smooth curves.

Fix a biholomorphism ϕ : D → Ω0. By Carathéodory’s prime end theory—see
Chapter 4 in [BCDM20], for instance—ϕ extends to a continuous homeomorphism

D → Ω
End
0 , which we shall also call ϕ. Let

A := ϕ−1
(
Ω

End
0 \ Ω0

)
⊂ S1 .

Since ϕ is a homeomorphism, we see that S1 \A is a collection of arcs. We shall now
show that the map ϕ is a smooth embedding on D∪(S1 \A). It suffices to show that
all first-order partial derivatives of ϕ extend continuously to each ξ ∈ (S1 \A) and
that Dϕ(ξ) is non-singular. This follows from [Pom92, Theorem 3.5]. We clarify
that while the latter result, as stated in [Pom92], requires ϕ to be C-valued, the
arguments behind it just require ϕ|D to be a Riemann map and can be localized
to D∩Uξ, where Uξ is a neighborhood of ξ (ξ as above) such that Uξ ∩ (S1 \A) is
compact—see [War61] by Warschawski.

Licensed to Univ of Wisconsin, Madison. Prepared on Wed Aug 30 12:20:44 EDT 2023 for download from IP 72.33.0.39.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



5960 GAUTAM BHARALI AND ANDREW ZIMMER

Next, consider Φ : B2 → C2 given by Φ(z1, z2) := (ϕ(z1), z2). We claim that
Ω := Φ(B2) is a local Goldilocks domain. Notice that Φ extends to give a C1-smooth
embedding

∂ B2 \(A× {0}) → C2

and

∂Ω = Φ
(
∂ B2 \(A× {0})

)
.(2.2)

Since, for each x ∈ ∂ B2 \(A× {0}), there exists a neighborhood Vx of x on which
(the extension of) Φ is a C1-diffeomorphism, we have the following estimates. There
exists a neighborhood Ṽx of x such that Ṽx ! Vx, and a constant C = C(x) > 1
such that

(1/C) δΩ(Φ(z)) ≤ δB2(z) ≤ C δΩ(Φ(z)), and

(1/C) ‖Φ′(z)v‖ ≤ ‖v‖ ≤ C ‖Φ′(z)v‖ ,

for all z ∈ (B2 ∩Ṽx) and for all v ∈ C2. Then, it follows from (2.2) and the
fact that B2 is a Goldilocks domain that each point in ∂Ω admits a neighborhood
corresponding to which—in view of the estimates above—the two conditions in
Definition 1.3 are satisfied. Thus, each point in ∂Ω is a local Goldilocks point.
Furthermore, by construction, Ω has uncountably many ends.

2.4. Domains with many boundary singularities.

Example 2.8. There exists a bounded domain Ω ⊂ C2 with a subset S ⊂ ∂Ω
having the following properties:

• S is uncountable and totally disconnected,
• ∂Ω is not C1-smooth at any point in S,
• every point in ∂Ω \ S is a local Goldilocks point.

Fix a Jordan curve J ⊂ C that is not C1-smooth at an uncountable totally
disconnected set J ′ ⊂ J and where J \ J ′ consists of C∞ arcs. Then let Ω0 ⊂ C
denote the bounded component of C \J . One way to construct such an example is
to let J ′ be the standard 1

3 -Cantor set in the real line, then let Ω0 ⊂ H := {z ∈ C :
Im(z) > 0} denote the open hyperbolic convex hull of J ′: i.e., the smallest open set
in H that is geodesically convex with respect to the hyperbolic metric on H and
whose closure contains J ′.

Fix a biholomorphism ϕ : D → Ω0. By Carathéodory’s extension theorem, ϕ
extends to a continuous homeomorphism D → Ω0 ∪ J , which we shall also call ϕ.
Let

A := ϕ−1 (J ′) ⊂ S1 .

Arguing as in the last example, ϕ is a smooth embedding on D∪(S1 \A).
Next, consider Φ : B2 → C2 given by Φ(z1, z2) := (ϕ(z1), z2). We claim that Ω :=

Φ(B2) has the desired properties. Notice that Φ extends to give a C0 embedding
∂ B2 → C2 which restricts to a C1-smooth embedding on ∂ B2 \(A× {0}). We shall
also use Φ to denote this extension. Then let

S := Φ(A× {0}) = J ′ × {0}.
Then S is uncountable and totally disconnected. Further, since

∂Ω ∩ (C×{0}) = Φ(∂ B2) ∩ (C×{0}) = J × {0},
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∂Ω is not C1-smooth at any point in S. Finally, since for each x ∈ ∂ B2 \(A ×
{0}) there exists a neighborhood Vx of x on which (the extension of) Φ is a C1-
diffeomorphism, each point in ∂Ω \ S is a local Goldilocks point (which follows by
the same argument as in the last example).

2.5. Convex domains. Known results allow us to identify two classes of convex
domains that are locally Goldilocks domains. We first begin with a rather general
result.

Proposition 2.9. If Ω ⊂ Cd is a Kobayashi hyperbolic convex domain and (Ω,KΩ)
is Gromov hyperbolic, then Ω is a local Goldilocks domain.

The above follows from Theorem 6.1 in [Zim22].
In certain cases, the requirement that (Ω,KΩ) is Gromov hyperbolic too can be

relaxed.

Example 2.10. There exist Kobayashi hyperbolic convex domains in Cd, d ≥ 2,
such that (Ω,KΩ) is not Gromov hyperbolic, but Ω is locally a Goldilocks domain.

By Corollary 1.13 in [Zim22], if Bd ⊂ Rd denotes the unit ball and Ω :=
Bd +iRd ⊂ Cd then (Ω,KΩ) is not Gromov hyperbolic, but one can easily show
that Ω is locally a Goldilocks domain. More generally, if C ⊂ Rd is a bounded
convex domain with real analytic boundary, then C + iRd is locally a Goldilocks
domain for which the Kobayashi distance is not Gromov hyperbolic.

3. Metrical preliminaries

3.1. The Kobayashi distance and metric. In this section, we state a few facts
on the connections between the Kobayashi pseudo-distance and the infinitesimal
Kobayashi pseudo-metric. It is classical (and follows from the definition) that the
function kΩ is upper-semicontinuous with respect to the usual topology on Ω×Cd.
Thus, if a curve σ : [a, b] → Ω is absolutely continuous (as a map [a, b] → Cd) then
the function [a, b] . t 2→ kΩ(σ(t);σ′(t)) is integrable. So, we can define the length
of σ with respect to the Kobayashi pseudo-metric as follows:

(3.1) .Ω(σ) =

∫ b

a
kΩ(σ(t);σ

′(t))dt.

When Ω is Kobayashi hyperbolic, in which case the Kobayashi pseudo-distance
KΩ is a true distance, kΩ has the following connections to KΩ:

Result 3.1. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain.

(1) [Roy71, Theorem 1] For any z, w ∈ Ω we have

KΩ(z, w) = inf
{
.Ω(σ) : σ : [a, b] → Ω is piecewise C1,

with σ(a) = z, and σ(b) = w} .

(2) [Ven89, Theorem 3.1] For any z, w ∈ Ω we have

KΩ(z, w) = inf {.Ω(σ) : σ : [a, b] → Ω is absolutely continuous,

with σ(a) = z, and σ(b) = w} .
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Result 3.2 (Paraphrasing [Roy71, Theorem 2]). Let Ω ⊂ Cd be a domain. Then,
Ω is Kobayashi hyperbolic if and only if for each z ∈ Ω, there exists a neighborhood
Uz of z and a constant cz > 0 such that kΩ(w; v) ≥ cz‖v‖ for every w ∈ Uz and
every v ∈ T 1,0

w Ω ∼= Cd.

3.2. The Hopf–Rinow theorem. There is a different aspect of the Kobayashi
distance that we shall require in this paper. We need a definition that makes sense
for any metric space. Given a metric space (X, d), the length of a continuous curve
σ : [a, b] → X is defined as

ld(σ) := sup

{
n∑

i=1

d(σ(ti−1),σ(ti)) : a = t0 < t2 < · · · < tn = b

}
.

This gives the induced metric dI on X:

dI(x, y) = inf {ld(σ) : σ : [a, b] → X is continuous,σ(a) = x, and σ(b) = y} .

When dI = d, the metric space (X, d) is called a length metric space. For such
metric spaces, we have the following characterization of Cauchy completeness:

Result 3.3 (Hopf–Rinow). Let (X, d) be a length metric space, and suppose (X, d)
is locally compact. Then, the following are equivalent:

(1) (X, d) is a proper metric space: i.e., each bounded set in X is relatively
compact.

(2) (X, d) is Cauchy complete.

Each of the above properties implies that (X, d) is a geodesic space.

See [BH99, Chapter I.3] for a proof of the above version of the Hopf–Rinow
theorem.

When a domain Ω ⊂ Cd is Kobayashi hyperbolic, the metric space (Ω,KΩ)
is a length metric space (by the definition of KΩ). Also, the topology induced
by Kobayashi distance is the standard topology on Ω and so (Ω,KΩ) is locally
compact. Thus, from Result 3.3, we conclude:

Proposition 3.4. Suppose Ω ⊂ Cd is a Kobayashi hyperbolic domain. Then the
following are equivalent:

(1) (Ω,KΩ) is a proper metric space.
(2) (Ω,KΩ) is Cauchy complete.

Each of the above properties implies that (Ω,KΩ) is a geodesic space.

3.3. The Gromov boundary. We have assumed in the discussion in Sections 1
and 2 that the reader is familiar with Gromov hyperbolic metric spaces. However,
a brief discussion on the Gromov boundary of a Gromov hyperbolic metric space is
in order. Since, for the reasons mentioned in Section 1, we shall not assume that—
given a Kobayashi hyperbolic domain Ω ⊂ Cd—(Ω,KΩ) is Cauchy-complete, the
description of the Gromov boundary will be through Gromov sequences (defined
below). Even in Section 10.2, where the domains Ω ⊂ Cd turn out to be Kobayashi
complete, we cannot initially assume Ω to be Kobayashi complete. Thus, we shall
avoid any mention of geodesic rays in connection with the Gromov boundary. We
shall follow the treatment of the Gromov boundary presented in [DSU17].
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Definition 3.5. Let (X, d) be a metric space and, for x, y, o ∈ X, let (x |y)o denote
the Gromov product, which is the quantity

(
d(o, x) + d(o, y)− d(x, y)

)
/2.

(1) A sequence (xn)n≥1 is called a Gromov sequence if for some (and hence
any) o ∈ X,

lim
m,n→∞

(xm |xn)o = +∞.

(2) Let (X, d) be Gromov hyperbolic. Two Gromov sequences (xn)n≥1 and
(yn)n≥1 are said to be equivalent if for some (and hence any) o ∈ X,

lim
m,n→∞

(xm |yn)o = +∞.

That the above relation between (xn)n≥1 and (yn)n≥1 is an equivalence
relation follows from Gromov hyperbolicity of (X, d).

For the remainder of this section, we shall assume that (X, d) is Gromov hyper-
bolic. We shall denote the equivalence class of a Gromov sequence (xn)n≥1 ⊂ X by
[(xn)n≥1]. As a set, the Gromov boundary of X is the set of all equivalence classes
of Gromov sequences in X. As in Section 1, we shall denote the Gromov boundary
of X by ∂GX.

To describe the topology on (X∪∂GX), one must discuss how, given a base-point
o ∈ X, (· | ·)o : X ×X → R extends to (X ∪ ∂GX)× (X ∪ ∂GX). Since we will not
need to explicitly understand the open sets of this topology, we shall not dwell on
this extension (the interested reader is referred to [DSU17, Section 3.4]). Instead,
we present the following result that highlights some features of the topology on
(X ∪ ∂GX) that are relevant to this paper.

Result 3.6. Let (X, d) be a Gromov hyperbolic metric space. Then:

(1) If (X, d) is proper and a geodesic space, then (X ∪ ∂GX) and ∂GX are
compact.

(2) A sequence (xn)n≥1 in X converges to a point ξ ∈ ∂GX if and only if
(xn)n≥1 is a Gromov sequence and [(xn)n≥1] = ξ.

4. The end compactification of Ω

We refer the reader to [Spi70, Chapter 1] for the definition of the end compacti-
fication of a topological space. Since, for a domain Ω ⊂ Cd, Ω admits an increasing
sequence of compact subsets (Kn)n≥1 whose interiors relative to Ω cover Ω, we shall

give the following equivalent definition of Ω
End

, which supports better the intuition
behind some of our proofs. Given Ω ⊂ Cd, let (Kn)n≥1 be as described above. An

end, say e, of Ω is a decreasing sequence of connected open sets {U (e)
n }n≥1 such

that

U (e)
n := some connected component of Ω \Kn, n = 1, 2, 3, . . . .

The end compactification of Ω, as a set, is Ω together with all its ends. In the

topology of Ω
End

, for each end e, the sets U (e)
n ∪ {e}, n = 1, 2, 3, . . . , represent

open neighborhoods of e. This construction does not depend on the choice of
the sequence (Kn)n≥1 (observe that given another increasing sequence of compact
subsets (K ′

n)n≥1 whose interiors relative to Ω cover Ω, there is an obvious bijection
between the set of ends given by (Kn)n≥1 and the set of ends given by (K ′

n)n≥1).
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We now present the key lemma of this section. It will be needed in the proof of
Theorem 1.4. For a domain Ω ⊂ Cd, write XΩ = ∂Ω \ ∂lgΩ and let XΩ

e
denote the

closure of XΩ in Ω
End

.

Lemma 4.1. If XΩ is totally disconnected, then XΩ
e
is totally disconnected.

Proof. We first note that, by definition, XΩ is closed in Ω. Thus,

(4.1) XΩ
e ∩ Cd = XΩ = XΩ.

Given this and the fact that XΩ is totally disconnected, it is trivial that given
distinct points x, y ∈ XΩ

e ∩ Cd, there exist disjoint open subsets A,B of XΩ
e
such

that x ∈ A, y ∈ B, and XΩ
e
= A∪B. The proof of this lemma will follow from two

claims.

Claim I. Given x ∈ XΩ and r > 0, there exist disjoint open subsets A,B of XΩ
e

such that x ∈ A, A ⊂ Bd(x, r), and XΩ
e
= A ∪B.

Define

K := XΩ ∩ Bd(x, 2r) \ Bd(x, r).

Since XΩ is totally disconnected, for each y ∈ K there exist disjoint open subsets
Ay, By of XΩ such that y ∈ By, x ∈ Ay, and XΩ = Ay ∪ By. Since K is compact
we can find y1, . . . , yN ∈ K such that K ⊂ ∪N

j=1Byj . Then let

A := Bd(x, r) ∩
N⋂

j=1

Ayj and B :=
(
XΩ

e \ Bd(x, r)
)
∪

N⋃

j=1

Byj .

These sets clearly have the properties stated in the conclusion of Claim I.

Claim II. Given distinct points x, y ∈ XΩ
e \ Cd, there exist disjoint open subsets

A,B of XΩ
e
such that x ∈ A, y ∈ B, and XΩ

e
= A ∪B.

Since x, y are ends, we can fix a compact subset K0 ⊂ Ω and disjoint open

subsets U, V of Ω
End

such that x ∈ U , y ∈ V , and U ∪ V = Ω
End \K0.

By Claim I, for each ξ ∈ K0 ∩XΩ
e
= K0 ∩XΩ there exist disjoint open subsets

Aξ, Bξ of XΩ
e
such that ξ ∈ Aξ, Aξ is bounded, and XΩ

e
= Aξ∪Bξ. Since K0∩XΩ

e

is compact we can find ξ1, . . . , ξN ∈ K0∩XΩ
e
such that K0∩XΩ

e ⊂ ∪N
j=1Aξj . Then

let

A :=
(
U ∩XΩ

e
)
∪

N⋃

j=1

Ayj and B :=
(
V ∩XΩ

e
)
∩

N⋂

j=1

Bzj .

By construction, A and B have the properties stated in the conclusion of Claim II.
In view of (4.1), and of the discussion following it, Claims I and II imply that

XΩ
e
is totally disconnected. "

5. Length minimizing curves

This section is dedicated to some facts about (λ,κ)-almost-geodesics (which we
had defined in Section 1).

To this end, we need a couple of preliminary lemmas.
The first lemma follows directly from (3.1) and the triangle inequality for KΩ.
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Lemma 5.1. Let Ω ⊂ Cd be a domain and σ : [a, b] → Ω an absolutely continuous
curve. If

.Ω(σ) ≤ KΩ(σ(a),σ(b)) + ε,

then, whenever a ≤ a′ ≤ b′ ≤ b, we have

.Ω(σ|[a′,b′]) ≤ KΩ(σ(a
′),σ(b′)) + ε.

The second lemma that we need is as follows:

Lemma 5.2. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain and let σ : [0, T ] → Ω
be of class C1. Then, there exists a constant C ≥ 1 such that

1

C
‖σ′(t)‖ ≤ kΩ(σ(t);σ

′(t)) ≤ C ‖σ′(t)‖

for every t ∈ [0, T ].

The upper bound is a consequence of a standard comparison argument based on
the fact that there exists an r > 0 such that Bd(z, r) ⊂ Ω for every z ∈ σ([0, T ]).
The lower bound is an elementary consequence of compactness and Result 3.2.

With these lemmas, we can establish the principal result of this section:

Proposition 5.3. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain. For any κ > 0
and x, y ∈ Ω there exists a (1,κ)-almost-geodesic σ : [a, b] → Ω with σ(a) = x and
σ(b) = y.

The proof of the above result is largely the same as the proof of [BZ17, Propo-
sition 4.4], which relies on the conclusions of Result 3.1. For one set of estimates
for which one needs the boundedness of Ω in the proof of [BZ17, Proposition 4.4],
we must now appeal to Lemma 5.2. Since, barring the latter step, the proof of
Proposition 5.3 is so similar to the proof of [BZ17, Proposition 4.4], we shall skip
the proof.

Proposition 5.4. Let Ω ⊂ Cd be a visibility domain. Let λ ≥ 1 and κ ≥ 0. Suppose
(σn)n≥1, σn : [0, bn] → Ω, is a sequence of (λ,κ)-almost-geodesics converging locally
uniformly to a (λ,κ)-almost-geodesic σ : [0,∞) → Ω. Then the two limits below

exist in ∂Ω
End

and
lim
t→∞

σ(t) = lim
n→∞

σn(bn).

Proof. We begin by showing that limt→∞ σ(t) exists. Suppose this is not so. Since
the Kobayashi distance is finite on compact sets, any limit point of σ must be in

∂Ω
End

. Then, as Ω
End

is compact, there exist sequences (sn)n≥1 and (tn)n≥1 in

[0,∞) such that sn, tn → ∞, and points ξ1, ξ2 ∈ ∂Ω
End

such that

lim
n→∞

σ(sn) = ξ1 += ξ2 = lim
n→∞

σ(tn).

By passing to a subsequence of (tn)n≥1 and relabeling if needed, we may assume
that tn > sn for n = 1, 2, 3, . . . . By the visibility assumption

r := sup
n≥1

KΩ

(
σ(0), σ|[sn,tn]

)
< +∞.

For each n ≥ 1, let τn ∈ [sn, tn] be such that KΩ(σ(0),σ(τn)) ≤ r. Then, by
definition

λ−1τn − κ ≤ KΩ(σ(0),σ(τn)) ≤ r
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for each n ≥ 1, which contradicts the fact that τn → +∞. Thus, limt→∞ σ(t) =: ξ

exists in ∂Ω
End

.
Suppose for a contradiction that either limn→∞ σn(bn) does not exist or ξ +=

limn→∞ σn(bn). In either case, there exist η ∈ Ω
End

and a subsequence (σnj )j≥1

such that σnj (bnj ) → η and η += ξ.

Let (Uν)ν≥1 be a decreasing sequence of Ω
End

-open neighborhoods of ξ such

that ∩ν≥1Uν = {ξ} (if ξ ∈ ∂Ω
End \ ∂Ω, then the existence of (Uν)ν≥1 follows from

the discussion at the beginning of Section 4). For each ν, there exists s′ν such that
σ(t) ∈ Uν for every t ≥ s′ν . Further, by assumption,

lim
n→∞

σn(s
′
ν) = σ(s′ν).

So by replacing (σnj )j≥1 with a subsequence, we can suppose that s′j ≤ bnj and

that σnj (s
′
j) ∈ Uj . Then, as ∩ν≥1Uν = {ξ}, σnj (s

′
j) → ξ.

Write Ij := [s′j , bnj ], j = 1, 2, 3, . . . . By the visibility assumption

sup
j≥1

KΩ

(
σ(0), σnj

∣∣
Ij

)
< +∞.

Let cj ∈ Ij be such that

KΩ(σ(0),σnj (cj)) = KΩ

(
σ(0), σnj

∣∣
Ij

)
.

By the same argument as in the proof that limt→∞ σ(t) exists, we deduce that
supj≥1 cj < +∞, which contradicts the facts that s′j ≤ cj and s′j → +∞. By this
contradiction we deduce that ξ = limn→∞ σn(bn). "

Proposition 5.5. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain and suppose
x ∈ ∂lgΩ. Let U be a bounded Ω-open neighborhood of x in which the two conditions
given in Definition 1.3 hold true. For each λ ≥ 1 there exists a M = M(λ, U) > 0
such that any (λ,κ)-almost-geodesic σ : I → Ω with image in U ∩Ω is M -Lipschitz
with respect to the Euclidean distance.

Proof. Since x is a local Goldilocks point, it follows from Condition (1) in Defini-
tion 1.3 that MΩ,U (r) → 0 as r → 0+. Let δ0 > 0 be such that

0 < MΩ,U (r) < 1

whenever r ∈ (0, δ0). Then, by definition

(5.1) kΩ(z; v) ≥ ‖v‖ ∀z ∈ U ∩ Ω such that δΩ(z) < δ0, and ∀v ∈ Cd.

Since U∩{z ∈ Ω : δΩ(z) ≥ δ0} ! Ω, a standard comparison argument for kΩ implies
that there exists c0 > 0 such that

(5.2) kΩ(z; v) ≥ c0 ‖v‖ ∀z ∈ U ∩ {z ∈ Ω : δΩ(z) ≥ δ0}, and ∀v ∈ Cd.

Write c1 := min{c0, 1}. Now, fix λ ≥ 1. We claim that every (λ,κ)-almost-geodesic
with image in U ∩ Ω is λ/c1-Lipschitz (with respect to the Euclidean distance).

Suppose that σ : I → Ω is a (λ,κ)-almost-geodesic with image in U ∩ Ω. Then,
by (5.1) and (5.2), for almost every t ∈ I we have

‖σ′(t)‖ ≤ 1

c1
kΩ(σ(t);σ

′(t)) ≤ λ

c1
.
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Since σ is absolutely continuous we have

σ(t) = σ(s) +

∫ t

s
σ′(r)dr.

Thus

‖σ(t)− σ(s)‖ =

∥∥∥∥
∫ t

s
σ′(r)dr

∥∥∥∥ ≤ λ

c1
|t− s| ,

whence σ is λ/c1-Lipschitz. "

6. The proof of Theorem 1.4

We need a couple of technical lemmas to prove Theorem 1.4.

Lemma 6.1. Let Ω be a domain in Cd and suppose x0 ∈ ∂lgΩ. Let U be an Ω-open
neighborhood of x0 in which the two conditions given in Definition 1.3 hold true.
Let λ ≥ 1 and κ ≥ 0 be constants. Suppose γn : [an, bn] → Ω are (λ,κ)-almost-
geodesics with image in Ω∩U , ξ′ += η′ are distinct points in U ∩Ω, and a ∈ [−∞, 0],
b ∈ [0,+∞] are such that a < b and, furthermore, satisfy:

an → a and bn → b as n → ∞,

γn(an) → ξ′ and γn(bn) → η′ as n → ∞,

(γn)n≥1 converges locally uniformly on (a, b) to a curve γ : (a, b) → Ω.

Then γ is non-constant.

Lemma 6.1 is Claim 2 in the proof of [BZ17, Theorem 1.4] with the one difference,
which is immaterial to the proof, that as the Goldilocks conditions of Definition 1.3
are localized to U , the function MΩ,U replaces the function MΩ in the latter claim.

Lemma 6.2. Let Ω, x0 ∈ ∂lgΩ, and U ⊂ Ω be as in Lemma 6.1. Suppose γ :
[A,B] → U is a (λ,κ)-almost-geodesic of Ω for some λ ≥ 1 and κ ≥ 0. Then,

‖γ′(t)‖ ≤ λMΩ,U (δΩ(γ(t)))

for almost every t ∈ [A,B].

The above inequality just follows from the definitions. A proof of it can be found
within the proof of [BZ17, Theorem 1.4] (with the one difference that the function
MΩ serves the role of MΩ,U in the latter proof).

Proof of Theorem 1.4. Fix constants λ ≥ 1 and κ ≥ 0. Also fix ξ, η ∈ ∂Ω
End

and
Vξ, Vη as in Definition 1.1. Fix a sequence of compact subsets (Kn)n≥1 of Ω such
that

Kn ⊂ K◦
n+1, n = 1, 2, 3, . . . , and

Ω = ∪n≥1 Kn .

Assume, aiming for a contradiction, that for each n ≥ 1 there exists a (λ,κ)-almost-
geodesic σn : [0, Tn] → Ω with σn(0) ∈ Vξ, σn(Tn) ∈ Vη, and σn ∩ Kn = ∅.

Since Cn := σn([0, Tn]) is a compact subset of Cd, passing to a subsequence if
needed, we may suppose that (Cn)n≥1 converges in the local Hausdorff topology to
a closed subset C ⊂ Cd. Since Vξ

e ∩ Vη
e
= ∅, the set C must be non-empty. Since

σn ∩ Kn = ∅ for each n, we must have C ⊂ ∂Ω.
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Lemma 6.3. The closure of C in Ω
End

is connected.

Proof. Suppose, for a contradiction, that C
e
, the closure of C in Ω

End
, is not con-

nected. Then there exist disjoint open sets O1,O2 ⊂ Ω
End

such that C
e
intersects

both O1,O2, and C
e ⊂ O1 ∪O2. Then for n sufficiently large σn([0, Tn]) intersects

both O1 and O2. Since σn([0, Tn]) is connected, for every n sufficiently large there
exists

zn ∈ σn([0, Tn]) \ (O1 ∪O2).

We can find a subsequence (znj )j≥1 such that znj → z∞ ∈ Ω
End

. Then

z∞ ∈ C
e \ (O1 ∪O2),

and we have a contradiction. Hence C
e
is connected. "

From Lemmas 4.1 and 6.3, and the fact that Vξ
e ∩ Vη

e
= ∅, there exists x0 ∈

C ∩ ∂lgΩ. Fix a bounded neighborhood O of x0 that satisfies Definition 1.3. Recall
that C is the limit in the local Hausdorff topology of (σn[0, Tn])n≥1. Replacing
(σn[0, Tn])n≥1 by a subsequence, if needed, we can find, for each n ≥ 1,

• tn ∈ [0, Tn], and
• an interval [an, bn] ⊂ [0, Tn] containing tn,

such that σn(tn) → x0, σn([an, bn]) ⊂ O for every n ≥ 1, and

(6.1) inf
n≥1

‖σn(bn)− σn(an)‖ > 0.

Since O is bounded, there exists an R > 0 such that

(6.2) σn([an, bn]) ⊂ Bd(0, R) for each n ≥ 1.

By an affine reparametrization of each σn, we may assume that 0 ∈ [an, bn] (we will
continue to refer to the reparametrizations as σn) and

δΩ(σn(0)) = max{δΩ(σn(t)) : t ∈ [an, bn]}.

Then, by passing to a subsequence if needed, we can assume an → a ∈ [−∞, 0],
bn → b ∈ [0,∞], σn(an) → ξ′, and σn(bn) → η′. By (6.1), there exists a constant
ε > 0 such that

‖ξ′ − η′‖ ≥ ε.

By Proposition 5.5, there exists an M > 0 such that each σn is M -Lipschitz with
respect to the Euclidean distance. Given this fact and the boundedness condition
(6.2) we conclude, passing to a further subsequence and relabeling as (σn)n≥1, that
σn|(an,bn) converges locally uniformly on (a, b) to a curve σ : (a, b) → Ω (we restrict
to the open interval because a could be −∞ and b could be ∞). Notice that a += b
because each σn is M -Lipschitz and so

0 < ‖ξ′ − η′‖ ≤ M |b− a| .

All the conditions of Lemma 6.1, taking γn = σn|[an,bn] and U = O, hold true.
Thus, σ is non-constant.

Recall that

δΩ(σn(t)) ≤ δΩ(σn(0))
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for each t ∈ [an, bn]. Furthermore, as σn([an, bn]) ⊂ O, we have

MΩ,O(δΩ(σn(t))) ≤ MΩ,O(δΩ(σn(0)))

for every t ∈ [an, bn]. Thus MΩ,O(δΩ(σn(t))) → 0. But now, if s ≤ u and s, u ∈
(a, b) then:

‖σ(s)− σ(u)‖ = lim
n→∞

‖σn(s)− σn(u)‖ ≤ lim sup
n→∞

∫ u

s
‖σ′

n(t)‖ dt

≤ λ lim sup
n→∞

∫ w

u
MΩ,O(δΩ(σn(t)))dt = 0.

The last inequality follows by applying Lemma 6.2 to each σn|[an,bn]. Thus σ is
constant. But this contradicts the conclusion of the last paragraph. Thus, our
assumption above must be false; hence the result. "

7. Boundary extensions: The proof of Theorem 1.6

To prove Theorem 1.6, we first need to explain one of the terms featured in its
hypothesis. Given a domain Ω ⊂ Cd, we say that Ω has well-behaved geodesics if
Ω is complete Kobayashi hyperbolic (in which case (Ω,KΩ) is a geodesic space—see
Proposition 3.4) and, whenever (zn)n≥1, (wn)n≥1 are sequences in Ω with limn→∞ wn

= limn→∞ zn = ξ ∈ Ω
End \Ω and σn is a sequence of geodesic segments joining wn

to zn, we have
lim

n→∞
KΩ(o,σn) = +∞

for some (hence any) o ∈ Ω.
We also need one lemma. Before stating it, a definition: given constants λ ≥ 1

and κ ≥ 0, a map σ : I → Ω of an interval I ⊂ R is called a (λ,κ)-quasi-geodesic if

λ−1 |t− s|− κ ≤ KΩ(σ(t),σ(s)) ≤ λ |t− s|+ κ

for all s, t ∈ I. In other words, a (λ,κ)-quasi-geodesic is a map that satisfies only
the first of the two conditions defining a (λ,κ)-almost-geodesic (see Section 1). So,
for κ > 0, (λ,κ)-quasi-geodesics are not necessarily continuous.

Lemma 7.1. Let Ω ⊂ Cd be Kobayashi hyperbolic. For any λ0 ≥ 1,κ0 ≥ 0 there
exist constants λ ≥ 1, κ ≥ 0, and r > 0, depending only on the pair (λ0,κ0) such
that the following holds: if σ : [a, b] → Ω is a (λ0,κ0)-quasi-geodesic, then there
exists a (λ,κ)-almost-geodesic σ̂ : [â, b̂] → Ω with σ̂(â) = σ(a), σ̂(b̂) = σ(b), and
such that

KHaus
Ω (σ, σ̂) ≤ r.

Here KHaus
Ω (A,B) denotes the Hausdorff distance with respect to KΩ between the

sets A,B ⊂ Ω.

Proof sketch. The idea is to pick finitely many points

a = t0 < t1 < · · · < tN = b,

these points being suitably chosen, and let σ̂ be the curve obtained by joining
σ(tj−1) and σ(tj) by a (1, 1)-almost-geodesic, j = 1, . . . , N ; see the proof of [BZ17,
Proposition 4.9] for details.

The latter proposition differs from Lemma 7.1 in only one respect: here, Ω is
not necessarily bounded. So, we appeal to Proposition 5.3 for the existence of the
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above-mentioned (1, 1)-almost-geodesics. In all other aspects, the present proof is
the same as that of [BZ17, Proposition 4.9]. "

We can now provide

Proof of Theorem 1.6. We first show that f extends to a naturally-defined map

Ω
End
1 → Ω

End
2 . Fix some ξ ∈ Ω

End
1 \ Ω1. We claim that limz→ξ f(z) exists in

Ω
End
2 . Suppose not. Then there exist sequences (wn)n≥1 and (zn)n≥1 in Ω1 where

limn→∞ zn = limn→∞ wn = ξ but

lim
n→∞

f(zn) = η1 += η2 = lim
n→∞

f(wn).

Since f is a quasi-isometric embedding, η1, η2 ∈ Ω
End
2 \ Ω2.

For each n, let σn be a geodesic joining wn to zn (which exists since Ω1 is a
complete Kobayashi hyperbolic domain). Then each f ◦ σn is a quasi-geodesic in
Ω1 with constants that are independent of n. Fix b0 ∈ Ω1. Since Ω2 is a visibility
domain, Lemma 7.1 implies that

sup
n≥1

KΩ2(f(b0), f ◦ σn) < +∞.

Hence
sup
n≥1

KΩ1(b0,σn) < +∞,

and we have a contradiction. Hence f∞(ξ) := limΩ1(z→ξ f(z) exists for every

ξ ∈ Ω
End
1 \ Ω1.

Define

f̃(x) =

{
f(x), if x ∈ Ω1,

f∞(x), if x ∈ ∂Ω1
End

.

We claim that f̃ is continuous. By the definition of f̃ , it is easy to see that it suffices

to show that f∞ : ∂Ω
End
1 → ∂Ω

End
2 is continuous. Since ∂Ω

End
2 is compact, it is

enough to fix a sequence (ξn)n≥1 in ∂Ω
End
1 \ {ξ} where ξn → ξ, f∞(ξn) → η, and

then show that η = f∞(ξ). Since limz→ξn f(z) = f∞(ξn), for each n we can find
zn ∈ Ω1 sufficiently close to ξn such that zn → ξ and f∞(zn) → η. Then

η = lim
n→∞

f∞(zn) = lim
Ω1(z→ξ

f(z) = f∞(ξ)

and we are done. "

8. Kobayashi geometry of planar domains: Proof of Theorem 1.10

This section and the next will focus on planar domains. The results in these
sections are, essentially, consequences of the behavior of the Kobayashi distance
and the Kobayashi metric. This section is dedicated to the proof of Theorem 1.10
while the next section will deal with the examples mentioned in Section 1.2.

The proof of Theorem 1.10 will require some setting up and a few preliminary
lemmas. Fix Ω1,Ω2 ⊂ C as in the statement of the theorem.

Since Ω1 and Ω2 are Lipschitz domains, for each ξ ∈ ∂Ωj there exist νξ ∈ S1,
θξ > 0, rξ > 0, and a neighborhood Oξ ⊂ C of ξ with the following property (recall
our notation from Section 2 and, in particular, Remark 2.4): if x ∈ ∂Ωj ∩Oξ, then

(x+ Γx(νξ, θξ)) ∩ B(x, rξ) ⊂ Ωj

Licensed to Univ of Wisconsin, Madison. Prepared on Wed Aug 30 12:20:44 EDT 2023 for download from IP 72.33.0.39.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



UNBOUNDED VISIBILITY DOMAINS 5971

and
(x+ Γx(−νξ, θξ)) ∩ B(x, rξ) ⊂ (C \Ωj).

The symbols νξ and rξ and θξ that will appear, without any further explanation,
in the proofs of the lemmas below are as defined above.

Lemma 8.1. For each ξ ∈ ∂Ωj there exists aξ > 0 such that

kΩj (z; v) ≥ aξ
|v|

|z − x|
for every x ∈ Oξ ∩∂Ωj and every z ∈ B(x, rξ/2) ∩ Ωj.

Proof. Fix j ∈ {1, 2} and ξ ∈ ∂Ωj . Notice that there exists m = m(ξ) > 0 such
that if x ∈ Oξ ∩∂Ωj and t ∈ (0, rξ/2), then B(x− tνξ,mt) ⊂ C \Ωj .

Fix x ∈ Oξ ∩∂Ωj and z ∈ B(x, rξ/2) ∩ Ω. Set w := x − |z − x| νξ and consider
the holomorphic embedding f : Ωj → D given by

f(ζ) :=
m |z − x|
ζ − w

, ζ ∈ Ωj .

The conclusion now follows by the same argument as in the proof of Lemma 2.5. "

Proposition 8.2. For each ξ ∈ ∂Ωj there exists a constant λξ ≥ 1 such that if
x ∈ ∂Ωj ∩Oξ, then the map σξ,x : [0,∞) → Ωj given by

σξ,x(t) := x+
rξ
2
e−2tνξ, t ∈ [0,∞),

is a (λξ, 0)-almost-geodesic.

Proof. Fix j ∈ {1, 2} and ξ ∈ ∂Ωj . Notice that there exists m = m(ξ) > 0 such
that if x ∈ Oξ ∩∂Ωj and t ∈ (0, rξ/2), then

B(x+ tνξ,mt) ⊂ Ωj , and(8.1)

B(x− tνξ,mt) ⊂ C \Ωj .

Next, fix x ∈ Oξ ∩∂Ωj and 0 < t1 < t2. Then

KΩj (σξ,x(t1),σξ,x(t2)) ≤
∫ t2

t1

kΩj (σξ,x(s);σ
′
ξ,x(s))ds

≤
∫ t2

t1

∣∣σ′
ξ,x(s)

∣∣

δΩj (σξ,x(s))
ds ≤

∫ t2

t1

2

m
ds =

2

m
(t2 − t1).

The second inequality follows by a comparison of the Kobayashi metrics of Ωj and
B
(
σξ,x(s), δΩj (σξ,x(s))

)
and the fact that the inclusion B

(
σξ,x(s), δΩj (σξ,x(s))

)
↪→

Ωj is holomorphic. The third inequality follows by computing
∣∣σ′

ξ,x(s)
∣∣ and observ-

ing that, due to (8.1),
mrξ
2

e−2s ≤ δΩj (σξ,x(s)).

For the lower bound, let σ : [0, 1] → Ωj be an absolutely continuous curve with
σ(0) = σξ,x(t1) and σ(1) = σξ,x(t2). Let

a := max
{
t ∈ [0, 1] : |σ(t)− x| ≥ rξ

2
e−2t1

}
.

Then
|σ(t)− x| < rξ

2
e−2t1 <

rξ
2
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for all t ∈ (a, 1]. So, by Lemma 8.1:

.Ωj (σ) ≥
∫ 1

a
kΩj (σ(s);σ

′(s))ds

≥ aξ

∫ 1

a

|σ′(s)|
|σ(s)− x|ds

≥ −aξ

∫ 1

a

d

ds
log |σ(s)− x| ds

= aξ
(
log |σ(a)− x|− log |σ(1)− x|

)
= 2aξ(t2 − t1).

Since the above estimate is independent of the choice of σ with the above properties,
it follows from Result 3.1(2) that

KΩj (σξ,x(t1),σξ,x(t1)) ≥ 2aξ(t2 − t1).

From this and the bound in the previous paragraph, the result follows. "
Lemma 8.3. Let f : Ω1 → Ω2 be as in the statement of Theorem 1.10.

(1) If ξ ∈ ∂Ω1, then limz→ξ f(z) exists in Ω
End
2 .

(2) If ξ ∈ ∂Ω2, then limz→ξ f−1(z) exists in Ω
End
1 .

Proof. By symmetry it is enough to prove (1). By compactness, it is enough to fix
a sequence (zn)n≥1 in Ω1 that converges to ξ and show that limn→∞ f(zn) exists in

Ω
End
2 and depends only on ξ. Considering the tail of (zn)n≥1, we can assume that

for each n there exists xn ∈ ∂Ω1 ∩Oξ where zn = σξ,xn(tn) for some tn > 0. Since
zn → ξ, we must have tn → ∞ and xn → ξ.

Observe that each f ◦ σξ,xn is a (λξ, 0)-almost-geodesic in Ω2. By construction,
f ◦σξ,xn → f ◦σξ,ξ locally uniformly. By Proposition 2.6, Ω2 is locally a Goldilocks
domain. Thus, by Theorem 1.4, Ω2 is a visibility domain with respect to the
Kobayashi distance. Thus, by Proposition 5.4, the limits below exist and we have

lim
n→∞

f(zn) = lim
n→∞

f ◦ σξ,xn(tn) = lim
t→∞

f ◦ σξ,ξ(t).

"

With these lemmas, we are now in a position to complete the proof of Theo-
rem 1.10.

Proof of Theorem 1.10. The first step to proving Theorem 1.10 is to produce a
candidate for the homeomorphism whose existence the theorem claims. In view of
Lemma 8.3, it suffices to establish the following

Claim I.

(1) If ξ is an end of Ω1, then limz→ξ f(z) exists in Ω
End
2 .

(2) If ξ is an end of Ω2, then limz→ξ f−1(z) exists in Ω
End
1 .

By symmetry it is enough to prove part (1) of Claim I. Suppose, for a contra-
diction, that there exist sequences (wn)n≥1 and (zn)n≥1 in Ω1 such that zn → ξ,
wn → ξ, but f(zn) → η1, f(wn) → η2, and η1 += η2. Since ξ is an end of Ω1, for
each n we can find a curve σn : [0, 1] → Ω1 joining zn and wn such that σn([0, 1])
leaves every compact subset of Ω1. By perturbing each σn, we may assume that
σn([0, 1]) ⊂ Ω1.
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Let Cn := f(σn([0, 1])). Passing to a subsequence and relabeling, if needed,
we can assume that Cn converges in the local Hausdorff topology to a closed set
C ⊂ Cd. Since σn([0, 1]) leaves every compact subset of Ω1, we must have C ⊂ ∂Ω2.
Since η1 += η2, C must be non-empty. By construction, if η ∈ C, then there exist
points un ∈ σn([0, 1]) such that f(un) → η. So, by Lemma 8.3,

lim
z→η

f−1(z) = lim
n→∞

f−1(f(un)) = lim
n→∞

un = ξ.

Then, since ξ is an end of Ω1,

lim
z→η

∣∣f−1(z)
∣∣ = ∞.(8.2)

Arguing as in Lemma 6.3, the closure of C in Ω
End

is connected. Then C inter-
sected with each connected component of ∂Ω2 is connected. Since each connected
component of ∂Ω2 is homeomorphic to S1 or R, we can find a subset I ⊂ C that is
homeomorphic to an open interval. Since Ω2 is a Lipschitz domain, after possibly
shrinking I we can find a topological embedding τ : D → C such that

I ⊂ τ (D) ⊂ Ω2 ∪ I

Figure 1. The embedding of D by τ

(see Figure 1). Next, fix a Riemann mapping ψ : D → τ (D). By the Carathéodory’s
extension theorem, ψ extends to a homeomorphism D ∼= τ (D). In particular, ψ−1(I)
is an open arc in S1.

Since Ω1 is a Lipschitz domain, there exist ε > 0 and z0 ∈ C \Ω1 with B(z0, ε) ⊂
C \Ω1. Then consider the map φ : D → D \{0} given by

φ(w) :=
ε

z0 − f−1(ψ(w))
, w ∈ D .
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By (8.2), if eiθ ∈ ψ−1(I), then

lim
r↗1

φ(reiθ) = 0.

Then, since ψ−1(I) is an open arc in S1, the Luzin–Privalov Theorem (see [CL66,
Chapter 2]) implies that φ ≡ 0. Thus, we have a contradiction. This establishes
Claim I.

In view of Claim I, we can now define the following maps. Define F : Ω
End
1 →

Ω
End
2 by

F (z) =

{
f(z), if z ∈ Ω1,

limw→z f(w), if z ∈ ∂Ω
End
1 .

Next, define G : Ω
End
2 → Ω

End
1 by

G(z) =

{
f−1(z), if z ∈ Ω2,

limw→z f−1(w), if z ∈ ∂Ω
End
2 .

We would be done if we can prove:

Claim II. F is a homeomorphism and F−1 = G.

We first argue that F and G are continuous. By symmetry it is enough to

show that F is continuous. Since Ω
End
2 is compact, it is enough to fix a sequence

(ξn)n≥1 in Ω
End
1 for which ξn → ξ, F (ξn) → η, and then show that η = F (ξ).

By Claim I, we may assume that (ξn)n≥1 and ξ are contained in ∂Ω
End
1 . Since

limz→ξn f(z) = F (ξn), for each n we can find zn ∈ Ω1 sufficiently close to ξn such
that zn → ξ and f(zn) → η. Then

η = lim
n→∞

f(zn) = lim
z→ξ

f(z) = F (ξ).

So, F is continuous.
Finally, notice that (F ◦G)|Ω2 = idΩ2 and (G◦F )|Ω1 = idΩ1 , whence, by density,

F ◦G = id
Ω

End
2

and G ◦F = id
Ω

End
1

. So, F is a homeomorphism and F−1 = G. "

9. Kobayashi geometry of planar domains: Non-Gromov-hyperbolic
domains

In this section we construct two examples of planar domains Ω where Ω is a
visibility domain but (Ω,KΩ) is not Gromov hyperbolic. In the first construction,
the obstruction to Gromov hyperbolicity comes from the existence of a Z2 action,
while in the second the obstruction comes from asymptotic isometric embeddings
of metric spaces admitting “fat triangles.”

9.1. Using Z2 actions. The first example comes directly from the following

Proposition 9.1. If

Ω := C \ ∪m,n∈Z {z ∈ C : |z − (m+ ni)| < 1/4},

then Ω is a visibility domain, but (Ω,KΩ) is not Gromov hyperbolic.
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Proof. Fix z0 ∈ Ω and consider the map F : Z2 → Ω defined by

F (m,n) := z0 +m+ in.

We claim that F is a quasi-isometric embedding, which will imply that (Ω,KΩ) is
not Gromov hyperbolic. Here, the metric on Z2—which we shall denote by dZ2—is
dZ2((m1, n1), (m2, n2)) := |m2 −m1|+ |n2 − n1|.

Since Ω is invariant under translations by Z+Z · i, Lemma 2.5 implies that there
exists C1 > 0 such that kΩ(z; v) ≥ C1 |v| for all z ∈ Ω and v ∈ C (even though it is
a rather inefficient lower bound). Then

KΩ(z1, z2) ≥ C1 |z1 − z2|

for all z1, z2 ∈ Ω. Hence, for any (m1, n1), (m2, n2) ∈ Z2,

KΩ(F (m1, n1), F (m2, n2)) ≥ C1

√
|m2 −m1|2 + |n2 − n1|2

≥ C1√
2
(|m2 −m1|+ |n2 − n1|).

Notice that the maps S, T : Ω → Ω given by S(z) = z + 1 and T (z) = z + i are
commuting biholomorphisms. Further, F (m,n) = Sm(Tn(z0)) and so

KΩ(F (m1, n1), F (m2, n2)) = KΩ(S
m1−m2(z0), T

n2−n1(z0))

≤ KΩ(S
m1−m2(z0), z0) +KΩ(z0, T

n2−n1(z0))

= KΩ(S
|m2−m1|(z0), z0) +KΩ(z0, T

|n2−n1|(z0))

≤
|m2−m1|−1∑

j=0

KΩ(S
j(z0), S

j+1(z0)) +

|n2−n1|−1∑

j=0

KΩ(T
j(z0), T

j+1(z0))

= C2(|m2 −m1|+ |n2 − n1|),

where C2 := max{KΩ(T (z0), z0),KΩ(S(z0), z0)}.
Now, note that the map Φ : (x, y) 2→ (8x9, 8y9) (where 8·9 is the floor function) is

a (
√
2, 2)-quasi-isometric embedding from (R2, dEuc) to (Z2, dZ2). So, the last two

chains of inequalities imply that F◦Φ is a quasi-isometric embedding from (R2, dEuc)
to (Ω,KΩ). Secondly, note that as Ω is a planar hyperbolic domain, (Ω,KΩ) is a
geodesic metric space (recall that KΩ coincides with the hyperbolic distance on Ω).
So, if (Ω,KΩ) were Gromov hyperbolic, it would follow from [BH99, Chapter III.H,
Theorem 1.9] that (R2, dEuc) is Gromov hyperbolic, which is clearly false. Thus,
(Ω,KΩ) is not Gromov hyperbolic. However, it follows from Proposition 2.6 and
Theorem 1.4 that Ω is a visibility domain. "

9.2. Non-hyperbolic domains in the limit. For s > 0, define As := {z ∈ C :
e−s < |z| < 1}.

Lemma 9.2. For s > 0, define

δ(s) := inf
{
(x|y)As

p −min
{
(x|z)As

p , (y|z)As
p

}
: x, y, z, p ∈ As

}
.

Then lims↘0 δ(s) = −∞.

Proof. Let Ωs := {x + iy ∈ C : −s < x < 0, y ∈ R}. Then, the map π : Ωs → As,
where π(z) := ez, is a covering map. Hence, for any z, w ∈ As,

KAs(z, w) = inf
{
KΩs(z̃, w̃) : z̃ ∈ π−1{z}, w̃ ∈ π−1{w}

}
.
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Since Ω1 . z 2→ sz ∈ Ωs is an isometry, there exists c > 0 such that the curve
σ̃s(t) := −(s/2) + icst is a geodesic in Ωs and hence σs(t) := e−s/2eicst is a local
geodesic in As. In fact, if |t1 − t2| ≤ π

cs , then

KAs(σ(t1),σ(t2)) = |t1 − t2| .
Now, fix s > 0, and let p = σs(0), x = σs

(
π
2cs

)
, z = σ

(
− π

cs

)
, and y = σ

(
3π
2cs

)
.

Then, we compute to get

KAs(p, x) = KAs(x, z) = KAs(z, y) = KAs(y, p) =
π

2cs
,

and
KAs(x, y) = KAs(p, z) =

π

cs
.

Hence

(x|y)As
p −min

{
(x|z)As

p , (y|z)As
p

}
= 0−min

{ π

2cs
,
π

2cs

}
= − π

2cs
.

Thus, δ(s) ≤ − π
2cs , and the result follows. "

We now describe the domain that will be the focus of this section. Fix a sequence
(sn)n≥1 of numbers in (0, 1) such that for any s ∈ (0, 1) there exists a sequence
(nj)j≥1 in N with nj → ∞ so that snj ↗ s. Next, for each n ≥ 1, let zn :=
3(n− 1) ∈ Z≥0. Finally,

(5) Let Ω ! C be a connected domain with C∞ boundary such that, for each
n ≥ 1,

zn +Asn ⊂ B(zn, 2) ∩ Ω

⊂ zn +
(
Asn ∪

{
z ∈ C : e−sn < |z| < 2, −n−1 < Im(z) < n−1

})
.

Thus, Ω consists of a countable union of annuli centered at points along the real
axis, each with outer radius 1 and of varying inner radii, with thin strips, loosely
speaking, joining adjacent annuli. To elaborate further, consider the auxiliary do-
main

Ω̃ :=
∞⋃

n=1

(
zn +

(
Asn ∪

{
z ∈ C : e−sn < |z| < 2, −n−1 < Im(z) < n−1

}))
.

Our Ω looks approximately like Ω̃: more precisely, Ω ! Ω̃ is obtained by smoothen-
ing the boundary of Ω̃ but ensuring that (zn + Asn) ⊂ Ω for each n ≥ 1 and such
that the second inclusion in the description (5) holds true for each n ≥ 1.

Lemma 9.3. Let Ω be as described above. If s ∈ (0, 1), snj ↗ s, and z, w ∈ As,
then

KAs(z, w) = lim
j→∞

KΩ(z + znj , w + znj ).

Proof. Fix s ∈ (0, 1), snj ↗ s, and z, w ∈ As. Notice that

lim sup
j→∞

KΩ(z + znj , w + znj ) ≤ lim sup
j→∞

Kznj+Asnj
(z + znj , w + znj )

= lim sup
j→∞

KAsnj
(z, w) ≤ KAs(z, w) ∀z, w ∈ As(9.1)

since
(
Asnj

)
j≥1

is a nested sequence of annuli.

Let ϕj : D → Ω be a holomorphic covering map with ϕj(0) = z + znj and
ϕj(tj) = w + znj where tj ∈ (0, 1) and KD(0, tj) = KΩ(z + znj , w + znj ). Notice
that {tj : j ≥ 1} is relatively compact in [0, 1) by (9.1).
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Consider Φj : D → C given by Φj(ζ) = −znj + ϕj(ζ). Then, Φj(0) = z and
Φj(D) ⊂ Ω \ B(0, e−2s) when j is sufficiently large (recall that z ∈ As). Then, by
Montel’s theorem, we can find a subsequence (Φjk)k≥1 such that

(9.2) lim
k→∞

KΩ

(
z + znjk

, w + znjk

)
= lim inf

j→∞
KΩ(z + znj , w + znj )

and Φjk converges locally uniformly to a holomorphic map Φ : D → C. Then
Φ(D) ∩ B(0, 2) ⊂ As ∪ {z ∈ C : e−s ≤ |z| ≤ 2 and Im(z) = 0}.

Since Φ(D) is open, this implies that Φ(D)∩B(0, 2) ⊂ As. Since Φ(D) is connected,
then Φ(D) ⊂ As. Then, by (9.2) and the definition of tj ,

lim inf
j→∞

KΩ(z+ znj , w+ znj )= lim
k→∞

KD(0, tjk)≥ lim
k→∞

KAs(Φ(0),Φ(tjk))=KAs(z, w).

From this and (9.1), the result follows. "
We now have all the ingredients for the second type of example alluded to above.

Proposition 9.4. Let Ω ⊂ C be as described by (5). Then, Ω is a visibility domain,
but (Ω,KΩ) is not Gromov hyperbolic.

Proof. Fix m ∈ N. By Lemma 9.2 there exist s > 0 and p, x, y, z ∈ As such that

(x|y)As
p ≤ min

{
(x|z)As

p , (y|z)As
p

}
− (m+ 1).

Fix nj → ∞ such that snj ↗ s. Then by Lemma 9.3

(x+ znj |y + znj )
Ω
p+znj

≤ min
{
(x+ znj |z + znj )

Ω
p+znj

, (y + znj |z + znj )
Ω
p+znj

}
−m

for j sufficiently large.
Since m ∈ N was arbitrary, (Ω,KΩ) is not Gromov hyperbolic. However, as

Ω has smooth boundary, by Proposition 2.6 and Theorem 1.4, Ω is a visibility
domain. "

10. The relationship between Gromov hyperbolicity and the weak
visibility property

While this section is devoted to the proof of Theorem 1.11, we shall take a detour
to present an alternative formulation for (Ω,KΩ) to be Gromov hyperbolic. This
result provides a clean and intuitive proof of Theorem 1.11. Such a result may also
be of independent interest. Thus, we begin with:

10.1. A slim-triangles formulation of Gromov hyperbolicity of (Ω,KΩ).
We begin with a pair of definitions inspired by our notion of (1, κ)-almost-geodesics.

Definition 10.1. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain and I ⊂ R be
an interval. For κ ≥ 0, a map σ : I → Ω is called a (1,κ)-near-geodesic if σ is
continuous and for all s, t ∈ I,

|t− s|− κ ≤ KΩ(σ(s),σ(t)) ≤ |t− s|+ κ.

Definition 10.2. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain. Fix κ ≥ 0. We
shall call a family F of (1,κ)-near-geodesics a κ-admissible family if the following
conditions are satisfied:

• for each pair of distinct points z, w ∈ Ω, there exists a (1,κ)-near-geodesic
σ ∈ F , σ : [0, T ] → Ω, such that σ(0) = z and σ(T ) = w;
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• if a (1,κ)-near-geodesic σ : [0, T ] → Ω is in F , then so is σ̃, where

σ̃(t) := σ(T − t), t ∈ [0, T ].

For brevity, if z, w ∈ Ω (not necessarily distinct), we shall use the notation
σ | z6w to denote that σ : [0, T ] → Ω is a (1,κ)-near-geodesic, for some specified
κ ≥ 0, joining z and w. Whether [σ(0) = z and σ(T ) = w] or [σ(T ) = w and
σ(0) = z] will be clear from the context. The notion introduced in Definition 10.2
is non-vacuous because, in view of Proposition 5.3, given a κ > 0, the family of
all (1,κ)-almost-geodesics is a κ-admissible family. The above discussion sets the
stage for the principal collection of concepts of this section.

Definition 10.3. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain. Fix κ ≥ 0.

(1) A κ-triangle is a triple of (1,κ)-near-geodesics α | b 6 c, β | a 6 c and
γ | a6b, where a, b, c ∈ Ω. We call a, b and c the vertices, and the images
of α, β and γ—which, by a mild abuse of notation, we shall also denote
simply as α, β and γ, respectively—the sides of this κ-triangle.

(2) Let δ ≥ 0. A κ-triangle ; is said to be δ-slim if, for each side σ of ;,

σ ⊂
⋃

Σ∈+\{σ}
{z ∈ Ω : KΩ(z,Σ) ≤ δ}.

(3) Let F be a κ-admissible family of (1,κ)-near-geodesics. We say that Ω
satisfies the (F ,κ, δ)-Rips condition, where δ ≥ 0, if every κ-triangle in
Ω whose sides are (the images of) (1,κ)-near-geodesics belonging to F is
δ-slim.

We first need a couple of lemmas.

Lemma 10.4. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain. Fix κ ≥ 0 and fix
a κ-admissible family F of (1,κ)-near-geodesics. For any σ : [0, T ] → Ω in F and

any z ∈ Ω, we have (σ(0) |σ(T ))Ωz ≤ KΩ(z,σ) + 3κ/2.

Proof. Fix σ ∈ F and z ∈ Ω. Let τ ∈ [0, T ] be such that KΩ(z,σ) = KΩ(z,σ(τ )).
We estimate:

KΩ(σ(0), z) +KΩ(z,σ(T )) ≤ KΩ(σ(0),σ(τ )) +KΩ(σ(τ ),σ(T )) + 2KΩ(z,σ)

≤
(
|τ − 0|+ |T − τ |+ 2κ

)
+ 2KΩ(z,σ)

≤ KΩ(σ(0),σ(T )) + 3κ+ 2KΩ(z,σ).

The second and third inequalities above are due to the fact that σ is a (1,κ)-near-
geodesic. Thus

KΩ(σ(0), z) +KΩ(z,σ(T ))−KΩ(σ(0),σ(T ))

2
≤ 3κ

2
+KΩ(z,σ).

As σ and z were picked arbitrarily, the result follows. "
Lemma 10.5. Let Ω ⊂ Cd, κ ≥ 0 and F be as in Lemma 10.4. Suppose

(#) for any σ : [0, T ] → Ω in F , any point p ∈ σ([0, T ]) and any z ∈ Ω, we
have

min
{
(σ(0) |z)Ωp , (z |σ(T ))Ωp

}
≤ δ.

Then, we have
KΩ(z,σ) ≤ (σ(0) |σ(T ))Ωz + 2δ + 3κ/2

for every σ : [0, T ] → Ω in F and every z ∈ Ω.
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Proof. Fix σ ∈ F and z ∈ Ω. By (#), [0, T ] is the union {t : (σ(0) |z)Ωσ(t) ≤ δ}∪{t :
(z |σ(T ))Ωσ(t) ≤ δ} of non-empty closed sets. So, there is a τ ∈ [0, T ] such that

KΩ(z,σ(τ )) +KΩ(q,σ(τ ))−KΩ(z, q) ≤ 2δ

for q = σ(0),σ(T ). Thus:

2KΩ(z,σ) ≤ 2KΩ(z,σ(τ ))

≤ 4δ +KΩ(z,σ(0)) +KΩ(z,σ(T ))−
(
KΩ(σ(0),σ(τ )) +KΩ(σ(τ ),σ(T ))

)

≤ 4δ +KΩ(z,σ(0)) +KΩ(z,σ(T ))−
(
|τ − 0|+ |T − τ |− 2κ

)

≤ 4δ +KΩ(z,σ(0)) +KΩ(z,σ(T ))−KΩ(σ(0),σ(T )) + 3κ

= 4δ + 2 (σ(0) |σ(T ))Ωz + 3κ.

The third and fourth inequalities above are due to the fact that σ is a (1,κ)-near-
geodesic. As σ ∈ F and z ∈ Ω were arbitrarily chosen, the result follows. "

Lemma 10.5 assists in the key result of this section. This result is an equivalent
formulation of Gromov hyperbolicity of (Ω,KΩ), Ω being Kobayashi hyperbolic, in
terms of a slim-triangles criterion—resembling what is known for proper Gromov
hyperbolic spaces—without any assumption on properness of (Ω,KΩ). If (Ω,KΩ)
is Gromov hyperbolic, then we say that (Ω,KΩ) is δ-hyperbolic to refer to the
constant δ ≥ 0 that appears in the inequality (1.1) defining Gromov hyperbolicity.

Theorem 10.6. Let Ω ⊂ Cd be a Kobayashi hyperbolic domain. Let κ ≥ 0 be such
that there exists some κ-admissible family of (1,κ)-near-geodesics. Then:

(1) Suppose (Ω,KΩ) is δ-hyperbolic for some δ ≥ 0. Then, for any κ-admissible
family F , Ω satisfies the (F ,κ, 3δ + 6κ)-Rips condition.

(2) Suppose, for some κ-admissible family F , Ω satisfies the (F ,κ, δ)-Rips
condition. Then (Ω,KΩ) is (3δ + 6κ)-hyperbolic.

Proof. We first prove (1). Thus, assume that (Ω,KΩ) is δ-hyperbolic for some
δ ≥ 0. Next, fix a κ-admissible family F . Consider an arbitrary σ : [0, T ] → Ω in
F , an arbitrary point p ∈ σ([0, T ]) and an arbitrary point z ∈ Ω. Let τ ∈ [0, T ] be
such that σ(τ ) = p. By δ-hyperbolicity,

min
{
(σ(0) |z)Ωp , (z |σ(T ))Ωp

}
≤ (σ(0) |σ(T ))Ωp + δ ≤ 3κ/2 + δ,

where the second inequality follows from Lemma 10.4 by taking z = p therein. We
have just established that

(10.1) the condition (#) holds with the parameter δ replaced by (δ + 3κ/2).

Now, consider a κ-triangle ; whose vertices are a, b and c; whose sides α,
β and γ belong to F ; and where the labels for these sides are as described in
Definition 10.3(1). It suffices to show that KΩ(p,β∪γ) ≤ (3δ+6κ) for an arbitrary
p belonging to the image of α. In view of (10.1) and Lemma 10.5, we have

KΩ(p,β) ≤ (a |c)Ωp + 2δ + 9κ/2 and

KΩ(p, γ) ≤ (a |b)Ωp + 2δ + 9κ/2,

whence, by δ-hyperbolicity, it follows from the above that

KΩ(p,β ∪ γ) ≤ (b |c)Ωp + 3δ + 9κ/2.
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Recall: p is in the image of the (1,κ)-near-geodesic α | b6c. Thus, by Lemma 10.4,

(b |c)Ωp ≤ 3κ/2. So, from the last inequality, we have

KΩ(p,β ∪ γ) ≤ 3δ + 6κ.

As remarked above, this suffices to show that ; is (3δ + 6κ)-slim. It follows that
Ω satisfies the (F ,κ, 3δ + 6κ)-Rips condition.

To prove (2), suppose F is a κ-admissible family such that Ω satisfies the
(F ,κ, δ)-Rips condition. Consider an arbitrary σ : [0, T ] → Ω in F , an arbi-
trary point p ∈ σ([0, T ]) and an arbitrary point z ∈ Ω. By κ-admissibility, there
exist (1,κ)-near-geodesics

ρ | z6σ(0) and υ | z6σ(T ),

whence ρ,σ and υ form the sides of a (perhaps degenerate) κ-triangle. As p lies in
σ, by hypothesis there is a point q ∈ ρ ∪ υ such that KΩ(p, q) ≤ δ. Assume that
q ∈ ρ. Suppose ρ : [0, R] → Ω is such that ρ(0) = z, and let τ ∈ [0, R] be such that
ρ(τ ) = q. We compute, using a by-now-familiar move for the second inequality:

KΩ(σ(0), p) +KΩ(z, p) ≤ KΩ(σ(0), q) +KΩ(q, p) +KΩ(p, q) +KΩ(q, z)

≤ 2δ +KΩ(σ(0), z) + 3κ

⇒ (σ(0) |z)Ωp ≤ δ + 3κ/2.

The above inequality was obtained under the assumption that q ∈ ρ. If, instead,
q ∈ υ then we would get the inequality (σ(T ) |z)Ωp ≤ δ + 3κ/2. Since at least one
of the last two inequalities must hold, we get

min
{
(σ(0) |z)Ωp , (z |σ(T ))Ωp

}
≤ δ + 3κ/2,

which leads to the conclusion:

(10.2) the condition (#) holds with the parameter δ replaced by (δ + 3κ/2).

Now, consider points a, b, c, o ∈ Ω. Form a κ-triangle ; whose vertices are a, b
and c; whose sides α, β and γ belong to F , and where the labels for these sides are
as described in Definition 10.3(1). By Lemma 10.4, we have

(a |b)Ωo ≤ KΩ(o, γ) + 3κ/2 and (b |c)Ωo ≤ KΩ(o,α) + 3κ/2.

Owing to the (F ,κ, δ)-Rips condition, there exist points pα and pγ that lie in the
sides α and γ, respectively, of ; such that

KΩ(o, pα) ≤ K(o,β) + δ and KΩ(o, pγ) ≤ K(o,β) + δ.

By the last four inequalities

min
{
(a |b)Ωo , (b |c)Ωo

}
≤ K(o,β) + δ + 3κ/2.

This implies—in view of (10.2) and Lemma 10.5—that

min
{
(a |b)Ωo , (b |c)Ωo

}
≤ (a |c)Ωo + 2

(
δ + 3κ/2

)
+ δ + 3κ.

As a, b, c and o were arbitrary, it follows that (Ω,KΩ) is (3δ + 6κ)-hyperbolic. "
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10.2. The proof of Theorem 1.11. In this proof, o ∈ Ω is some point which will
stay fixed. Furthermore:

• the notation “
G→ p” will denote approach to p ∈ ∂GΩ with respect to the

topology on (Ω ∪ ∂GΩ),

• the notation “→ ξ” will denote approach to ξ ∈ ∂Ω
End

with respect to the

topology on Ω
End

,
• lim will denote limits in all contexts other than the topology on (Ω∪∂GΩ).

Let δ ≥ 0 be such that (Ω,KΩ) is δ-hyperbolic. Let ĩdΩ denote the homeomor-

phism from (Ω ∪ ∂GΩ) onto Ω
End

which extends idΩ.

Claim I. (Ω,KΩ) is Cauchy-complete.

Let (zn)n≥1 ⊂ Ω be a sequence having no limit points in Ω. Since Ω
End

is
compact, we may assume without loss of generality that zn → ξ for some ξ ∈
∂Ω

End
. Consider any subsequence (znk)k≥1 such that

(
KΩ(o, znk)

)
k≥1

is convergent

in [0,+∞]. By hypothesis, (Ω ∪ ∂GΩ) is compact. So, we may assume, by passing
to a subsequence and relabeling if needed, that there exists a point p ∈ ∂GΩ such
that

znk

G→ p and ĩdΩ(p) = ξ.

By Result 3.6(2), (znk)k≥1 is a Gromov sequence. So:

+∞ = lim inf
j,k→∞

(
znj |znk

)Ω
o
≤ lim inf

k→∞
(znk |znk)

Ω
o = lim inf

k→∞
KΩ(o, znk).

Hence, the function KΩ(o, ·) is proper. By Proposition 3.4, (Ω,KΩ) is Cauchy-
complete.

Claim II. Ω is a weak visibility domain.

Assume, aiming for a contradiction, that Ω is not a weak visibility domain.

Then, there exist a constant κ ≥ 0, points ξ, η ∈ ∂Ω
End

, Ω
End

-open neighborhoods
Vξ and Vη of ξ and η, respectively, such that Vξ

e ∩ Vη
e
= ∅ and a sequence of

(1,κ)-almost-geodesics (σn)n≥1, σn : [0, Tn] → Ω such that

σn(0) ∈ Vξ, σ(Tn) ∈ Vη ∀n ≥ 1, and lim
n→∞

KΩ(o,σn) = +∞.

In the last assertion, we have used the fact that KΩ(o, ·) is proper. Passing to a
subsequence and relabeling if needed, we may assume:

• σn(0) → ξ′ and σn(Tn) → η′, where ξ′, η′ ∈ ∂Ω
End

;
•
(
KΩ(o,σn(0))

)
n≥1

and
(
KΩ(o,σn(Tn))

)
n≥1

are monotone increasing se-
quences.

Since Vξ
e ∩ Vη

e
= ∅, ξ′ += η′. Write:

zn := σn(0) and wn := σn(Tn).

By our hypothesis (note that zn → ξ′ and wn → η′ in Ω
End

) and by Result 3.6(2),
we have

[(zn)n≥1] = ĩd
−1

Ω (ξ′) and [(wn)n≥1] = ĩd
−1

Ω (η′).

Thus, [(zn)n≥1] += [(wn)n≥1] and so, by definition

lim sup
m,n→∞

(zm |wn)
Ω
o < +∞.
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In particular, therefore

(10.3) lim sup
n→∞

(zn |wn)
Ω
o < +∞.

Now, fix (we make use of Claim I once again, together with the Hopf–Rinow
theorem: Result 3.3)

• some geodesic of (Ω,KΩ) joining o and zn and call it ρn;
• some geodesic of (Ω,KΩ) joining o and wn and call it υn.

In the notation of Theorem 10.6, and with κ as above, let F be the family of all
(1,κ)-near-geodesics in Ω. Clearly, F is κ-admissible. Finally, let ;n denote the
κ-triangle whose sides are ρn, σn and υn. Let us write δ∗ := (3δ+6κ). By part (1)
of Theorem 10.6 we get that Ω satisfies the (F ,κ, δ∗)-Rips condition. In particular,

σn ⊂
⋃

Σ∈+n\{σn}
{z ∈ Ω : KΩ(z,Σ) ≤ δ∗}

for each n ≥ 1. Since σn([0, Tn]) is connected, we can find a point

bn ∈ {z ∈ Ω : KΩ(z, ρn) ≤ δ∗} ∩ {z ∈ Ω : KΩ(z, υn) ≤ δ∗}

for each n ≥ 1. Next, fix an ∈ ρn and cn ∈ υn such that

KΩ(an, bn),KΩ(cn, bn) ≤ δ∗

for each n ≥ 1. Clearly,

KΩ(o, an) ≥ KΩ(o,σn)− δ∗, KΩ(o, cn) ≥ KΩ(o,σn)− δ∗,

for each n ≥ 1. From the above and the fact that ρn and υn are geodesics,

KΩ(an, zn) ≤ KΩ(o, zn)−KΩ(o,σn) + δ∗,

KΩ(cn, wn) ≤ KΩ(o, wn)−KΩ(o,σn) + δ∗,

for each n ≥ 1. By the triangle inequality and the last two inequalities, we get:

KΩ(zn, bn) ≤ KΩ(o, zn)−KΩ(o,σn) + 2δ∗,

KΩ(wn, bn) ≤ KΩ(o, wn)−KΩ(o,σn) + 2δ∗,

for each n ≥ 1. From the last two inequalities, it follows that

2KΩ(o,σn) ≤ 2 (zn |wn)
Ω
o + 4δ∗

for each n ≥ 1. From this and (10.3) we have

lim sup
n→∞

KΩ(o,σn) ≤ lim sup
n→∞

(zn |wn)
Ω
o + 2δ∗ < +∞,

which contradicts the fact that limn→∞ KΩ(o,σn) = +∞. Hence, our assumption
must be false, which establishes Claim II.

10.3. An application of Theorem 1.11.

Proof of Theorem 1.12. Suppose the conclusion of the theorem is false. Then there
exists a germ of a complex 1-dimensional variety, say V , in ∂Ω. Let p be a regular
point of V . By the condition on ∂Ω, it is easy to see that there exist a neighborhood
U of p, a unit vector ν, and a constant ε > 0 such that

• U ∩V is the image of an injective holomorphic map ϕ : D → Cd,
• (U ∩V ) + tν ⊂ Ω for every t ∈ (0, ε).
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Write ξ := ϕ(1/2) and η := ϕ(−1/2); by injectivity of ϕ, ξ += η. Next, write

ϕn := ϕ+
(

ε
n+1

)
ν,

and set zn := ϕn(1/2), wn := ϕn(−1/2) for each n ∈ N. Finally, let γ : ([0, T ], 0, T )
→ (D,−1/2, 1/2) denote the geodesic with respect to the Poincaré distance on D
from −1/2 to 1/2 which lies in (−1, 1), and define the path σn := ϕn ◦ γ for each
n. By construction, ϕn(D) ⊂ Ω for each n. Recall that γ is the restriction of a
diffeomorphic embedding of R into D. As the Poincaré metric on D equals kD, we
have by definition kD(γ(t), γ′(t)) = 1 for all t ∈ [0, T ]. Thus, by the holomorphicity
of ϕ, we get for each n ≥ 1:

kΩ
(
σn(t),σ

′
n(t)

)
= kΩ

(
ϕn(γ(t)),ϕ

′
n(t)γ

′(t)
)

≤ kD
(
γ(t), γ′(t)

)
= 1 ∀t ∈ [0, T ].(10.4)

Next, observe that for each n ≥ 1:

|s− t|− T ≤ 0 ≤ KΩ

(
σn(s),σn(t)

)
≤ KD(γ(s), γ(t)

)
= |s− t|

for every s, t ∈ [0, T ]. From the latter inequality and (10.4), we conclude that, for
each n, σn is a (1, T )-almost-geodesic joining zn to wn. By construction, we can

find Ω
End

-open neighborhoods Vξ and Vη of ξ and η, respectively, such that

Vξ
e ∩ Vη

e
= V ξ ∩ V η = ∅,

and such that zn ∈ Vξ and wn ∈ Vη for all sufficiently large n. By construction,
given a compact K ⊂ Ω, there exists an integer NK = 1 such that σn ∩K = ∅ for
every n ≥ NK . Since each σn is a (1, T )-almost-geodesic, we conclude that Ω is not
a weak visibility domain. But as (Ω,KΩ) is Gromov hyperbolic and idΩ extends to

a homeomorphism from (Ω ∪ ∂GΩ) onto Ω
End

, the last statement contradicts the
conclusion of Theorem 1.11. Therefore, our assumption must be false, whence ∂Ω
does not contain any germs of complex varieties of positive dimension. "

11. A Wolff-Denjoy theorem: Proof of Theorem 1.14

The proof of Theorem 1.14 resembles the proof of Theorem 1.8 in [BM21], which
is very similar to the proof of Theorem 1.10 in [BZ17]. The present argument re-
quires two preliminary results which are analogous to Proposition 4.1 and Theorem
4.3 in [BM21], but whose proofs are slightly different due to the fact that we must
consider unbounded domains as well.

Given two complex manifolds X and Y , let Hol(X,Y ) denote the space of holo-
morphic maps from X to Y . A sequence (fn)n≥1 in Hol(X,Y ) is called compactly
divergent if for every pair of compact subsets K1 ⊂ X and K2 ⊂ Y , the intersection
fn(K1) ∩K2 is empty for all sufficiently large n.

Lemma 11.1 (Analogous to Theorem 4.3 in [BM21]). Let Ω ⊂ Cd be a weak
visibility domain and X be a connected complex manifold. If (fn)n≥1 is a compactly

divergent sequence in Hol(X,Ω), then there exist ξ ∈ ∂Ω
End

and a subsequence
(fnj )j≥1 such that

lim
j→∞

fnj (z) = ξ

for all z ∈ X.
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Proof. Fix z0 ∈ X. Passing to a subsequence and relabeling, if needed, we can

suppose that ξ0 := limn→∞ fn(z0) exists in ∂Ω
End

. Aiming for a contradiction,
suppose that there exists z1 ∈ X such that (fn(z1))n≥1 does not converge to ξ0.
Passing to a further subsequence, we can suppose that ξ1 := limn→∞ fn(z1) exists
and ξ0 += ξ1.

Fix a smooth curve σ : [0, T ] → X joining z0 to z1. Since the Kobayashi metric is
upper-semicontinuous, we can assume that kX(σ(t);σ′(t)) ≤ 1 for every t ∈ [0, T ].
Write σ̂n := fn ◦ σ. Then,

kΩ(σ̂n(t); σ̂
′
n(t)) ≤ kX(σ(t);σ′(t)) ≤ 1

for every t ∈ [0, T ] and every n. Furthermore:

KΩ(σ̂n(s), σ̂n(t)) ≤ KX(σ(s),σ(t)) ≤
∫ t

s
kX(σ(τ );σ′(τ )) dτ ≤ |s− t|,

KΩ(σ̂n(s), σ̂n(t)) ≥ 0 ≥ |s− t|− T

for every t ∈ [0, T ] and every n. Thus, each σ̂n is a (1, T )-almost geodesic. By the
weak visibility property, there exists a compact set K ⊂ Ω such that

∅ += K ∩ σ̂n([0, T ]) = K ∩ fn
(
σ([0, T ])

)

for every n. Since (fn)n≥1 is a compactly divergent sequence, we have a contradic-
tion. "

Lemma 11.2 (Analogous to Proposition 4.1 in [BM21]). Let Ω ⊂ Cd be a weak
visibility domain, o ∈ Ω, and F : Ω → Ω be a holomorphic self-map. If

lim sup
n→∞

KΩ(F
n(o), o) = ∞,

then there exists ξ ∈ ∂Ω
End

so that

lim
j→∞

Fµj (o) = ξ

for every sequence (µj)j≥1 in N with limj→∞ KΩ(Fµj (o), o) = ∞.

The proof is similar to the proof of Proposition 4.1 in [BM21], which is based on
an argument of Karlsson [Kar01].

Proof. Fix an increasing sequence (νj)j≥1 in N so that

(11.1) max{KΩ(F
k(o), o) : k = 1, . . . , νj − 1} < KΩ(F

νj (o), o)

for every j ≥ 1. Passing to a subsequence and relabeling, if needed, we can suppose

that ξ := limj→∞ F νj (o) exists in ∂Ω
End

.
Fix a sequence (µj)j≥1 in N with limj→∞ KΩ(Fµj (o), o) = ∞. Aiming for a

contradiction, suppose that (Fµj (o))j≥1 does not converge to ξ. Passing to a sub-
sequence, we can suppose that Fµj (o) → η and η += ξ. Next fix a subsequence
(νij )j≥1 such that µj < νij for all j ∈ N. For each j ∈ N, let σj : [0, Tj ] → Ω be
a (1, 1)-almost-geodesic joining Fµj (o) to F νij (o). By the weak visibility property,
there exists a sequence (tj)j≥1, tj ∈ [0, Tj ], such that

R := sup
j≥0

KΩ(o,σj(tj))
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is finite. Then, since each σj is a (1, 1)-almost-geodesic, we have

KΩ(F
νij (o), Fµj (o)) ≥ Tj − 1 ≥ KΩ(F

νij (o),σj(tj)) +KΩ(σj(tj), F
µj (o))− 3

≥ KΩ(F
νij (o), o) +KΩ(o, F

µj (o))− 3− 2R.

Further, by the distance decreasing property of the Kobayashi distance under holo-
morphic maps, and by (11.1),

KΩ(F
νij (o), Fµj (o)) ≤ KΩ(F

νij−µj (o), o) < KΩ(F
νij (o), o).

Combining the last two equations we have

KΩ(o, F
µj (o)) < 3 + 2R

which contradicts the assumption that limj→∞ KΩ(Fµj (o), o) = ∞. "
We are now in the position to give a proof of Theorem 1.14. Since this proof is

nearly identical to the proof of Theorem 1.8 in [BM21], we shall be brief. We should
mention here that, although the domains considered in [BZ17, Theorem 1.10] and
[BM21, Theorem 1.8] are visibility domains, the weak visibility property is sufficient
for these proofs to work.

Proof of Theorem 1.14. The proof of Theorem 1.8 in [BM21] applies to the present
set-up essentially verbatim with Lemma 11.1 replacing any reference to Theorem
4.3 in [BM21], Lemma 11.2 replacing any reference to Proposition 4.1 in [BM21],
and the words “Ω is a weak visibility domain” replacing the phrase “Ω is a visibility
domain”. The only modifications that occur are the following:

• We need a definition of the function Gδ in the case when ξ is an end of Ω.
In this case, Gδ should be defined by

Gδ(x1, x2) = inf {KΩ(F
m(x1), x2) : m ∈ N and Fm(x1) ∈ Uδ} ,

where Uδ is the connected component of Ω \ Bd(0, δ−1) that contains the
end ξ.

• Given a compact subset K ⊂ Ω and a point η ∈ ∂Ω
End

, we need to know
that the quantity

ε := lim inf
z→η

inf
k∈K

KΩ(k, z)

is contained in (0,∞]. In the unbounded case this requires a slightly dif-
ferent argument than the one given in [BZ17] or [BM21]. In our setting we
can argue as follows: fix a compact set K ′ ⊂ Ω such that K ! int(K ′). As
Ω is Kobayashi hyperbolic, the Euclidean topology and the KΩ-topology
coincide (see [JP93, Section 3.3], for instance). So, Ω \ int(K ′) is closed in
the KΩ-topology and K . k 2→ KΩ(k,Ω \ int(K ′)) is a continuous function
that is positive at each k ∈ K. As K is compact,

ε′ := inf
k∈K

KΩ(k,Ω \ int(K ′))

is positive. Then ε ≥ ε′ > 0 and the argument is complete.

"
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