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We consider discrete groups in PGLd .R/ acting convex cocompactly on a properly
convex domain in real projective space. For such groups, we establish necessary and
sufficient conditions for the group to be relatively hyperbolic in terms of the geometry
of the convex domain. This answers a question of Danciger, Guéritaud and Kassel
and is analogous to a result of Hruska and Kleiner for CAT.0/ spaces.
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1 Introduction

If G is a connected simple Lie group with trivial center and no compact factors
and K  G is a maximal compact subgroup, then X D G=K has a unique (up to
scaling) Riemannian symmetric metric g such that G D Isom0.X; g/. The metric g
is nonpositively curved and X is simply connected; hence, every two points in X are
joined by a unique geodesic segment. A subset C ⇢ X is called convex if, for every
x; y 2 C, the geodesic joining them is also in C. Then a discrete group Ä  G is convex
cocompact if there exists a nonempty closed convex set C ⇢ X such that �.C/D C for
all � 2 Ä and Ä acts cocompactly on C.

When G has real rank one, for instance G D PSL2.R/, there are an abundance of
examples of convex cocompact subgroups in the context of Kleinian groups and
hyperbolic geometry. When G has higher real rank, for instance G D PSL3.R/, there
are few examples: Kleiner and Leeb [25] and independently Quint [29] proved that
every Zariski dense convex cocompact subgroup is a cocompact lattice.

Danciger, Guéritaud and Kassel [12] have recently introduced a different notion of
convex cocompact subgroups in PGLd .R/ based on the action of the subgroup on the
projective space P .Rd

/. Their notion of convex cocompactness requires some prelimi-
nary definitions. When � ⇢ P .R

d
/ is a properly convex domain, the automorphism

group of � is defined to be

Aut.�/ WD fg 2 PGLd .R/ W g� D �g:

For a subgroup ƒ  Aut.�/, the full orbital limit set of ƒ in � is defined to be

L�.ƒ/ WD
[

p2�

.ƒ �p nƒ �p/:

Next, let C�.ƒ/ denote the convex hull of L�.ƒ/ in �.
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Convex cocompact actions of relatively hyperbolic groups 419

Definition 1.1 (Danciger, Guéritaud and Kassel [12, Definition 1.10]) Suppose
� ⇢ P .R

d
/ is a properly convex domain. An infinite discrete subgroup ƒ  Aut.�/

is called convex cocompact if C�.ƒ/ is nonempty and ƒ acts cocompactly on C�.ƒ/.

When ƒ is word hyperbolic, there is a close connection between this class of discrete
groups in PGLd .R/ and Anosov representations; see [12] for details and Danciger,
Guéritaud and Kassel [13] and Zimmer [35] for related results. Further, by adapting
an argument of Benoist [3], Danciger, Guéritaud and Kassel proved a characterization
of hyperbolicity in terms of the geometry of C�.ƒ/. To state their result we need two
definitions.

Definition 1.2 A subset S ⇢ P .R
d
/ is a simplex if there exist g 2 PGLd .R/ and

1  k  d such that

gS D fŒx1 W � � � W xk W 0 W � � � W 0ç 2 P .R
d
/ W x1 > 0; : : : ; xk > 0g:

In this case we define the dimension of S to be dim.S/ D k � 1 (notice that S is
homeomorphic to R

k�1) and say that the k points

g
�1

Œ1 W 0 W � � � W 0ç; g
�1

Œ0 W 1 W 0 W � � � W 0ç; : : : ; g
�1

Œ0 W � � � W 0 W 1 W 0 W � � � W 0ç 2 @S

are the vertices of S.

Definition 1.3 Suppose A ⇢ B ⇢ P .R
d
/. Then A is properly embedded in B if the

inclusion map A ,! B is a proper map (relative to the subspace topology).

Finally, given a properly convex domain � ⇢ P .R
d
/ let H� denote the Hilbert metric

on � (see Section 3.3 for the definition).

Theorem 1.4 (Danciger, Guéritaud and Kassel [12, Theorem 1.15]) Suppose � ⇢
P .R

d
/ is a properly convex domain and ƒ  Aut.�/ is convex cocompact. Then the

following are equivalent :

(1) C�.ƒ/ contains no properly embedded simplices with dimension at least two.

(2) .C�.ƒ/;H�/ is Gromov hyperbolic.

(3) ƒ is word hyperbolic.

Remark 1.5 In the special case when ƒ acts cocompactly on �, Theorem 1.4 is due
to Benoist [3].
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The case when ƒ is not word hyperbolic is less understood and Danciger, Guéritaud
and Kassel asked the following:

Question 1.6 (Danciger, Guéritaud and Kassel [12, Question A.2]) Suppose � ⇢
P .R

d
/ is a properly convex domain andƒAut.�/ is convex cocompact. Under what

conditions is ƒ relatively hyperbolic with respect to a collection of virtually abelian
subgroups?

We provide an answer to this question in terms of the geometry of the family of all
maximal properly embedded simplices (note a properly embedded simplex is called
maximal if it is not contained in a larger properly embedded simplex; they are not
necessarily simplices of codimension one).

Our approach is motivated by previous work of Hruska and Kleiner [20] for CAT.0/
spaces (see Section 1.2 for details). In some ways the Hilbert metric on a properly
convex domain behaves like a CAT.0/ metric; see the discussion of Marquis [27].
However, an old result of Kelly and Strauss [24] says that a Hilbert geometry .�;H�/

is CAT.0/ if and only if it is isometric to real hyperbolic .d�1/–space (in which case
� coincides with the interior of the convex hull of an ellipsoid in some affine chart).
Thus, one requires different techniques for studying the geometry of properly convex
domains and the groups acting on them.

The following theorem is the first main result of this paper:

Theorem 1.7 (see Section 16) Suppose � ⇢ P .R
d
/ is a properly convex domain ,

ƒ  Aut.�/ is convex cocompact and Smax is the family of all maximal properly

embedded simplices in C�.ƒ/ of dimension at least two. Then the following are

equivalent :

(1) Smax is closed and discrete in the local Hausdorff topology induced by H�.

(2) .C�.ƒ/;H�/ is a relatively hyperbolic space with respect to Smax.

(3) .C�.ƒ/;H�/ is a relatively hyperbolic space with respect to a family of properly

embedded simplices in C�.ƒ/ of dimension at least two.

(4) ƒ is a relatively hyperbolic group with respect to a collection of virtually abelian

subgroups of rank at least two.

Theorem 1.7 can be viewed as a real projective analogue of a result of Hruska and
Kleiner [20] for CAT.0/ spaces (see Section 1.2 for details). In this analogy, maximal
properly embedded simplices correspond to maximal totally geodesic flats in CAT.0/
spaces (see Islam and Zimmer [21] and Benoist [3]).
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We also establish a number of properties for convex cocompact subgroups satisfying
the conditions in Theorem 1.7. Before stating these results, we informally introduce
some notation (see Section 3 for precise definitions). Given a properly convex set �

which is open in its span, let diam�.A/ and N�.AI r/ denote the diameter and r–
neighborhood of a subset A with respect to the Hilbert metric. Also, given x 2 �,
let F�.x/ ⇢ � denote the open face of x in � (see Definition 3.9). Finally, given a
properly convex set C, let rel-int.C / denote the relative interior (see Definition 3.2)
and let @C D C n rel-int.C / denote the boundary.

We will prove the following:

Theorem 1.8 (see Section 16) Suppose � ⇢ P .R
d
/ is a properly convex domain ,

ƒ  Aut.�/ is convex cocompact and Smax is the family of all maximal properly

embedded simplices in C�.ƒ/ of dimension at least two. If Smax is closed and discrete

in the local Hausdorff topology induced by H�, then:

(1) ƒ has finitely many orbits in Smax.

(2) If S 2 Smax, then Stabƒ.S/ acts cocompactly on S and contains a finite-index

subgroup isomorphic to Z
k
where k D dimS.

(3) If A  ƒ is an abelian subgroup of rank at least two , then there exists a unique
S 2 Smax with A  Stabƒ.S/.

(4) If S 2 Smax and x 2 @S, then F�.x/D FS .x/.

(5) If S1; S2 2 Smax are distinct , then #.S1\S2/  1 and @S1\ @S2 D?.

(6) For any r > 0 there existsD.r/ > 0 such that , if S1; S2 2 Smax are distinct , then

diam�.N�.S1I r/\N�.S2I r//  D.r/:

(7) If ` ⇢ C�.ƒ/\ @� is a nontrivial line segment , then there exists S 2 Smax with

` ⇢ @S.

(8) If x 2 C�.ƒ/\ @� is not a C
1
–smooth point of @�, then there exists S 2 Smax

with x 2 @S.

Remark 1.9 In the special case when d  4 and ƒ acts cocompactly on � ⇢ P .R
d
/,

Theorems 1.7 and 1.8 can be obtained from results of Benoist [4]. But, when d > 4,
Theorems 1.7 and 1.8 are new even in the special case when ƒ acts cocompactly on �.

As alluded to above, convex cocompact subgroups can be seen as a way to extend the
theory of Anosov representations to nonhyperbolic groups. Kapovich and Leeb [23]
and Zhu [34] have also recently proposed notions of relative Anosov representations
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for relatively hyperbolic groups. However, in their definitions, the peripheral subgroups
will have unipotent image while convex cocompact subgroups never contain nontrivial
unipotent elements. So the groups we consider are very different.

1.1 Naive convex cocompact subgroups

We also establish a variant of Theorem 1.7 for a more general notion of convex
cocompact subgroup.

Definition 1.10 Suppose � ⇢P .R
d
/ is a properly convex domain. An infinite discrete

subgroup ƒ  Aut.�/ is called naive convex cocompact if there exists a nonempty
closed convex subset C ⇢ � such that

(1) C is ƒ–invariant, that is, gC D C for all g 2ƒ, and

(2) ƒ acts cocompactly on C.

In this case, we say that .�; C; ƒ/ is a naive convex cocompact triple.

It is straightforward to construct examples whereƒAut.�/ is naive convex cocompact
but not convex cocompact (see Section 2.3 or [12, Section 3.4]). In these cases, the
convex subset C in Definition 1.10 is a strict subset of C�.ƒ/.

For naive convex cocompact subgroups, we also provide a characterization of relative
hyperbolicity, but require a technical notion of isolated simplices. In the naive convex
cocompact case there exist examples where the group is relatively hyperbolic but the
family of maximal properly embedded simplices is not discrete. Instead, maximal
properly embedded simplices can occur in parallel families; see Section 2.3. These
examples lead to the following definition:

Definition 1.11 Suppose .�; C; ƒ/ is a naive convex cocompact triple. A family S of
maximal properly embedded simplices in C of dimension at least two is called

(1) isolated if S is closed and discrete in the local Hausdorff topology induced
by H�;

(2) coarsely complete if any properly embedded simplex in C of dimension at least
two is contained in a uniformly bounded tubular neighborhood of some maximal
properly embedded simplex in S;

(3) ƒ–invariant if g �S 2 S for all S 2 S and g 2ƒ.
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We say that .�; C; ƒ/ has coarsely isolated simplices if there exists an isolated, coarsely
complete and ƒ–invariant family of maximal properly embedded simplices in C of
dimension at least two.

Remark 1.12 This definition is motivated by Hruska and Kleiner’s notion of isolated
flats in the first sense for CAT.0/ spaces [20, page 1505] (see Section 1.2).

Informally, Definition 1.11 says that a naive convex cocompact triple has coarsely
isolated simplices if it is possible to select a closed and discrete family of simplices
that contain a representative from each parallel family of maximal properly embedded
simplices.

We will prove the following:

Theorem 1.13 (see Section 14) Suppose .�; C; ƒ/ is a naive convex cocompact

triple. Then the following are equivalent :

(1) .�; C; ƒ/ has coarsely isolated simplices.

(2) .C;H�/ is a relatively hyperbolic space with respect to a family of properly

embedded simplices in C of dimension at least two.

(3) ƒ is a relatively hyperbolic group with respect to a family of virtually abelian

subgroups of rank at least two.

Remark 1.14 Using the basic theory of relatively hyperbolic spaces (see Theorem 4.9),
if .C;H�/ is a relatively hyperbolic space with respect to a family of properly embedded
simplices in C, then every simplex in that family is maximal.

There is one subtle aspect of Theorem 1.13: it does not say that any isolated, coarsely
complete and ƒ–invariant family of simplices satisfies (2). In fact, it is possible to
construct an example of a naive convex cocompact triple .�; C; ƒ/ and a family S
of maximal properly embedded simplices where S is isolated, coarsely complete and
ƒ–invariant but .C;H�/ is not relatively hyperbolic with respect to S (see Section 2.3
for details). This motivates the following definition:

Definition 1.15 Suppose .�; C; ƒ/ is a naive convex cocompact triple. A family S of
maximal properly embedded simplices in C of dimension at least two is called strongly
isolated if, for every r > 0, there exists D.r/ > 0 such that, if S1; S2 2 S are distinct,
then

diam�.N�.S1I r/\N�.S2I r//  D.r/:
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Remark 1.16 This definition is motivated by Hruska and Kleiner’s notion of isolated
flats in the second sense for CAT.0/ spaces [20, page 1505] (see Section 1.2).

It is fairly easy to show that a family of strongly isolated simplices is also isolated
(see Observation 3.21). Although the converse is not always true, we will prove the
following theorem:

Theorem 1.17 (see Section 10) Suppose .�; C; ƒ/ is a naive convex cocompact

triple with coarsely isolated simplices. Then there exists a strongly isolated , coarsely
complete and ƒ–invariant family of maximal properly embedded simplices in C of

dimension at least two.

We then prove the following refinement of the Theorem 1.13:

Theorem 1.18 (see Section 13) Suppose .�; C; ƒ/ is a naive convex cocompact

triple with coarsely isolated simplices. Let S be a strongly isolated , coarsely complete

and ƒ–invariant family of maximal properly embedded simplices in C of dimension at

least two. Then:

(1) .C;H�/ is a relatively hyperbolic space with respect to S.

(2) ƒ has finitely many orbits in S and , if fS1; : : : ; Smg is a set of orbit representa-
tives , then ƒ is a relatively hyperbolic group with respect to

fStabƒ.S1/; : : : ;Stabƒ.Sm/g:

Further , each Stabƒ.Si / is virtually abelian of rank at least two.

Delaying definitions until later in the paper (see Definitions 3.2, 3.9 and 11.1), we will
also establish an analogue of Theorem 1.8 for naive convex cocompact subgroups:

Theorem 1.19 (see Section 12) Suppose .�; C; ƒ/ is a naive convex cocompact

triple with coarsely isolated simplices. Let S be a strongly isolated , coarsely complete

and ƒ–invariant family of maximal properly embedded simplices in C of dimension at

least two. Then:

(1) ƒ has finitely many orbits in S.

(2) If S 2 S, then Stabƒ.S/ acts cocompactly on S and contains a finite-index

subgroup isomorphic to Z
k , where k D dimS.
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(3) If A  ƒ is an abelian subgroup with rank at least two , then there exists a unique
S 2 S with A  Stabƒ.S/.

(4) There existsD > 0 such that , if S 2 S and x 2 @S, then

H
Haus
F�.x/

.C \F�.x/; FS .x//  D:

(5) If S1; S2 2 S are distinct , then #.S1\S2/  1 and
✓ [

x2@S1

F�.x/

◆
\
✓ [

x2@S2

F�.x/

◆
D?:

(6) If a; b; c 2 C \ @� form a half triangle in �, then there exists S 2 S where

a; b; c 2
[

x2@S
F�.x/:

Remark 1.20 In general, properties (4), (7) and (8) in Theorem 1.8 are not true in the
naive convex cocompact case. But, properties (4) and (6) in Theorem 1.19 can be seen
as their coarse analogues.

1.2 Motivation from the theory of CAT.0/ spaces

The main results of this paper are inspired by previous work of Hruska and Kleiner [20]
in the CAT.0/ setting. They introduced two notions of isolated flats for CAT.0/ spaces
and then related these conditions to relative hyperbolicity. In this subsection we recall
their definitions and results.

Definition 1.21 (Hruska and Kleiner [20]) Suppose X is a CAT.0/–space and Ä acts
geometrically on X (ie the action is properly discontinuous, cocompact and isometric).

(1) .X;Ä/ has isolated flats in the first sense if there exists a set F of flats of X
such that F is Ä–invariant, each flat in X is contained in a uniformly bounded
tubular neighborhood of some flat in F , and F is closed and discrete in the local
Hausdorff topology.

(2) .X;Ä/ has isolated flats in the second sense if there exists a set F of flats of X
such that F is Ä–invariant, each flat in X is contained in a uniformly bounded
tubular neighborhood of some flat in F , and, for any r > 0, there existsD.r/ > 0

such that, for any two distinct flats F1; F2 2 F ,

diamX .NX .F1I r/\NX .F2I r// < D.r/:

Clearly, if .X;Ä/ has isolated flats in the second sense then it also has isolated flats in
the first sense. Hruska and Kleiner [20] proved the following:

Geometry & Topology, Volume 27 (2023)



426 Mitul Islam and Andrew Zimmer

Theorem 1.22 (Hruska and Kleiner [20]) Suppose X is a CAT.0/–space and Ä acts

geometrically on X. The following are equivalent :

(1) .X;Ä/ has isolated flats in the first sense.

(2) .X;Ä/ has isolated flats in the second sense.

(3) X is a relatively hyperbolic space with respect to a family of flats.

(4) Ä is a relatively hyperbolic group with respect to a collection of virtually abelian

subgroups of rank at least two.

Hruska and Kleiner’s work motivated the results in this paper, but the methods of proof
are very different.

1.3 Outline of paper

Sections 2–4 are mostly expository. In Section 2, we describe some examples. In
Section 3, we set our basic notation and definitions. In Section 4, we recall the definition
of relatively hyperbolic metric spaces and some of their basic properties.

The rest of the paper is divided into three parts. In the first part, Sections 5–7, we study
properly embedded simplices in general properly convex domains. In the second part
of the paper, Sections 8–14, we consider the naive convex cocompact case and prove
Theorems 1.13, 1.17, 1.18 and 1.19.

An experienced reader would be able to follow the proof in the naive convex cocompact
case by only reading Sections 6 and 8, the statement of Theorem 9.1 then Sections 10–14.
In the final part of the paper, Sections 15 and 16, we consider the convex cocompact
case and prove Theorems 1.7 and 1.8. In Section 16, we explain how to deduce the
convex cocompact case from the naive convex cocompact case. Section 15 proves parts
(7) and (8) of Theorem 1.8, which is a refinement of Theorem 1.19.

We now describe some of the proofs in the second part of the paper in the order they
are presented.

1.3.1 Outline of the proof of Theorem 1.17 (See Section 10.) When .�; C; ƒ/

has coarsely isolated simplices, we use the following algorithm to construct Score, a
canonical strongly isolated, coarsely complete and ƒ–invariant family of maximal
properly embedded simplices of dimension at least two.

First, let Smax denote the family of all maximal properly embedded simplices in C
of dimension at least two. In the naive convex cocompact case, this family can have
several undesirable properties:

Geometry & Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 427

(a) A maximal simplex could be contained in a tubular neighborhood of a properly
embedded simplex with strictly larger dimension.

(b) Smax could contain families of parallel maximal simplices (see Definition 3.17).

In Section 2.4 (respectively Section 2.3) we construct a simple example where the first
(respectively second) problem occurs.

To deal with the first problem, we consider ySmax ⇢ Smax, the family of all maximal
properly embedded simplices that are not contained in a tubular neighborhood of a
properly embedded simplex with strictly larger dimension, and show that this subfamily
is still coarsely complete.

To deal with the second problem, we select from each family of parallel simplices a
canonical “core” simplex. This is accomplished by studying the open boundary faces
F�.x/ of points x 2 @�.

For every S 2 ySmax and vertex v of S, we show that F�.v/\ C is a compact subset of
F�.v/. Then we exploit the fact that every compact set in a properly convex domain
has a well defined “center of mass” (see Proposition 3.8). Using this, for each simplex
S 2 ySmax we construct a new simplex ˆ.S/ as follows: Let v1; : : : ; vp be the vertices
of S. Then, for 1 j  p, define wj to be the center of mass of F�.vj /\C in F�.vj /.
Next define ˆ.S/ to be the convex hull of w1; : : : ; wp in �.

Then ˆ.S/ is a properly embedded simplex parallel to S (see Lemma 3.18). Moreover,
if S1; S2 2 ySmax are parallel, then ˆ.S1/Dˆ.S2/. Finally, we define

Score WD fˆ.S/ W S 2 ySmaxg:

Showing that this procedure actually produces a strongly isolated, coarsely complete
and invariant family requires results from Sections 8 and 9.

In Section 8, we show that any isolated and invariant family of maximal properly
embedded simplices satisfies properties (1) and (2) in Theorem 1.19.

Then, in Section 9, we show that, if S0 is an isolated, coarsely complete and invariant
family of maximal properly embedded simplices of dimension at least two, then there
exists a subfamily S ⇢ S0 which satisfies property (4) in Theorem 1.19 while still being
isolated, coarsely complete and invariant. In the proof we first construct an explicit
subfamily and then argue by contradiction that it must satisfy property (4). The main
idea is to use the structure theorem from Section 7 and the action of ƒ to construct lots
of properly embedded simplices. Then we use these simplices to obtain a contradiction.
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This result is a key step in showing that the map ˆ is well defined and that Score is
strongly isolated.

1.3.2 Outline of the proof of Theorem 1.19 (See Section 12.) Properties (1) and (2)
are established in Section 8. Properties (3) and (5) are straightforward consequences of
the strong isolation property. Property (4) follows from the results in Section 9.

We establish property (6) in Section 11 by combining a Benzécri [6] recentering
argument with the strong isolation property. With the notation in Theorem 1.19,
let V WD Spanfa; b; cg. By a recentering argument, for any r > 0, there exists a
neighborhood O of b such that, if x 2O\P .V /\C, then there exists a simplex Sx 2 S
of dimension at least two with

B�.xI r/ ⇢ N�.SxIDC 1/;

where D is the constant from the coarsely complete condition. By picking r > 0

sufficiently large and using the fact the family S is strongly isolated, we then show that
Sx is independent of x and hence

O\P .V /\ C ⇢ N�.S IDC 1/

for some S 2 S. Then it is easy to show that a; b; c 2S
x2@S F�.x/.

This use of the strong isolation property is similar to the proofs of Lemma 3.3.2 and
Proposition 3.2.5 in [20].

1.3.3 Outline of the proof of Theorem 1.18 (See Section 13.) Our proof uses
Theorem 1.19 and a characterization of relative hyperbolicity due to Sisto [31], which
is stated in Theorem 4.15. This characterization involves the existence of a system
of projection maps onto the simplices in S with certain nice metric properties and
a technical condition concerning thinness of certain geodesic triangles whose edges
infrequently intersect neighborhoods of simplices in S.

In Section 6, we use supporting hyperplanes to construct natural linear projections
from a properly convex domain onto any properly embedded simplex. In the setup
of Theorem 1.18, these linear projections end up being coarsely equivalent to the
closest-point projection onto simplices of dimension at least two in the Hilbert metric
(see Definition 13.5 and Proposition 13.7). The following property of these linear
projections plays a key role: if the linear projections of two points onto a simplex are
far apart, then the geodesic between those two points spends a significant amount of
time in a tubular neighborhood of S (see Proposition 13.11 and Corollary 13.12).
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Many of the proofs in Section 13 proceed by contradiction and involve constructing a
half triangle in @i C using an argument similar to the proof of Proposition 2.5 in [3].
Then property (6) in Theorem 1.19 is used.

1.3.4 Outline of the proof of Theorem 1.13 (See Section 14.) The (1)D) (3)
direction is a consequence of Theorems 1.17 and 1.18. We show that (2)D) (1) using
the general theory of relatively hyperbolic metric spaces. And we establish (3)D) (2)
by using the following real projective analogue of the flat torus theorem due to Gromoll
and Wolf [17] and Lawson and Yau [26]:

Theorem 1.23 (Islam and Zimmer [21]) Suppose that .�; C; ƒ/ is a naive convex

cocompact triple. If A  ƒ is a maximal abelian subgroup of ƒ, then there exists a

properly embedded simplex S ⇢ C such that

(1) S is A–invariant ,

(2) A fixes each vertex of S, and

(3) A acts cocompactly on S.

Moreover , A contains a finite-index subgroup isomorphic to Z
dim.S/

.
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2 Examples

2.1 Divisible examples

A properly convex domain � ⇢P .R
d
/ is called divisible if there exists a discrete group

ƒ  Aut.�/ which acts cocompactly on �. Clearly, in this case, ƒ is also a convex
cocompact subgroup. Divisible domains have been extensively studied and in this
subsection we will recall some examples; for more details see the surveys [5; 30; 27].
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An open convex cone C ⇢ R
d is reducible if there exist a nontrivial decomposition

R
d D V1 ˚ V2 and convex cones C1 ⇢ V1 and C2 ⇢ V2 such that C D C1 C C2.

Otherwise C is said to be irreducible. The preimage in R
d of a properly convex

domain � ⇢ P .R
d
/ is the union of a cone and its negative; when this cone is reducible

(respectively irreducible), we say that � is reducible (respectively irreducible).

The Klein–Beltrami model of real hyperbolic d–space is the fundamental example of
a convex divisible domain. In particular, if B ⇢ P .R

d
/ is the interior of the convex

hull of an ellipsoid in some affine chart, then .B;HB/ is isometric to real hyperbolic
.d�1/–space Hd�1

R and Aut.B/ coincides with Isom.H
d�1

R /. Further, B is a divisible
convex domain because Aut.B/, being a simple Lie group, contains cocompact lattices.

There are many other examples of divisible convex domains; for instance, for every
d � 5, Kapovich [22] has constructed divisible convex domains � ⇢ P .R

d
/ such

that Aut.�/ is discrete, Gromov hyperbolic and not quasi-isometric to any symmetric
space.

When d D 3, results of Benzécri [6] imply that every irreducible divisible convex
domain has word hyperbolic dividing group (see [4, Section 2] for details). In d D 4,
Benoist established the following dichotomy:

Theorem 2.1 (Benoist [4]) If � ⇢ P .R
4
/ is an irreducible properly convex domain

and ƒ  Aut.�/ is a discrete group acting cocompactly on �, then either

(1) ƒ is word hyperbolic , or

(2) ƒ is a relatively hyperbolic group with respect to a nonempty collection of

virtually abelian subgroups of rank two.

Benoist [4] and Ballas, Danciger and Lee [1] have constructed examples of the second
case in Theorem 2.1.

The case when d > 4 is fairly mysterious. When d D 5, 6 or 7, Choi, Lee and
Marquis [10] have constructed examples where ƒ is a relatively hyperbolic group with
respect to a collection of virtually abelian subgroups of rank at least two. They also
ask whether Benoist’s result is true in any dimension.

Question 2.2 (Choi, Lee and Marquis [10, Remark 1.11]) Are groups dividing
nonsymmetric irreducible properly convex domains always relatively hyperbolic with
respect to a (possibly empty) collection of virtually abelian subgroups of rank at least
two?
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In the context of the above question, we should mention a recent result of Bobb [7]
who proved that, if � ⇢ P .R

d
/ is divisible, then the family of properly embedded

simplices in � of dimension .d � 2/ (ie codimension 1) is closed and discrete in
the local Hausdorff topology induced by the Hilbert metric. Thus, if � only contains
simplices of dimension .d�2/, then Theorem 1.7 implies thatƒ is relatively hyperbolic
with respect to a collection of virtually abelian subgroups of rank .d � 2/.

2.2 Convex cocompact examples

In this subsection we recall a class of examples constructed by Danciger, Guéritaud
and Kassel. For details and other examples see [12, Section 12].

Proposition 2.3 (Danciger, Guéritaud and Kassel [12, Section 12.2.2]) For any d � 4

there exists a properly convex domain � ⇢ P .R
d
/ with a convex cocompact subgroup

ƒ  Aut.�/ such that

(1) ƒ acts irreducibly on R
d , and

(2) ƒ is a relatively hyperbolic group with respect to a nonempty collection of

virtually abelian subgroups of rank two.

2.3 Naive convex cocompact examples, I

In this subsection we construct examples of

(a) a naive convex cocompact triple which is not convex cocompact;

(b) a naive convex cocompact triple where the group is relatively hyperbolic but the
family of all maximal properly embedded simplices of dimension at least two is
not discrete in the local Hausdorff topology; and

(c) a naive convex cocompact triple .�?; C.R/

? ; ƒ?/ and a family S of maximal
properly embedded simplices of dimension at least two which is isolated, coarsely
complete and ƒ?–invariant but .C.R/

? ;H�?
/ is not relatively hyperbolic with

respect to S.

For the rest of the subsection, we will freely use the notation introduced in Section 3
and make the following assumptions:

Assumptions � ⇢ P .R
d
/ is a properly convex domain and ƒ  Aut.�/ is a discrete

group which acts cocompactly on �.
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Let ⇡ W Rd ! P .R
d
/ be the natural projection. Then ⇡

�1
.�/ D C [ �C, where

C ⇢ R
d is some properly convex cone. Then define

�? WD fŒ.v; w/ç W v;w 2 C g ⇢ P .R
2d

/;

C? WD fŒ.v; v/ç W v 2 C g ⇢ P .R
2d

/;

ƒ? WD fŒg˚gç W g 2 GLd .R/; Œgç 2ƒg ⇢ PGL2d .R/:

Then, by construction, .�?; C?; ƒ?/ is a naive convex cocompact triple.

Observation 2.4 C�?
.ƒ?/ D �?. In particular , ƒ?  Aut.�?/ is not a convex

cocompact subgroup.

Proof Since ƒ acts cocompactly on �, it is easy to show that L�.ƒ/D @� (see for
instance the proof of Lemma 2.2 in [2]). By convexity, to prove that C�?

.ƒ?/D �? it
is enough to show that

C�?
.ƒ?/ � fŒ.v; 0/ç W v 2 @C g[ fŒ.0; v/ç W v 2 @C g:

Fix v 2 @C. Then Œvç 2 @� and so there exist p 2 � and a sequence gn 2ƒ such that
limn!1 gn.p/D Œvç. Let Np 2C be a lift of p and Ngn 2GLd .R/ be a lift of gn. Then,
for any t > 0,

Œ.tv; v/ç D lim
n!1Œ Ngn˚ Ngnç � Œ.t Np; Np/ç 2 L�?

.ƒ?/:

Taking limits as t ! 0 and t !1, respectively,

fŒ.v; 0/ç; Œ.0; v/çg ⇢ L�?
.ƒ?/ ⇢ C�?

.ƒ?/:

Since v 2 @C was arbitrary, the proof is complete.

We can thicken C? to obtain a one-parameter family of naive convex cocompact triples:
for R � 0 define

C.R/

? WD fy 2 �? WH�?
.y; C?/  Rg:

Observation 2.5 For any R � 0, .�?; C.R/

? ; ƒ?/ is a naive convex cocompact triple.

Proof Note that C.R/

? is the closed R–neighborhood of the convex set C? in the
Hilbert metric H�?

. So C.R/

? is a closed convex set containing C?; see for instance [11,
Corollary 1.10]. The observation then follows since ƒ? acts cocompactly on C?.
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For x 2 �, define Nx 2 C to be the unique lift of x with k Nxk2 D 1. Then define
x? WD Œ. Nx; Nx/ç 2 �?.

By definition we have the following description of the faces of �?:

Observation 2.6 If x 2 �, then

F�?
.x?/D fŒ.v; w/ç W v;w 2 C and Œvç; Œwç 2 F�.x/g:

In particular , if x is an extreme point of �, then

F�?
.x?/D fŒ.s Nx; Nx/ç W s 2 .0;C1/g D fŒ. Nx; t Nx/ç W t 2 .0;C1/g:

Observations 2.5 and 2.6 and the definition of the Hilbert metric imply the following:

Observation 2.7 If x 2 @� is an extreme point and R > 0, then

C.R/

? \F�?
.x?/

is a compact interval containing x? with nonempty interior.

We now specialize our assumptions.

Additional assumption ƒ is relatively hyperbolic group with respect to a nonempty
collection of virtually abelian subgroups of rank at least two.

Let Smax denote the set of all maximal properly embedded simplices in � of dimension
at least two. Then, by Theorem 1.7,

(1) Smax is closed and discrete in local Hausdorff topology induced by H�,

(2) .�;H�/ is relatively hyperbolic with respect to Smax, and

(3) if S 2 Smax, then each vertex of S is an extreme point of �.

For each S 2 Smax, define

S? WD fx? W x 2 Sg ⇢ C?:

Then S? is a maximal properly embedded simplex in C?.

Observation 2.8 For any R> 0, the metric space .C.R/

? ;H�?
/ is relatively hyperbolic

with respect to S? D fS? W S 2 Smaxg.
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Proof sketch Consider the map F W � ! �? defined by F.x/D x?. Then F induces
a quasi-isometry .�;H�/ ! .C.R/

? ;H�?
/ and so the observation follows from the

general theory of relatively hyperbolic spaces (see Theorem 4.8).

Next we show that the family of all maximal properly embedded simplices in C.R/

? of
dimension at least two is not discrete in the local Hausdorff topology. By construction,
if S ⇢ � is a properly embedded simplex of dimension at least two (ie S 2 Smax),
then S? is a maximal properly embedded simplex in �? of the same dimension. Let
v1; : : : ; vp be the vertices of S. Then, by Lemma 3.18,

P .Spanfw1; : : : ; wpg/\�?

is a maximal properly embedded simplex in �? for any choice of

wj 2 C.R/

? \F�?
.vj;?/; j D 1; : : : ; p:

This construction combined with Observation 2.7 yields the following:

Observation 2.9 For any R > 0, the family of maximal properly embedded simplices

in C.R/

? of dimension at least two is not discrete. In particular , C.R/

? contains parallel

properly embedded simplices (see Definition 3.17).

We also can construct the following:

Observation 2.10 For any R > 0, there exists a family S.R/

˘ of maximal properly

embedded simplices in C.R/

? of dimension at least two where

(1) S.R/

˘ is isolated , coarsely complete and ƒ?–invariant ;

(2) .C.R/

? ;H�?
/ is not a relatively hyperbolic space with respect to S.R/

˘ .

Proof For each extreme point x 2 @�, define xC
; x

� 2F�?
.x?/ to be the points such

that
Œx

C
; x

�
ç D C.R/

? \F�?
.x?/:

Notice that xC ¤ x
� by Observation 2.7.

Given S 2 Smax, fix a labeling v1; : : : ; vp of its vertices. Then, for � D .�1; : : : ; �p/ 2
fC;�gp, define

S� WD P .Spanfv�1

1
; : : : ; v

�p
p g/\�?:

Then, by Lemma 3.18, S� is a properly embedded simplex in �?.
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By construction, the set

S.R/

˘ WD fS� W S 2 Smax; � 2 fC;�gdimSC1g
is isolated, coarsely complete and ƒ?–invariant. However, if S 2 Smax and �; ⌧ 2
fC;�gdimSC1 are distinct, then S� ¤ S⌧ and

H
Haus
�

.S� ; S⌧ / <C1
by Lemma 3.18. So, by Theorem 4.6, .C.R/

? ;H�?
/ is not a relatively hyperbolic space

with respect to S.R/

˘ .

2.4 Naive convex cocompact examples, II

In this section we construct a naive convex cocompact triple .�; C; ƒ/ where C contains
a maximal properly embedded simplex which is contained in a bounded neighborhood
of a properly embedded simplex with strictly larger dimension.

Let C WD f.x1; x2; x3/ 2R
3 W x2

1
Cx

2

2
< x

2

3
g and B WD fŒvç W v 2 C g. Then .B;HB/ is

the Klein–Beltrami model of real hyperbolic 2–space. In particular, if we fix x; y 2 @B
distinct, there exists h 2 Aut.B/ which translates along the line segment .x; y/ ⇢ B.
Let Nx; Ny 2 @C be lifts of x and y, respectively, and let Nh 2 Aut.C / be a lift of h.

Next define
� WD fŒ.v; w/ç W v;w 2 C g ⇢ P .R

6
/

and let

x1 WD Œ. Nx; 0/ç; x2 WD Œ.0; Nx/ç; y1 WD Œ. Ny; 0/ç; y2 WD Œ.0; Ny/ç:
Then x1, x2, y1 and y2 are the vertices of a properly embedded simplex S ⇢ �. Further,
if

ƒ WD
˝
Œ Nh˚ idç; Œid˚ Nhç;

⇥
.2 id/˚

�
1

2
id
�⇤˛

 Aut.�/;

then .�; S;ƒ/ is a naive convex cocompact triple.

Fix R > 0. Then C WD fp 2 � WH�.p; S/  Rg is a closed convex subset of �; see
for instance [11, Corollary 1.10]. So .�; C; ƒ/ is also a naive convex cocompact triple.
Now

F WD fŒ.v; 0/ç W v 2 C g
is an open boundary face of � and C \F has nonempty interior in F. So there exists

z 2 C \F n .x1; y1/:
Then z, x2 and y2 are the vertices of a properly embedded simplex S

0 in C. Further,
S
0 is maximal and S

0 is contained in a bounded neighborhood of S.
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3 Some notation and definitions

In this section we set some notation that we will use for the rest of the paper.

3.1 Basic notation in projective geometry

If V ⇢ R
d is a nonzero linear subspace, we will let P .V / ⇢ P .R

d
/ denote its projec-

tivization. In most other cases, we will use Œoç to denote the projective equivalence
class of an object o, for instance:

(1) If v 2R
d nf0g, then Œvç denotes the image of v in P .R

d
/,

(2) If � 2 GLd .R/, then Œ�ç denotes the image of � in PGLd .R/.

(3) If T 2 End.Rd
/ n f0g, then ŒT ç denotes the image of T in P .End.Rd

//.

We also identify P .R
d
/D Gr1.Rd

/; so, for instance, if x 2 P .R
d
/ and V ⇢ R

d is a
linear subspace, then x 2 P .V / if and only if x ⇢ V.

Given a subset X of Rd or P .Rd
/, we will let SpanX ⇢R

d denote the smallest linear
subspace containing X.

Next, for a subset X ⇢ P .R
d
/ we define the automorphism group of X to be

Aut.X/ WD fg 2 PGLd .R/ W gX DXg:
Further, given a group G  PGLd .R/ the stabilizer of X in G is

StabG.X/ WD fg 2G W gX DXg DG \Aut.X/:

3.2 Convexity

Definition 3.1 (1) A subset C ⇢ P .R
d
/ is convex if there exists an affine chart A

of P .Rd
/ where C ⇢ A is a convex subset.

(2) A subset C ⇢P .R
d
/ is properly convex if there exists an affine chartA of P .Rd

/

where C ⇢ A is a bounded convex subset.

(3) An open subset of P .Rd
/ that is properly convex is called a properly convex

domain in P .R
d
/.

Notice that, if C ⇢ P .R
d
/ is convex, then C is a convex subset of every affine chart

that contains it.

A line segment in P .R
d
/ is a connected subset of a projective line. Given two points

x; y 2 P .R
d
/, there is no canonical line segment with endpoints x and y, but we will

use the following convention: if C ⇢ P .R
d
/ is a properly convex set and x; y 2 C,
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then when the context is clear we will let Œx; yç denote the closed line segment joining
x to y which is contained in C. In this case, we will also let .x; y/D Œx; yç n fx; yg,
Œx; y/D Œx; yç n fyg and .x; yç D Œx; yç n fxg.

Along similar lines, given a properly convex subset C ⇢ P .R
d
/ and a subset X ⇢ C,

we will let
ConvHullC .X/

denote the smallest convex subset of C which contains X. For instance, with our
notation, Œx; yç D ConvHullC .fx; yg/ when x; y 2 C.

We also make the following topological definitions:

Definition 3.2 SupposeC ⇢P .R
d
/ is a convex set. The relative interior ofC , denoted

by rel-int.C /, is the interior of C in P .SpanC/. In the case that C D rel-int.C /, we
will say that C is open in its span. The boundary of C is @C WD C n rel-int.C /, the
ideal boundary of C is

@i C WD @C nC;

and the nonideal boundary of C is

@n C WD @C \C:

Finally, we define dimC to be the dimension of rel-int.C / (notice that rel-int.C / is
homeomorphic to R

dimC ).

Recall that a subset A⇢B ⇢P .R
d
/ is properly embedded if the inclusion map A ,!B

is proper. With the notation in Definition 3.2, we have the following characterization
of properly embedded subsets:

Observation 3.3 Suppose C ⇢ P .R
d
/ is a convex set. A convex subset S ⇢ C is

properly embedded if and only if @i S ⇢ @i C.

We also recall the definition of supporting hyperplanes.

Definition 3.4 Suppose � ⇢ P .R
d
/ is a properly convex domain.

(1) A projective hyperplaneH ⇢P .R
d
/ is a supporting hyperplane of � ifH\�D

? and H \ @� ¤?.

(2) A boundary point x 2 @� is a C 1–smooth point of @� if there exists a unique
supporting hyperplane containing x.
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3.3 The Hilbert metric

For distinct points x; y 2P .R
d
/, let xy be the projective line containing them. Suppose

C ⇢ P .R
d
/ is a properly convex set which is open in its span. If x; y 2 C are distinct,

let a and b be the two points in xy \ @C ordered a, x, y, b along xy. Then define the
Hilbert distance between x and y to be

HC .x; y/D 1

2
logŒa; x; y; bç;

where
Œa; x; y; bç D jx � bjjy � aj

jx � ajjy � bj
is the cross ratio. We also define HC .x; x/D 0 for all x 2 C. Using the invariance of
the cross ratio under projective maps and the convexity of C, it is possible to establish
the following (see for instance [9, Section 28]):

Proposition 3.5 Suppose C ⇢ P .R
d
/ is a properly convex set which is open in its

span. Then HC is a complete Aut.C /–invariant metric on C which generates the

standard topology on C. Moreover , if p; q 2 C, then there exists a geodesic joining p

and q whose image is the line segment Œp; qç.

As a corollary to Proposition 3.5, we observe the following:

Corollary 3.6 Suppose � ⇢ P .R
d
/ is a properly convex domain. Then Aut.�/ acts

properly on �.

We will frequently use the following notation:

Definition 3.7 Suppose � ⇢ P .R
d
/ is a properly convex domain.

(1) For x 2 � and r > 0, define

B�.xI r/D fy 2 � WH�.x; y/ < rg:

(2) For a subset A ⇢ � and r > 0, define

N�.AI r/D
[

x2A
B�.xI r/:

(3) For a subset A ⇢ �, define

diam�.A/D supfH�.x; y/ W x; y 2 Ag:
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3.4 The center of mass of a compact subset

It is possible to define a “center of mass” for a compact set in a properly convex domain.
Let Kd denote the set of all pairs .�; K/ where � ⇢ P .R

d
/ is a properly convex

domain and K ⇢ � is a compact subset.

Proposition 3.8 There exists a function Kd ! P .R
d
/,

.�; K/ 7! CoM�.K/;

such that

(1) CoM�.K/ 2 ConvHull�.K/,

(2) CoM�.K/D CoM�.ConvHull�.K//, and

(3) if g 2 PGLd .R/, then gCoM�.K/D CoMg�.gK/

for every .�; K/ 2 Kd .

There are several constructions of such a center of mass; see for instance [27, Lemma 4.2]
or [21, Proposition 4.5]. The approach in [21] is based on an argument of Frankel [16,
Section 12] in several complex variables.

3.5 The faces of a convex domain

In this section we define the faces of a convex set and then describe some of their
properties.

Definition 3.9 Given a properly convex domain � ⇢ P .R
d
/ and x 2 �, let F�.x/

denote the open face of x; that is,

F�.x/D fxg[ fy 2 � W there is an open line segment in � containing x and yg:

Remark 3.10 Notice that F�.x/D � when x 2 �. Further, a properly convex set C
that is open in its span is a properly convex domain in P .SpanC/. Thus, the above
definition (and the results of this subsection) apply to any properly convex set open in
its span.

We also introduce the following notation:

Definition 3.11 Given a properly convex domain � ⇢ P .R
d
/ and a subset X ⇢ �,

define
F�.X/ WD

[

x2X
F�.x/:
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The next observation is a simple consequence of convexity.

Observation 3.12 Suppose � ⇢ P .R
d
/ is a properly convex domain.

(1) F�.x/ is open in its span.

(2) y 2 F�.x/ if and only if x 2 F�.y/ if and only if F�.x/D F�.y/.

(3) If y 2 @F�.x/, then F�.y/ ⇢ @F�.x/.

(4) If x; y 2 �, z 2 .x; y/, p 2 F�.x/ and q 2 F�.y/, then

.p; q/ ⇢ F�.z/:

In particular , .p; q/ ⇢ � if and only if .x; y/ ⇢ �.

The next two results relate the faces to the Hilbert metric.

Proposition 3.13 Suppose � ⇢ P .R
d
/ is a properly convex domain , xn is a sequence

in � and limn!1 xn D x 2 �. If yn is another sequence in �, limn!1 yn D y 2 �

and

lim inf
n!1 H�.xn; yn/ <C1;

then y 2 F�.x/ and

HF�.x/.x; y/  lim inf
n!1 H�.xn; yn/:

Proof This is a straightforward consequence of the definition of the Hilbert metric.

Proposition 3.14 Suppose � ⇢ P .R
d
/ is a properly convex domain. Assume

p1; p2; q1; q2 2 �, F�.p1/D F�.p2/ and F�.q1/D F�.q2/. If .p1; q1/\� ¤ ?,
then

H
Haus
�

..p1; q1/; .p2; q2//  maxfHF�.p1/
.p1; p2/;HF�.q1/

.q1; q2/g:

Remark 3.15 Observation 3.12 implies that .p1; q1/; .p2; q2/ ⇢ �.

Proof This is a straightforward consequence of the fact that a R–neighborhood of a
closed convex set in the Hilbert metric is convex (see for instance [11, Corollary 1.10]).
For details see [21, Proposition 5.3].

The final result of this subsection relates the faces to the behavior of automorphisms.
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Proposition 3.16 [21, Proposition 5.6] Suppose � ⇢ P .R
d
/ is a properly convex

domain , p0 2 � and gn 2 Aut.�/ is a sequence such that

(1) limn!1 gn.p0/D x 2 @�,

(2) limn!1 g
�1
n

.p0/D y 2 @�, and

(3) gn converges in P .End.Rd
// to T 2 P .End.Rd

//.

Then image.T / ⇢ SpanfF�.x/g, P .kerT /\� D? and y 2 P .kerT /.

3.6 Parallel properly embedded simplices

Definition 3.17 Suppose � ⇢ P .R
d
/ is a properly convex domain. Two properly

embedded simplices S1; S2 ⇢ � are called parallel if dimS1 D dimS2 � 1 and there
is a labeling v1; : : : ; vp of the vertices of S1 and a labeling w1; : : : ; wp of the vertices
of S2 such that F�.vk/D F�.wk/ for all 1  k  p.

The following lemma allows us to “wiggle” the vertices of a properly embedded simplex
and obtain a new parallel properly embedded simplex.

Lemma 3.18 Suppose that � ⇢ P .R
d
/ is a properly convex domain and S ⇢ � is a

properly embedded simplex with vertices v1; : : : ; vp. If wj 2 F�.vj / for 1  j  p,
then

S
0 WD �\P .Spanfw1; : : : ; wpg/

is a properly embedded simplex with vertices w1; : : : ; wp. Moreover ,

H
Haus
�

.S; S
0
/  max

1jp

HF�.vj /
.vj ; wj /:

Proof For 1  q  p and 1  i1 < i2 < � � � < iq  p, define

S.i1; : : : ; iq/ WD rel-int.ConvHull�fvi1 ; : : : ; viqg/;
S
0
.i1; : : : ; iq/ WD rel-int.ConvHull�fwi1 ; : : : ; wiqg/:

We claim that, for each 1  q  p and 1  i1 < i2 < � � � < iq  p, there exists a face
F.i1; : : : ; iq/ of � such that

S.i1; : : : ; iq/[S
0
.i1; : : : ; iq/ ⇢ F.i1; : : : ; iq/:

When q D 1, this is by hypothesis. Then the claim follows from induction on q and
Observation 3.12(4).

Then S
0
.i1; : : : ; iq/ ⇢ @� if and only if S.i1; : : : ; iq/ ⇢ @�. Hence, S 0 is a properly

embedded simplex.

The “moreover” part follows from a similar induction argument and Proposition 3.14.
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3.7 The Hausdorff distance and local Hausdorff topology

When .X; d/ is a metric space, the Hausdorff distance between two subsets A;B ⇢ X

is defined by

dHaus.A;B/Dmax
˚
sup
a2A

inf
b2B

d.a; b/; sup
b2B

inf
a2A

d.a; b/
 
:

When .X; d/ is a complete metric space space, dHaus is a complete metric on the set of
nonempty compact subsets of X.

The local Hausdorff topology is a natural topology on the set of closed sets in X. For
a closed set C0, a basepoint x0 2X and r0; ✏0 > 0, define the set U.C0; x0; r0; ✏0/ to
consist of all closed subsets C ⇢ X where

dHaus.C0\BX .x0I r0/; C \BX .x0I r0// < ✏0;

where
BX .x0I r0/D fx 2X W d.x0; x/ < r0g:

The local Hausdorff topology on the set of nonempty closed subsets ofX is the topology
generated by the sets U. � ; � ; � ; � /.

3.8 The local Hausdorff topology on slices of a properly convex domain

Fix a distance dP on P .R
d
/ induced by a Riemannian metric. Then the following

observation is a consequence of convexity and the definition of the Hilbert metric:

Observation 3.19 Suppose � ⇢ P .R
d
/ is a properly convex domain. If Vn 2

Grp.Rd
/ is a sequence of p–dimensional linear subspaces , Vn ! V in Grp.Rd

/

and P .V /\� ¤?, then

(1) P .Vn/\� converges to P .V /\� in the Hausdorff topology induced by dP ,
(2) P .Vn/ \ � converges to P .V / \ � in the local Hausdorff topology induced

byH�.

Proof To prove (1), notice that the set of nonempty compact subsets in P .R
d
/

endowed with d
Haus
P is a compact metric space. Hence, to show that P .Vn/\�

converges to P .V /\�, it suffices to show that every convergent subsequence of
P .Vn/\� converges to P .V /\�. So suppose that P .Vnj

/\� converges to some
compact set C. Since � is open, it is clear that P .V /\� ⇢ C. Since every point
in @� has a supporting hyperplane, it is clear that C ⇢ P .V /\�. Thus, P .Vnj

/\�

converges to P .V /\�.

The proof of (2) is similar.
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This observation has the following consequence:

Observation 3.20 Suppose � ⇢ P .R
d
/ is a properly convex domain. Then the set

of properly embedded simplices in � of dimension at least two is closed in the local

Hausdorff topology.

Proof Suppose Sn ⇢ � is a sequence of properly embedded simplices of dimension
at least two and Sn converges to S in the local Hausdorff topology. We claim that S is
also a properly embedded simplex. By passing to a subsequence, we can suppose that
dimSn D p � 1 � 2 for all n.

Let VnDSpanSn, then SnDP .Vn/\�. By passing to a subsequence, we can suppose
that

V WD lim
n!1Vn

exists in Grp.Rd
/. Then Observation 3.19(2) implies that S D P .V /\�. Next let

v
.n/

1
; : : : ; v

.n/

p be the vertices of Sn. Then

(1) Sn D rel-int.ConvHull�fv.n/
1

; : : : ; v
.n/

p
g/:

By passing to a subsequence, we can suppose that v.n/
1

; : : : ; v
.n/

p converge to v1; : : : ; vp .
Then Observation 3.19(1) and (1) imply that

S D P .V /\� D rel-int.ConvHull�fv1; : : : ; vpg/:

Since dimP .V /\�Dp�1, the lines v1; : : : ; vp must be linearly independent. Hence,
S is a properly embedded simplex.

As a consequence of Observation 3.20 we will show the following:

Observation 3.21 Suppose � ⇢P .R
d
/ is a properly convex domain and S is a family

of maximal properly embedded simplices of dimension at least two. If S is strongly

isolated , then it is also isolated.

Proof Suppose Sn 2 S is a sequence and Sn converges to S in the local Hausdorff
topology induced byH�. Then S is a properly embedded simplex by Observation 3.20.
Since S is unbounded in .�;H�/, for any r > 0,

lim
n!1 diam�.N�.SnI r/\N�.SnC1I r//D1:

Then, since S is strongly isolated, there existsN �0 such that SnDSm for all n;m�N.
Then S D SN . So S is closed and discrete in the local Hausdorff topology.
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4 Background on relatively hyperbolic metric spaces

In this section we recall the definition of relatively hyperbolic metric spaces and then
state a useful characterization due to Sisto.

Definition 4.1 Suppose ! is a nonprincipal ultrafilter, .X; d/ is a metric space, .xn/ is
a sequence of points inX and .�n/ is a sequence of positive numbers with lim! �nD1.
The asymptotic cone of X with respect to .xn/ and .�n/, denoted by C!.X; xn;�n/, is
the ultralimit lim!.X;�

�1
n

d; xn/.

For more background on asymptotic cones, see [14].

Definition 4.2 (Drut,u and Sapir [15, Definition 2.1]) Let .X; d/ be a complete
geodesic metric space and let S be a collection of closed geodesic subsets (called
pieces). Suppose that the following two properties are satisfied:

(1) Every two different pieces have at most one common point.

(2) Every simple geodesic triangle (a simple loop composed of three geodesics)
in X is contained in one piece.

Then we say that the metric space .X; d/ is tree-graded with respect to S.

Definition 4.3 A complete geodesic metric space .X; d/ is relatively hyperbolic with
respect to a collection of subsets S if all its asymptotic cones, with respect to a fixed
nonprincipal ultrafilter, are tree-graded with respect to the collection of ultralimits of
the elements of S.

Definition 4.4 A finitely generated group G is relatively hyperbolic with respect to a
family of subgroups fH1; : : : ;Hkg if the Cayley graph of G with respect to some (and
hence any) finite set of generators is relatively hyperbolic with respect to the collection
of left cosets fgHi W g 2G; i D 1; : : : ; kg.

Remark 4.5 This is one among several equivalent definitions of relatively hyperbolic
groups. We direct the interested reader to [15] for more details.

We now recall some basic properties of relatively hyperbolic metric spaces. Given a
metric space .X; d/, a subset A ⇢ X and r > 0, define

NX .AI r/D fx 2X W d.x; a/ < r for some a 2 Ag:
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Theorem 4.6 (Drut,u and Sapir [15, Theorem 4.1]) Suppose .X; d/ is relatively

hyperbolic with respect to S. For any r > 0 there exists Q.r/ > 0 such that , if
S1; S2 2 S are distinct , then

diamX .NX .S1I r/\NX .S2I r//  Q.r/:

The next two results involve quasi-isometric embeddings.

Definition 4.7 Suppose .X; dX / and .Y; dY / are complete geodesic metric spaces. A
map f WX ! Y is a .A;B/–quasi-isometric embedding if

1

A
dX .x1; x2/�B  dY .f .x1/; f .x2//  A dX .x1; x2/CB

for all x1; x2 2X. If, in addition, there exists a quasi-isometry g W Y !X and R > 0

such that
dX .x; .g ı f /.x//  R

for all x 2X and
dY .y; .f ıg/.y//  R

for all y 2 Y, then f is a .A;B/–quasi-isometry.

Being relatively hyperbolic is invariant under quasi-isometries.

Theorem 4.8 (Drut,u and Sapir [15, Theorem 5.1]) Suppose .X; dX / and .Y; dY / are
complete geodesic metric spaces and f WX ! Y is a quasi-isometry. Then .X; dX / is

relatively hyperbolic with respect to S if and only if .Y; dY / is relatively hyperbolic

with respect to f .S/.

Being relatively hyperbolic also constrains the possible quasi-isometric embeddings
of Rk when k � 2.

Theorem 4.9 (Drut,u and Sapir [15, Corollary 5.8]) Suppose .X; dX / is relatively

hyperbolic with respect to S. Then , for anyA� 1 and B � 0 there existsM DM.A;B/

such that , if k � 2 and f W Rk ! X is an .A;B/–quasi-isometric embedding , then
there exists some S 2 S such that

f .R
k
/ ⇢ NX .S IM/:

We end this section by describing a useful characterization of relative hyperbolicity
due to Sisto.
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Definition 4.10 Let .X; d/ be a complete geodesic metric space and S a collection of
subsets of X. A family of maps …D f⇡S WX ! SgS2S is an almost-projection system
for S if there exists C > 0 such that, for all S 2 S,

(1) if x 2X and p 2 S, then

d.x; p/ � d.x;⇡S .x//C d.⇡S .x/; p/�C I

(2) diamX ⇡S .S
0
/  C for all S; S 0 2 S distinct; and

(3) if x 2X and d.x; S/DR, then diamX ⇡S .B.xIR//  C.

In a relatively hyperbolic metric space, almost projection systems appear naturally.

Theorem 4.11 (Sisto [31, Theorem 2.14]) Suppose .X; d/ is relatively hyperbolic

with respect to a collection S. For each S 2 S and x 2X, let ⇡S .x/ be any point in S

satisfying

d.x;⇡S .x//  d.x; S/C 1;

then…D f⇡S WX ! SgS2S is an almost-projection system for S.

To obtain a characterization of relatively hyperbolicity in terms of the existence of
almost-projection systems, one needs an additional property.

Definition 4.12 Let .X; d/ be a complete geodesic metric space. A collection of
geodesics G is a geodesic path system if:

(1) For every distinct x1; x2 2X there exists a geodesic in G whose endpoints are
x1 and x2.

(2) If ˛ 2 G, then every subpath of ˛ is also in G.

Definition 4.13 Let .X; d/ be a complete geodesic metric space and S a collection of
subsets of X.

(1) A geodesic triangle T in X is S–almost-transverse with constants  and Å if

diamX .NX .S I /\ �/  Å

for every S 2 S and edge � of T .

(2) The collection S is asymptotically transverse-free if there exist � and � such
that, for each Å � 1 and  � � , if T is a geodesic triangle in X which is
S–almost-transverse with constants  and Å, then T is .�Å/–thin.
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(3) The collection S is asymptotically transverse-free relative to a geodesic path
system G if there exist � and � such that, for each Å � 1 and  � � , if T is a
geodesic triangle in X whose sides are in G and is S–almost-transverse with
constants  and Å, then T is .�Å/–thin.

Observation 4.14 Suppose T is geodesic triangle that is S–almost-transverse with

constants  and Å. If 
0
<  and Å

0
> Å, then T is S–almost-transverse with constants


0
and Å

0
.

Theorem 4.15 (Sisto [31, Theorem 2.14]) Let .X; d/ be a complete geodesic metric

space and S a collection of subsets of X. Then the following are equivalent :

(1) X is relatively hyperbolic with respect to S.

(2) S is asymptotically transverse-free and there exists an almost-projection system

for S.

(3) S is asymptotically transverse-free relative to a geodesic path system and there

exists an almost-projection system for S,

To be precise, Sisto [31, Theorem 2.14] only explicitly proves that (1) and (2) are
equivalent; however, his proof can be adapted to show the equivalence of (2) and (3).
We will explain how in the appendix.

Part I General remarks about properly embedded simplices

5 Basic properties of simplices

In this section we explain some properties of simplices that we will use throughout the
paper. We begin by considering the standard open simplex in P .R

d
/.

Example 5.1 Let

S D fŒx1 W � � � W xd ç 2 P .R
d
/ W x1 > 0; : : : ; xd > 0g:

Then S is a .d�1/–dimensional simplex. Let G GLd .R/ denote the group generated
by the group of diagonal matrices with positive entries and the group of permutation
matrices. Then

Aut.S/D fŒgç 2 PGLd .R/ W g 2Gg:
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The Hilbert metric on S can be explicitly computed as

HS .Œx1 W � � � W xd ç; Œy1 W � � � Wyd ç/D max
1i;jd

1

2

ˇ̌
ˇ̌log

xiyj

yixj

ˇ̌
ˇ̌:

For details, see [28, Proposition 1.7], [18] or [32].

We also observe the following:

Observation 5.2 Suppose S ⇢P .R
d
/ is a simplex andH Aut.S/ acts cocompactly

on S. Then:

(1) If H0  H is the subgroup of elements that fix the vertices of S, then H0 also

acts cocompactly on S.

(2) If F ⇢ @S is a face of S, then StabH .F / acts cocompactly on F.

Proof Notice that H0 is a finite-index subgroup of H and so (1) follows.

By changing coordinates, we can assume that

S D fŒx1 W � � � W xk W 0 W � � � W 0ç W x1 > 0; : : : ; xk > 0g;
F D fŒx1 W � � � W xl W 0 W � � � W 0ç W x1 > 0; : : : ; xl > 0g;

where l < k.

Consider the onto map ⇡ W S ! F which projects to the first l coordinates. Then
hı⇡ D ⇡ ıh for all h 2H0. By (1) there exists a compact set K ⇢ S with H0 �K D S.
Then ⇡.K/ ⇢ F is compact and

H0 � ⇡.K/D ⇡.H0 �K/D ⇡.S/D F:

So H0 acts cocompactly on F. Since H0  StabH .F /, this proves (2).

Observation 5.3 If S ⇢ P .R
d
/ is a simplex, then .S;HS / is quasi-isometric to real

Euclidean .dimS/–space.

Proof By replacing R
d with SpanS and picking suitable coordinates we can assume

that
S D fŒx1 W � � � W xkC1ç 2 P .R

kC1
/ W x1 > 0; : : : ; xkC1 > 0g:

Next consider the map ˆ W S !R
k defined by

ˆ.Œx1 W � � � W xkC1ç/D
✓
log

x2

x1

; : : : ; log
xkC1

x1

◆

Geometry & Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 449

and define a distance d on R
k by

d.v;w/D 1

2
max

˚
max
1ik

jvi �wi j; max
1i;jk

j.vi � vj /� .wi �wj /j
 
:

Since d is induced by a norm, .Rk
; d / is quasi-isometric to real Euclidean k–space.

Further,

d
�
ˆ.Œx1 W � � � W xkC1ç/; ˆ.Œy1 W � � � WykC1ç/

�
D max

1i;jkC1

1

2

ˇ̌
ˇ̌log

xiyj

yixj

ˇ̌
ˇ̌

and so Example 5.1 implies that ˆ induces an isometry .S;HS /! .R
k
; d /. Hence,

.S;HS / is quasi-isometric to real Euclidean k–space.

We will frequently use the following observation about the faces of properly embedded
simplices:

Observation 5.4 Suppose � ⇢ P .R
d
/ is a properly convex domain and S ⇢ � is a

properly embedded simplex. If x 2 @S, then:

(1) FS .x/ is properly embedded in F�.x/.

(2) FS .x/D S \F�.x/.

Proof By definition FS .x/ ⇢ F�.x/. So, to show that FS .x/ is properly embedded
in F�.x/, it is enough to show that

@FS .x/ ⇢ @F�.x/:

Suppose not. Then, since FS .x/⇢F�.x/, there exists some y 2F�.x/\@FS .x/. Let
v1; : : : ; vp denote the vertices of S. Then, after relabeling, there exist 0 < l < k < p

such that
FS .x/D @S \P .Spanfv1; : : : ; vkg/
FS .y/D @S \P .Spanfv1; : : : ; vlg/:

Pick z 2 @S such that

FS .z/D @S \P .SpanfvkC1; : : : ; vpg/:
Then .z; x/ ⇢ �, but

Œz; yç ⇢ S \P .Spanfv1; : : : ; vk�1; vkC1; : : : ; vpg/ ⇢ @S ⇢ @�:

But, since y 2 F�.x/, this contradicts Observation 3.12(4). Hence, @FS .x/ ⇢ @F�.x/

and so FS .x/ is properly embedded in F�.x/.
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Next we show that FS .x/ D S \ F�.x/. By definition FS .x/ ⇢ S \ F�.x/. To
establish the other inclusion, fix u 2 S \F�.x/ and then fix w 2 .x; u/. Then, since
F�.x/D F�.w/, we have

x; u 2 F�.w/\FS .w/:

But, by part (1),
?D F�.w/\ @FS .w/:

So x; u 2 FS .w/. So FS .x/D FS .w/D FS .u/ and, in particular, u 2 FS .x/. Since
u 2 S \F�.x/ was arbitrary, we see that FS .x/ � S \F�.x/.

6 Linear projections onto simplices

In this section we construct certain linear maps associated to a properly embedded
simplex in a properly convex domain.

Definition 6.1 Suppose that � ⇢ P .R
d
/ is a properly convex domain and S ⇢ � is

a properly embedded simplex with dimS D .q � 1/ � 1. A set of codimension one
linear subspaces H WD fH1; : : : ;Hqg is S–supporting when:

(1) Each P .Hj / is a supporting hyperplane of �,

(2) If F1; : : : ; Fq ⇢ @S are the boundary faces of maximal dimension, then (up to
relabeling) Fj ⇢ P .Hj / for all 1  j  q.

Proposition 6.2 Suppose that � ⇢ P .R
d
/ is a properly convex domain , S ⇢ � is a

properly embedded simplex and H is a set of S–supporting hyperplanes. Then

SpanS ˚
✓ \

H2H
H

◆
DR

d
and �\P

✓ \

H2H
H

◆
D?:

Proof Suppose H WD fH1; : : : ;Hqg, F1; : : : ; Fq ⇢ @S are the boundary faces of
maximal dimension and v1; : : : ; vq are the vertices of S labeled so that Fj ⇢ P .Hj /

and vj … Fj . Let Nv1; : : : ; Nvq 2R
d nf0g be lifts of v1; : : : ; vq , respectively.

First notice that
�\P

✓ \

H2H
H

◆
D?

since P .Hj /\� D? for every j.
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Since S ⇢ P .vj CHj / and S \P .Hj /D?, we must have vj … P .Hj / and hence

(2) vj ˚Hj DR
d

for every j. Further,

(3) v1; : : : ; vj�1; vjC1; : : : ; vq 2 Fj ⇢ P .Hj /

for each j.

Define W WDT
H2H H. We claim that

SpanS ˚W DR
d
:

Since
dimW C dimSpanS � .d � q/C q D d;

it suffices to show that
SpanS \W D f0g:

If not, we can find ˛1; : : : ; ˛q 2R such that

0¤
qX

jD1

j̨ Nvj 2W:

By relabeling we can assume that ˛1 ¤ 0. Then, by (3),

v1 ⇢ Spanfv2; : : : ; vqgCW ⇢ H1;

which contradicts (2). So
SpanS ˚W DR

d
:

Using Proposition 6.2, we define the following linear projection:

Definition 6.3 Suppose � ⇢P .R
d
/ is a properly convex domain, S ⇢ � is a properly

embedded simplex andH is a set of S–supporting hyperplanes. DefineLS;H2End.Rd
/

to be the linear projection

SpanS ˚
✓ \

H2H
H

◆
! SpanS:

We call LS;H the linear projection of � onto S relative to H.

Calling LS;H the linear projection of � onto S is motivated by the following observa-
tion:
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Observation 6.4 LS;H.�/D S:

Proof By Proposition 6.2, P .kerLS;H/\� D?, so LS;H is well defined on �. The
set LS;H.�/ ⇢ P .SpanS/ is connected and contains S D LS;H.S/. Further,

L
�1

S;H
.@S/D

q[

jD1

L
�1

S;H
.Fj / ⇢

q[

jD1

P .Hj /

and so �\L
�1

S;H
.@S/D?. Thus, LS;H.�/D S.

We now derive some basic properties of these projection maps. First, recall, from
Definition 3.11, that

F�.X/D
[

x2X
F�.x/

when � is a properly convex domain and X ⇢ �.

Proposition 6.5 Suppose � ⇢ P .R
d
/ is a properly convex domain , S ⇢ � is a

properly embedded simplex and H is a set of S–supporting hyperplanes. Then:

(1) If x 2 @�\P
�T

H2H H
�
and y 2 @S, then Œx; yç ⇢ @�.

(2) P
�T

H2H H
�
\F�.@S/D?.

Proof Suppose x 2 @� \ P
�T

H2H H
�
and y 2 @S. Then there exists a boundary

face F ⇢ @S of maximal dimension such that y 2 F. Then there exists some H 2H
such that F ⇢ P .H/. Then Œx; yç ⇢ P .H/ and so Œx; yç\� D?. Thus, Œx; yç ⇢ @�.

Next, suppose for a contradiction that

x 2 P

✓ \

H2H
H

◆
\F�.@S/:

Then there exists y 2 @S with x 2 F�.y/. Pick y
0 2 @S such that .y; y0

/ ⇢ S. Then,
by Observation 3.12(4), we also have .x; y0

/ ⇢ �. But this contradicts part (1).

Proposition 6.6 Suppose �⇢P .R
d
/ is a properly convex domain , S ⇢� is a properly

embedded simplex and H is a set of S–supporting hyperplanes. If x 2 F�.@S/, then
LS;H.x/ 2 F�.x/\S.
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Remark 6.7 Notice that LS;H is defined and continuous on

P .R
d
/ nP .kerLS;H/D P .R

d
/ nP

✓ \

H2H
H

◆

and so the previous proposition implies that LS;H.x/ is well defined.

Proof Fix y 2 @S such that x 2 F�.y/. Then there exists an open line segment
` ⇢ F�.y/ with x; y 2 `. Then LS;H.y/ D y and LS;H.`/ is either an open line
segment or a single point. So either LS;H.x/D y or LS;H.x/ and y are contained in
an open line segment in S ⇢ �. So LS;H.x/ 2 F�.y/D F�.x/.

For a general properly embedded simplex, there could be many different sets of sup-
porting hyperplanes, but the next result shows that the corresponding linear projections
form a compact set.

Definition 6.8 Suppose that � ⇢ P .R
d
/ is a properly convex domain and S ⇢ � is a

properly embedded simplex. Define

LS WD fLS;H WH is a set of S–supporting hyperplanesg ⇢ End.Rd
/:

Proposition 6.9 Suppose that � ⇢ P .R
d
/ is a properly convex domain and S ⇢ � is

a properly embedded simplex. Then LS is a compact subset of End.Rd
/.

Proof Suppose that F1; : : : ; Fq ⇢ @S are the boundary faces of S of maximal dimen-
sion. Fix a sequence LS;Hn

of projections. Then

Hn D fHn;1; : : : ;Hn;qg;

where Fj ⇢ P .Hn;j /. Since Grd�1.R
d
/ is compact, we can find nk !1 such that

Hj WD lim
k!1

Hnk ;j

exists in Grd�1.R
d
/ for every 1  j  q. Then Fj ⇢ P .Hj / and P .Hj /\� D? for

every 1  j  q. So HD fH1; : : : ;Hqg is a set of S–supporting hyperplanes. Further,
by definition,

LS;H D lim
k!1

LS;Hnk

in End.Rd
/. Since LS;Hn

was an arbitrary sequence, LS is compact.
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7 Opposite faces of periodic properly embedded simplices

In this section we establish a structure theorem for periodic properly embedded sim-
plices.

Definition 7.1 Given a properly convex domain � ⇢P .R
d
/ and a properly embedded

simplex S ⇢ �, we say that S is periodic if StabAut.�/.S/ acts cocompactly on S.

Definition 7.2 Suppose S ⇢P .R
d
/ is a simplex. Two faces F1; F2 ⇢ @S are opposite

when

(1) F1\F2 D?, and

(2) SpanS D Span.F1[F2/.

Two points x1; x2 2 @S are opposite if their faces FS .x1/ and FS .x2/ are opposite.

Observation 7.3 If S ⇢ P .R
d
/ is a simplex, then two faces F1; F2 ⇢ @S are opposite

if and only if there exists a labeling v1; : : : ; vp of the vertices of S such that

F1 D rel-int.ConvHullSfv1; : : : ; vqg/;
F2 D rel-int.ConvHullSfvqC1; : : : ; vpg/

for some 1  q  p � 1.

Observation 7.4 If S ⇢ P .R
d
/ is a simplex and x1; x2 2 @S are opposite , then

.x1; x2/ ⇢ S.

Theorem 7.5 Suppose � ⇢ P .R
d
/ is a properly convex domain , S is a properly

embedded simplex in � and StabAut.�/.S/ acts cocompactly on S. Assume x1; x2 2 @S

are opposite points. If

V1 D SpanF�.x1/; V2 D SpanF�.x2/ and V D V1CV2;

then V1\V2 D f0g and

�\P .V /D rel-int
�
ConvHull�.F�.x1/[F�.x2//

�
:

Remark 7.6 (1) For the last equality, notice that “�” is a consequence of convexity.

(2) Since we are assuming that opposite points exist, we must have dimS � 1.
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Before proving the theorem we state and prove two corollaries.

Corollary 7.7 With the hypotheses of Theorem 7.5:

(1) If y1 2 F�.x1/ and y2 2 F�.x2/, then .y1; y2/ ⇢ �.

(2) If y1 2 @F�.x1/ and y2 2 F�.x2/, then Œy1; y2ç ⇢ @�.

(3) If y1 2 F�.x1/ and y2 2 @F�.x2/, then Œy1; y2ç ⇢ @�

Proof This follows immediately from Theorem 7.5 and the fact that @.�\P .V //⇢@�.

Corollary 7.8 With the hypotheses of Theorem 7.5, if S1 ⇢F�.x1/ and S2 ⇢F�.x2/

are properly embedded simplices , then

S
0 WD rel-int.ConvHull�.S1[S2//

is a properly embedded simplex of � with

dimS
0 D dimS1C dimS2C 1:

Proof Let v1; : : : ; vp be the extreme points of S1 and let w1; : : : ; wq be the extreme
points of S2. Since V1 \ V2 D f0g, the lines v1; : : : ; vp; w1; : : : ; wq are linearly
independent in Rd . Then Corollary 7.7 implies that S 0 is a properly embedded simplex
with vertices v1; : : : ; vp; w1; : : : ; wq and so

dimS
0 D pC q � 1D .p � 1/C .q � 1/C 1D dimS1C dimS2C 1:

The rest of the section is devoted to the proof of Theorem 7.5. So fix S ⇢ � ⇢ P .R
d
/

and x1; x2 2 @S as in the statement of the theorem.

First, StabAut.�/.S/ permutes the faces of S and S has finitely many faces, so there
exists a finite-index subgroup G  StabAut.�/.S/ which stabilizes each face of S. Then
G.V1/ D V1, G.V2/ D V2, GjV1

 Aut.F�.x1// and GjV2
 Aut.F�.x2//. Further,

G acts cocompactly on S since G has finite index in StabAut.�/.S/.

Lemma 7.9 Fix p0 2 .x1; x2/. There exist y1 2FS .x1/, y2 2FS .x2/ and a sequence

an 2G such that

(1) y1 D limn!1 anp0,

(2) y1 D limn!1 anx1, and

(3) y2 D limn!1 anx2.
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Proof Let v1; : : : ; vp be the extreme points of S labeled so that

FS .x1/D rel-int.ConvHull�fv1; : : : ; vqg/;
FS .x2/D rel-int.ConvHull�fvqC1; : : : ; vpg/;

where q D 1C dimFS .x1/.

Let W WD SpanS. Since G fixes each extreme point and acts cocompactly on S, we
can find a sequence an 2G with

anjW D

2

4
�n;1

: : :

�n;p

3

5

relative to the basis v1; : : : ; vp of W and

lim
n!1

�n;i

�n;j

D

8
<

:

ci;j 2 .0;1/ if 1  i; j  q;

1 if 1  i  q < j  p;

ci;j 2 .0;1/ if q < i; j  p:

Then define

y1 WD Œdiag.c1;1; : : : ; cq;1; 0; : : : ; 0/ç � x1 D lim
n!1 anx1 2 FS .x1/;

y2 WD Œdiag.0; : : : ; 0; cqC1;qC1; : : : ; cp;qC1/ç � x2 D lim
n!1 anx2 2 FS .x2/:

Then limn!1 anp0 D y1.

Next let a1;n D anjV1
2 Aut.F�.x1// and a2;n D anjV2

2 Aut.F�.x2//. Since
limn!1 a1;n.x1/ D y1 2 FS .x1/ and Aut.F�.x1// acts properly on F�.x1/, we
see that

fa1;n W n � 0g ⇢ Aut.F�.x1//

is relatively compact. The same argument implies that

fa2;n W n � 0g ⇢ Aut.F�.x2//

is relatively compact. So, by passing to a subsequence, we can suppose that a1 WD
limn!1 a1;n exists in Aut.F�.x1// and a2 WD limn!1 a2;n exists in Aut.F�.x1//.

Lemma 7.10 V1\V2 D f0g:

Proof Suppose not. Then fix a decomposition

V D .V1\V2/˚W1˚W2
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with V1D .V1\V2/˚W1 and V2D .V1\V2/˚W2. Then, relative to this decomposition,

anjV D

2

64
A
.n/

1;1
A
.n/

1;2
A
.n/

1;3

0 A
.n/

2;2
0

0 0 A
.n/

3;3

3

75

for some A
.n/

1;1
2 GL.V1 \ V2/, A

.n/

1;2
2 Lin.W1; V1 \ V2/, A

.n/

1;3
2 Lin.W2; V1 \ V2/,

A
.n/

2;2
2 GL.W1/ and A

.n/

3;3
2 GL.W2/.

Then
a1;n D

"
A
.n/

1;1
A
.n/

1;2

0 A
.n/

2;2

#
and a2;n D

"
A
.n/

1;1
A
.n/

1;3

0 A
.n/

3;3

#

relative to the decompositions V1 D .V1 \ V2/ ˚ W1 and V2 D .V1 \ V2/ ˚ W2,
respectively.

Since a1;n converges to a1 in PGL.V1/, there exists a sequence t1;n 2R such that

A1 WD lim
n!1 t1;n

 
A
.n/

1;1
A
.n/

1;2

0 A
.n/

2;2

!
2 GL.V1/

and a1 D ŒA1ç. For the same reasons, there exists a sequence t2;n 2R such that

A2 WD lim
n!1 t2;n

 
A
.n/

1;1
A
.n/

1;3

0 A
.n/

3;3

!
2 GL.V2/

and a2 D ŒA2ç.

Since t1;nA
.n/

1;1
and t2;nA

.n/

1;1
both converge in GL.V1\V2/, we must have

0¤ c WD lim
n!1

t2;n

t1;n

:

But then

t1;n

0

B@
A
.n/

1;1
A
.n/

1;2
A
.n/

1;3

0 A
.n/

2;2
0

0 0 A
.n/

3;3

1

CA

converges in GL.V /, which implies that anjV converges in PGL.V /. But, by construc-
tion, anjV diverges in PGLd .R/. So we have a contradiction and hence V1\V2 D f0g.

Next let ⇡1 W V ! V1 and ⇡2 W V ! V2 be the projections relative to the decomposition
V D V1˚V2. To show that

�\P .V /D rel-int
�
ConvHull�.F�.x1/[F�.x2//

�
;

it is enough to show that ⇡1.�\P .V //D F�.x1/ and ⇡2.�\P .V //D F�.x2/.
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Lemma 7.11 ⇡1.�\P .V //D F�.x1/:

Proof Since F�.x1/ ⇢ �\P .V /, we clearly have

F�.x1/ ⇢ ⇡1.�\P .V //:

Relative to the decomposition V D V1˚V2, we have

anjV D

B1;n 0

0 B2;n

�
;

where B1;n 2 GL.V1/, ŒB1;nç D a1;n, B2;n 2 GL.V2/ and ŒB2;nç D a2;n. Since a1;n

converges to a1 in PGL.V1/, there exists a sequence s1;n 2R such that

B1 WD lim
n!1 s1;nB1;n 2 GL.V1/

and a1 D ŒB1ç. Similarly, there exists a sequence ss;n 2R such that

B2 WD lim
n!1 s2;nB2;n 2 GL.V2/

and a2 D ŒB2ç.

Since limn!1 anp0 D y1 2 F�.x1/, we must have

lim
n!1

s1;n

s2;n

D 0:

Then anjV converges to ŒT ç 2 P .End.V //, where

T D
✓
B1 0

0 0

◆
2 End.V /:

Notice that a�1

1
ı ŒT ç D Œ⇡1ç.

Fix p2�\P .V /. We claim that T .p/2F�.x1/. Since kerT DV2 and P .V2/\�D?,
we have p … P .kerT /. So

T .p/D lim
n!1 an.p/:

Then, since limn!1 an.p0/ D y1 2 F�.x1/, Proposition 3.13 implies that T .p/ 2
F�.x1/. Since p 2 �\P .V / was arbitrary,

T .�\P .V // ⇢ F�.x1/:

Then

⇡1.�\P .V //D .a
�1

1
ı ŒT ç/.�\P .V // ⇢ a

�1

1
.F�.x1//D F�.x1/;

since a1 2 Aut.F�.x1//.
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Applying the same argument to a
�1
n

shows that

⇡2.�\P .V //D F�.x2/;

which completes the proof.

Part II The naive convex cocompact case

8 Invariant and isolated sets of simplices are periodic

In this section we show that any isolated and invariant family of properly embedded
simplices of dimension at least two satisfies properties (1) and (2) of Theorem 1.19.

Proposition 8.1 Suppose .�; C; ƒ/ is a naive convex cocompact triple and S is an

isolated and ƒ–invariant family of maximal properly embedded simplices in C of

dimension at least two. Then:

(1) S is a locally finite collection; that is , for any compact set K ⇢ �, the set

fS 2 S W S \K ¤?g
is finite.

(2) ƒ has finitely many orbits in S.

(3) If S 2 S, then Stabƒ.S/ acts cocompactly on S and contains a finite-index

subgroup isomorphic to Z
k , where k D dimS.

Parts (1) and (2) are simple consequences of the definition. The proof of the first
assertion in part (3) is nearly identical to the proof of the analogous result in the
CAT.0/ setting; see Wise [33, Proposition 4.0.4], Hruksa [19, Theorem 3.7] or Hruska
and Kleiner [20, Section 3.1].

Proof Since S is closed and discrete in the local Hausdorff topology, part (1) is true.
To prove part (2), fix a compact set K ⇢ C such that ƒ �K D C. Then each ƒ–orbit of S
intersects K and, by part (1), there are only finitely many such intersections. Hence,
there are only finitely many ƒ–orbits in S.

To prove part (3), fix S 2 S. Let

X WD fg 2ƒ W S \gK ¤?g:
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Then S DS
g2X .S \gK/. Since .g�1

S/\K ¤? when g 2X, part (1) implies that
the set

fg�1
S W g 2Xg

is finite. Since

g
�1

S D h
�1

S () gh
�1 2 Stabƒ.S/ () Stabƒ.S/g D Stabƒ.S/h;

there exist g1; : : : ; gm 2X such that

[

g2X
Stabƒ.S/g D

m[

jD1

Stabƒ.S/gj :

Then the set yK WDS
m

jD1
S \gjK is compact and

Stabƒ.S/ � yK D
[

g2X
S \gK D S:

So Stabƒ.S/ acts cocompactly on S.

Finally, we show that Stabƒ.S/ contains a finite-index subgroup isomorphic to Z
k ,

where k D dimS. First, let G  Stabƒ.S/ denote the subgroup of elements which fix
every vertex of S. Then G has finite index in Stabƒ.S/. Next let V WD SpanS and
consider the homomorphism

' WG ! Aut.S/  PGL.V /; '.g/D gjV :

Fix v1; : : : ; vkC1 2 V such that Œv1ç; : : : ; ŒvkC1ç are the vertices of S. Then, relative to
the basis v1; : : : ; vkC1,

'.G/  D WD fŒdiag.a1; : : : ; akC1/ç W a1; : : : ; akC1 > 0g ä .R
k
;C/:

Further, '.G/ is a lattice of D since G acts properly and cocompactly on S. So '.G/

is isomorphic to Z
k .

Every element of ker' acts trivially on S. Then, since Aut.�/ acts properly on �, the
group ker'  G is finite. By Selberg’s lemma, there exists a torsion-free finite-index
subgroup ƒ0  ƒ. Then

H WDƒ0\G  Stabƒ.S/

has finite index. Further, ker'\H D f1g since H is torsion-free. So H is isomorphic
to '.H/. Finally, '.H/  '.G/ ä Z

k has finite index so '.H/ is also isomorphic
to Z

k .
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9 Faces of properly embedded simplices

In this section we show that any isolated, coarsely complete and invariant family of
properly embedded simplices can be refined to a family which also satisfies property (4)
of Theorem 1.19.

Theorem 9.1 Suppose .�; C; ƒ/ is a naive convex cocompact triple with coarsely

isolated simplices. Let S0 be an isolated , coarsely complete and ƒ–invariant family of

maximal properly embedded simplices in C of dimension at least two. Then there exists

an isolated , coarsely complete and ƒ–invariant subfamily S ⇢ S0 with the following

additional property:

.?/ There existsD1 > 0 such that , if S 2 S and x 2 @S, then

H
Haus
F�.x/

.C \F�.x/; FS .x//  D1:

Remark 9.2 By Observation 5.4, if � ⇢ P .R
d
/ is a properly convex domain, S ⇢ �

is a properly embedded simplex and x 2 @S, then

S \F�.x/D FS .x/\F�.x/D FS .x/:

However, if C ⇢ � is a general convex subset and x 2 @i C, then

C \F�.x/ � FC.x/\F�.x/ � FC.x/

and both inclusions can be strict.

The rest of the section is devoted to the proof of this theorem. We will need the
following observation about simplices:

Lemma 9.3 Suppose S ⇢ P .R
d
/ is a simplex and .a; b/ ⇢ S is a properly embedded

line. If p 2 S, then there exist a0 2 FS .a/ and b
0 2 FS .b/ such that p 2 .a

0
; b

0
/.

Proof Let X ⇢ S be the set of points p 2 S where there exist a0 2 FS .a/ and
b
0 2 FS .b/ such that p 2 .a

0
; b

0
/. By hypothesis, X is nonempty. Next let G  Aut.S/

denote the group of automorphisms that fix all vertices. Then G acts transitively on S

(see Example 5.1). Further, G �FS .a/D FS .a/ and G �FS .b/D FS .b/. So G �X DX.
Then X D S since G acts transitively on S.

We start by making an initial reduction.
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Lemma 9.4 Suppose .�; C; ƒ/ is a naive convex cocompact triple with coarsely

isolated simplices. Let S0 be an isolated , coarsely complete and ƒ–invariant family of

maximal properly embedded simplices in C of dimension at least two. Then there exists

an isolated , coarsely complete and ƒ–invariant subfamily S ⇢ S0 with the following

additional property:

.?/ If S1; S2 2 S and dimS1 < dimS2, then

1D sup
p2S1

H�.p; S2/:

Proof Since S0 is coarsely complete there exists D0 > 0 such that, if S ⇢ C is a
properly embedded simplex of dimension at least two, then there exists some S 0 2 S0

with
S ⇢ N�.S

0ID0/:

Let X ⇢ S0 be the set of simplices S 2 S0 where there exists some S
0 2 S0 with

dimS < dimS
0 and

sup
p2S

H�.p; S
0
/ <C1:

Notice that X is a ƒ–invariant subset of S0. Next, for each S 2X, define

m.S/ WD inf
S

02S0

dimS<dimS
0

sup
p2S

H�.p; S
0
/:

Then m.S/ is finite and ƒ–invariant. Further, Proposition 8.1 implies that there are
only finitely many ƒ–orbits in X. So

M WD sup
S2X

m.S/D max
S2X

m.S/ <C1:

We claim that S WD S0 nX satisfies the conclusion of the proposition. By construction,
if S1; S2 2 S and dimS1 < dimS2, then

1D sup
p2S1

H�.p; S2/:

Further, since X is ƒ–invariant, the set S is ƒ–invariant. Also, since S ⇢ S0, the set S
is closed and discrete in the local Hausdorff topology. The following claim proves that
S is coarsely complete:

Claim If S ⇢ C is a properly embedded simplex of dimension at least two , then there

exists some S
0 2 S with

S ⇢ N�.S
0ID/;

whereD WDD0C .d � 3/M.

Geometry & Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 463

Fix a properly embedded simplex S ⇢ C of dimension at least two. Then there exists
some S1 2 S0 such that

S ⇢ N�.S1ID0/:

If S1 2 S, we are done. Otherwise there exist k 2 f2; : : : ; d �2g, S2; S3; : : : ; Sk�1 2X

and Sk 2 S such that

(1) Sj ⇢ N�.SjC1IM/ for j D 1; : : : ; k � 1, and

(2) dimSj < dimSjC1 for j D 1; : : : ; k � 1.

Then
S ⇢ N�.SkID0C .k � 1/M/ ⇢ N�.SkID/:

Since S was an arbitrary properly embedded simplex of dimension at least two in C,
this completes the proof of the claim and the proposition.

For the rest of the section fix �, C, ƒ and S0 satisfying the hypotheses of Theorem 9.1.
Fix S ⇢ S0 satisfying Lemma 9.4. Since S is coarsely complete, there exists D0 > 0

such that, if S ⇢ C is a properly embedded simplex of dimension at least two, then
there exists some S 0 2 S such that

S ⇢ N�.S
0ID0/:

Since each simplex has finitely many faces and there are only finitely many distinct
orbits of properly embedded simplices in S (see Proposition 8.1), it is enough to show
that, if S 2 S and x 2 @S, then

(4) H
Haus
F�.x/

.C \F�.x/; FS .x// <C1:

Suppose for a contradiction that (4) fails for some choice of S 2 S and x 2 @S. We can
choose S and x so that

(5) .dimF�.x/; dimF�.x/� dimFS .x//

is minimal in lexographical order among all examples which fail to satisfy (4).

9.1 The vertex case

In this subsection we show that x is not a vertex of S.

Lemma 9.5 x is not a vertex of S.
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u un x

F�.x/

Sn
Qun

zSn

v2

v1

v3

Figure 1: Diagram illustrating the proof of Lemma 9.5.

Proof Suppose for a contradiction that x is a vertex of S. Then let v2; : : : ; vp be the
other vertices of S.

We will first show that C \F�.x/ contains a properly embedded line and then use this
line to obtain a contradiction.

Claim C \F�.x/ contains a properly embedded line.

By assumption,

1DH
Haus
F�.x/

.C \F�.x/; FS .x//DH
Haus
F�.x/

.C \F�.x/; fxg/:

So there exists u 2 C \ @F�.x/. Fix a sequence

un 2 Œx; u/ ⇢ F�.x/

such that limn!1 un D u. Lemma 3.18 implies that un; v2; : : : ; vp are the vertices of
a properly embedded simplex Sn ⇢ � of dimension dimSn D dimS � 2. Then, for
each n, there exists zSn 2 S such that

Sn ⇢ N�. zSnID0/:

Then, by Proposition 3.13, for each n there exists Qun 2 @ zSn such that

HF�.x/. Qun; un/  D0:
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If Qun is not a vertex of zSn, then Observation 5.4 implies that F zSn
. Qun/ is properly

embedded in F�.x/ and the claim is established (see Figure 1). So we may assume
that Qun is a vertex of zSn.

Next pick gn 2 ƒ and a compact set K ⇢ � such that gn zSn \K ¤ ? for all n � 0.
Then, by Proposition 8.1, the set

fgn zSn W n � 0g

is finite. So, by passing to a subsequence, we can suppose that

zS WD gn
zSn D gm

zSm

for all n;m � 0. Since Qun is a vertex of zSn, gn Qun is a vertex of zS for all n � 0. Since
zS has finitely many vertices, by passing to a subsequence we can suppose that

Qu WD gn Qun D gm Qum

for all n;m � 0. Then, for all n � 0, let

F WD F�. Qu/D gnF�.x/:

After passing to a subsequence, we can assume that gn.u; x/ converges to .u1; x1/⇢F.
We claim that .u1; x1/ is properly embedded in F. By construction, gnu 2 @F for
all n, so u1 2 @F. Since

lim
n!1HF . Qu; gnun/D lim

n!1HF�.x/. Qun; un/  D0;

we can pass to another subsequence such that limn!1 gnun exists in F. Since gnun 2
gn.u; x/, this implies that .u1; x1/ ⇢ F. Further,

lim
n!1HF .gnun; gnx/D lim

n!1HF�.x/.un; x/D1:

Hence, x1 2 @F and so .u1; x1/ is a properly embedded line in F. Then F�.x/D
g

�1

1
F also contains a properly embedded line. This completes the proof of the claim.

Now suppose that .a; b/ ⇢ C\F�.x/ is a properly embedded line. Then Corollary 7.8
implies that a; b; v2; : : : ; vp are the vertices of a properly embedded simplex S

0 in �

of dimension p. Then there exists zS 2 S such that

S
0 ⇢ N�. zS ID0/:

Then Observation 5.3 implies that dim zS � p > dimS.
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Now fix x
0 2 .a; b/. Since x0 2 F�.x/, Lemma 3.18 implies that x0

; v2; : : : ; vp are the
vertices of a properly embedded simplex S

00 and

H
Haus
�

.S; S
00
/  HF�.x/.x; x

0
/:

Since S 00 ⇢ S
0, we then have

S ⇢ N�. zS ID0CHF�.x/.x; x
0
//:

Finally, since dimS < dim zS, we have a contradiction with the condition in Lemma 9.4.

9.2 Using the fact that simplices are coarsely isolated

By Lemma 9.5 and Observation 5.4, FS .x/ is a properly embedded simplex in F�.x/

with dimension at least one. In particular, @FS .x/¤?. Next, recall from Definition 3.11
that

F�.@FS .x//D
[

y2@FS .x/

F�.y/:

In this subsection we will prove the following:

Proposition 9.6 C \F�.@FS .x// is a connected component of C \ @F�.x/.

The rest of this subsection is devoted to the proof of Proposition 9.6.

Lemma 9.7 C \F�.@FS .x// is closed in C \ @F�.x/.

Proof Suppose vn 2 C \F�.@FS .x// converges to v1 2 C \ @F�.x/. Since FS .x/

has finitely many faces, by passing to a subsequence we can suppose that there exists
y 2 @FS .x/ such that vn 2 F�.y/ for all n.

Since F�.y/ ⇢ @F�.x/, our minimality assumption—see (5)— implies that

R WDH
Haus
F�.y/

.FS .y/; C \F�.y// <C1:

So, for every n, there exists v0
n
2 FS .y/ ⇢ @FS .x/ such that HF�.y/.vn; v

0
n
/  R.

Passing to a subsequence, we can suppose that v01 WD limn!1 v
0
n
2 @FS .x/ exists.

Then, by Proposition 3.13,

v1 2 F�.v
0
1/ ⇢ F�.@FS .x//:
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zn

z1

F�.y/

y

T

x

FS .x/

S

yop

xop

Figure 2: Diagram illustrating the proof by contradiction that C\F�.@FS .x//

is open in C\@F�.x/. The sequence of points zn …F�.@FS .x// but converge
to z1 2 F�.y/ where y 2 @FS .x/.

Proving that C \ F�.@FS .x// is open in C \ @F�.x/ is much more involved (see
Figure 2). Assume for a contradiction that this is false. Then there exist y 2 @FS .x/,
z1 2 F�.y/ and a sequence

zn 2 C \ @F�.x/ nF�.@FS .x//

such that limn!1 zn D z1.

Then let yop 2 @FS .x/ be a point opposite to y in FS .x/ and let xop 2 @S be a point
opposite to x in S. For each n, define

Tn WD rel-int.ConvHull�fzn; yop; xopg/:
Then define

T WD rel-int.ConvHull�fz1; yop; xopg/:

Lemma 9.8 T is a properly embedded simplex in C.
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Proof By construction,

rel-int.ConvHull�fy; yop; xopg/

is a properly embedded simplex in S and hence in � (see Corollary 7.7). Then T is
also a properly embedded simplex in � by Lemma 3.18.

Lemma 9.9 For n sufficiently large , Tn is a properly embedded simplex in C.

Proof By construction, Œyop; xopç ⇢ @S ⇢ @� and

Œzn; yopç ⇢ F�.x/ ⇢ @�:

Since zn 2 @F�.x/, Corollary 7.7 implies that Œzn; xopç ⇢ @�. Finally, Tn converges to
T and so, for n large enough, Tn intersects �. Thus, for n sufficiently large, Tn is a
properly embedded simplex in �.

Then, by passing to a subsequence, we can suppose that Tn ⇢ C is a properly embedded
simplex of dimension at least two for all n. Since S is coarsely complete, for each n

there exists zSn 2 S such that

Tn ⇢ N�. zSnID0/:

Since the sequence Tn converges to T, there exists some compact subset K ⇢ � such
that zSn\K ¤? for all n. Thus, by Proposition 8.1 and passing to a subsequence, we
can suppose that

zS WD zSn

for all n � 0. Then
T [

[

n�0

Tn ⇢ N�. zS ID0/:

By Proposition 3.13, there exist Qx; Qyop; Qy; Qzn; Qxop 2 @ zS such that

Qx 2 F�.x/; Qyop 2 F�.yop/; Qy 2 F�.y/D F�.z1/; Qzn 2 F�.zn/; Qxop 2 F�.xop/:

Lemma 9.10 H
Haus
F�.x/

.FS .x/; F zS . Qx// <C1:

Proof Since
F�.yop/D F�. Qyop/ ⇢ @F�.x/;
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our minimality assumption—see (5)— implies that

R1 WDH
Haus
F�.yop/

.FS .yop/; F zS . Qyop//
 H

Haus
F�.yop/

.FS .yop/; C \F�.yop//CH
Haus
F�. Qyop/

.C \F�. Qyop/; F zS . Qyop// <C1:

Likewise,
R2 WDH

Haus
F�.y/

.FS .y/; F zS . Qy// <C1:

By Lemma 9.3, for every p 2 FS .x/, there exist p1 2 FS .y/ and p2 2 FS .yop/ such
that p 2 .p1; p2/. Then there exist Qp1 2 F zS . Qy/ and Qp2 2 F zS . Qyop/ such that

HF�.y/.p1; Qp1/;HF�.yop/.p2; Qp2/  maxfR1; R2g:

Then, by Proposition 3.14,

HF�.x/.p; F zS . Qx//  HFS .x/.p; . Qp1; Qp2//  H
Haus
FS .x/

..p1; p2/; . Qp1; Qp2//

 maxfHF�.y/.p1; Qp1/;HF�.yop/.p2; Qp2/g  maxfR1; R2g:

The same argument shows that, if q 2 F zS . Qx/, then

HF�.x/.q; FS .x//  maxfR1; R2g:
So

H
Haus
F�.x/

.FS .x/; F zS . Qx//  maxfR1; R2g:

Since Qzn 2 @F zS . Qx/, Lemma 9.10 and Proposition 3.13 imply that there exists an 2
@FS .x/ with an 2 F�. Qzn/D F�.zn/. So zn 2 F�.an/ ⇢ F�.@FS .x//, which contra-
dicts our assumption that

zn 2 C \ @F�.x/ nF�.@FS .x//:

Hence, C \F�.@FS .x// is open in C \ @F�.x/.

9.3 Using the group action

In this subsection we use the action of Stabƒ.FS .x// to upgrade Proposition 9.6. We
begin with the following observation:

Observation 9.11 Stabƒ.FS .x// acts cocompactly on FS .x/ and Stabƒ.FS .x// 
Stabƒ.F�.x//.
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Proof The first assertion follows from Proposition 8.1 and Observation 5.2.

For the second, if g 2 Stabƒ.FS .x//, then

F�.x/\gF�.x/ � FS .x/\gFS .x/D FS .x/¤?:

Hence, gF�.x/D F�.x/.

Proposition 9.12 C \F�.@FS .x//D C \ @F�.x/:

Proof By Observation 5.4, C \F�.@FS .x// ⇢ C \ @F�.x/. For the other inclusion,
fix z 2 C \ @F�.x/.

Case 1 (there exists y 2 @FS .x/ such that Œy; zç ⇢ @F�.x/) Then y and z are in the
same connected component of C \ @F�.x/. So Proposition 9.6 implies that

z 2 C \F�.@FS .x//:

Case 2 (.y; z/ ⇢ F�.x/ for every y 2 @FS .x/) Using Observation 9.11, there
exists an unbounded sequence gn 2 Stabƒ.FS .x//. By passing to a subsequence, we
can suppose that y1 WD limn!1 gn.x/ and y2 WD limn!1 g

�1
n

.x/ both exist. Then
y1; y2 2 @FS .x/. Observation 9.11 also implies that

fgnz W n � 0g ⇢ C \ @F�.x/:

We claim that this set intersects F�.@FS .x//.

Let V WDSpanF�.x/. By passing to a subsequence, we can assume that gnjV converges
in P .End.V // to some T 2 P .End.V //. Then

T .w/D lim
n!1gn.w/

for all w 2 P .V / nP .kerT /. By Proposition 3.16,

image.T / ⇢ SpanFF�.x/.y1/D SpanF�.y1/;

y2 2 P .kerT / and P .kerT /\F�.x/D?.

We claim that z … P .kerT /. Otherwise, Œy2; zç ⇢ P .kerT / and so Œy2; zç ⇢ @F�.x/.
This contradicts our assumptions for Case 2. Then

T .z/D lim
n!1gn.z/ 2 C \P .SpanF�.y1//D C \F�.y1/ ⇢ C \F�.@FS .x//:

Then Proposition 9.6 implies that

gnz 2 C \F�.@FS .x//
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for n sufficiently large. Then

z 2 g
�1

n

�
C \F�.@FS .x//

�
D C \F�.@FS .x//

and the proof is complete in this case.

9.4 Finishing the proof of Theorem 9.1

Since HHaus
F�.x/

.C\F�.x/; FS .x//D1, for every n � 1, there exists wn 2 C\F�.x/

with
HF�.x/.wn; FS .x// � n:

Then, for each n, pick xn 2 FS .x/ such that

HF�.x/.wn; xn/DHF�.x/.wn; FS .x//:

Using Observation 9.11, translating by elements in Stabƒ.FS .x// and passing to a
subsequence, we can assume that

x1 WD lim
n!1 xn exists and x1 2 FS .x/:

By passing to a further subsequence, we can also assume that

w1 WD lim
n!1wn 2 C \F�.x/

exists. In fact, w1 2 C \ @F�.x/ since

lim
n!1HF�.x/.wn; x1/ � lim

n!1.HF�.x/.wn; xn/�HF�.x/.xn; x1//D1:

So Proposition 9.12 implies that w1 2 F�.y/ for some y 2 @FS .x/.

Next fix p 2 Œx1; w1/ ⇢ F�.x/. Then, by Proposition 3.14,

HF�.x/.p; FS .x//  HF�.x/.p; Œx1; y//  H
Haus
F�.x/

�
Œx1; w1/; Œx1; y/

�

 HF�.y/.w1; y/:

Then fix a sequence pn 2 Œxn; wnç with limn!1 pn D p. Then

HF�.x/.pn; xn/DHF�.x/.wn; xn/�HF�.x/.wn; pn/

DHF�.x/.wn; FS .x//�HF�.x/.wn; pn/

 HF�.x/.wn; pn/CHF�.x/.pn; FS .x//�HF�.x/.wn; pn/

DHF�.x/.pn; FS .x//:
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Taking n!1 yields

HF�.x/.p; x1/  HF�.x/.p; FS .x//  HF�.y/.w1; y/:

Since p 2 Œx1; w1/ is arbitrary, we have

1D lim
q2Œx1;w1/

q!w1

HF�.x/.q; x1/  HF�.y/.w1; y/ <1

and we have a contradiction. This finishes the proof of Theorem 9.1.

10 Proof of Theorem 1.17

For the rest of the section let .�; C; ƒ/ be a naive convex cocompact triple with coarsely
isolated simplices. We will describe a procedure for producing a family of strongly
isolated, coarsely complete and ƒ–invariant maximal properly embedded simplices
in C of dimension at least two.

Let Smax denote the family of all maximal properly embedded simplices in C of
dimension at least two. Then let X ⇢ Smax be the set of simplices S 2 Smax where
there exists some S 0 2 Smax with dimS < dimS

0 and

sup
p2S

H�.p; S
0
/ <C1:

Next let ySmax WD Smax nX. That is, ySmax consists of the maximal properly embedded
simplices of dimension at least two that are not contained in a tubular neighborhood of
a properly embedded simplex with strictly larger dimension.

For each simplex S 2 ySmax we construct a new simplexˆ.S/ as follows. Let v1; : : : ; vp
be the vertices of S. Then define (see Remark 10.2 to see why this is well defined)

wj WD CoMF�.vj /
.C \F�.vj // for 1  j  p

and
ˆ.S/ WD �\P .Spanfw1; : : : ; wpg/:

Finally, define
Score WD fˆ.S/ W S 2 ySmaxg:

Theorem 1.17 will be a consequence of the following theorem:

Theorem 10.1 Score is a well-defined , strongly isolated , coarsely complete and ƒ–

invariant family of maximal properly embedded simplices in C of dimension at least

two.
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Remark 10.2 (1) To show that Score is well defined we need to show that C\F�.v/

is a compact subset of F�.v/ for every simplex S 2 ySmax and vertex v of S.

(2) The map ˆ selects from each family of parallel simplices a canonical “core”
simplex, thus motivating the notation Score.

The rest of this section is devoted to the proof of Theorem 10.1. Let S0 be an isolated,
coarsely complete and ƒ–invariant family of maximal properly embedded simplices
in C of dimension at least two. By Theorem 9.1 and passing to a subfamily of S0, we
can assume that there exists R > 0 such that, if S 2 S0 and x 2 @S, then

(6) H
Haus
F�.x/

.C \F�.x/; FS .x//DH
Haus
F�.x/

.C \F�.x/; S \F�.x//  R:

By Lemma 9.4 and passing to another subfamily of S0, we can also assume that, if
S1; S2 2 S0 and dimS1 < dimS2, then

(7) 1D sup
p2S1

H�.p; S2/:

The next two lemmas show that S0 and ySmax are “coarsely the same”.

Lemma 10.3 S0 ⇢ ySmax:

Proof Fix S0 2S0 and suppose S1 2Smax with dimS1> dimS0. Since S0 is coarsely
complete there exists S2 2 S0 and r > 0 such that

S1 ⇢ N�.S2I r/:

Then Observation 5.3 implies that dimS1  dimS2. So, by (7),

sup
p2S0

H�.p; S1/ � �r C sup
p2S0

H�.p; S2/D1:

Since S1 2 Smax was an arbitrary simplex with dimS1 > dimS0, we see that S0 2
Smax nX D ySmax.

Lemma 10.4 If S 2 ySmax has vertices v1; : : : ; vp, then there exists S0 2 S0 with

dimS0 D dimS and a labeling w1; : : : ; wp of the vertices of S0 such that

F�.vj /D F�.wj /

for all 1  j  p. Moreover ,

H
Haus
�

.S; S0/  R:
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Proof Since S0 is coarsely complete, there exists S0 2 S0 and r > 0 such that

S ⇢ N�.S0I r/:

Then Observation 5.3 implies that dimS  dimS0. Then, since S 2 ySmax, we must
have dimS D dimS0.

By Proposition 3.13, there exist w1; : : : ; wp 2 @S0 such that

F�.vj /D F�.wj /

for all 1  j  p. Then, by Lemma 3.18,

S
0
0
WD P .Spanfw1; : : : ; wpg/\� ⇢ S0

is a properly embedded simplex with vertices w1; : : : ; wp. Then, since

dimS
0
0
D dimS D dimS0;

we must have S0 D S
0
0
. This proves the first assertion in the lemma.

Now the “moreover” part is a consequence of (6) and Lemma 3.18.

Lemma 10.5 If S 2 ySmax, then ˆ.S/ is a well-defined maximal properly embedded

simplex in C and

(8) H
Haus
�

.S;ˆ.S//  2R:

Moreover ,
Score D fˆ.S/ W S 2 S0g:

Proof Fix S 2 ySmax and let v1; : : : ; vp be the vertices of S. By Lemma 10.4, there exist
S0 2 S0 and a labeling w1; : : : ; wp of the vertices of S0 such that F�.wj /D F�.vj /

for all 1  j  p. Then, by (6),

H
Haus
F�.vj /

.C \F�.vj /; fvj g/  H
Haus
F�.wj /

.C \F�.wj /; fwj g/CHF�.vj /
.wj ; vj /

 2H
Haus
F�.wj /

.C \F�.wj /; fwj g/  2R:

So C \F�.vj / is a compact subset of F�.vj /. Hence,

CoMF�.vj /
.C \F�.vj //

is well defined. Thus, ˆ.S/ is well defined.
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Then, Lemma 3.18 implies that ˆ.S/ is a properly embedded simplex and

H
Haus
�

.S;ˆ.S//  2R:

Further ˆ.S/ is maximal since S 2 ySmax.

Finally, since F�.wj / D F�.vj / for all 1  j  p, we have ˆ.S/ D ˆ.S0/. Since
S 2 ySmax was arbitrary, this implies the “moreover” part of the lemma.

Lemma 10.6 If S1; S2 2 Score andH
Haus
�

.S1; S2/ <1, then S1 D S2.

Proof Arguing as in the proof of Lemma 10.4, there exist a labeling v1; : : : ; vp of the
vertices of S1 and a labeling w1; : : : ; wp of the vertices of S2 such that

F�.vj /D F�.wj /

for all 1  j  p. Then, by the definition of ˆ,

wj D CoMF�.wj /
.C \F�.wj //D CoMF�.vj /

.C \F�.vj //D vj

for all 1  j  p.

Lemma 10.7 Score is coarsely complete and ƒ–invariant.

Proof By construction, Score is ƒ–invariant.

Since S0 is coarsely complete, there existsD0>0 such that, if S is a properly embedded
simplex in C of dimension at least two, then there exists S 0 2 S0 such that

S ⇢ N�.S
0ID0/:

Then (8) implies that
S ⇢ N�.ˆ.S

0
/ID0C 2R/:

So Score is coarsely complete.

We complete the proof of the theorem by establishing the following lemma:

Lemma 10.8 Score is strongly isolated : for any r > 0 there existsD2.r/ > 0 such that ,
if S1; S2 2 Score are distinct , then

diam�.N�.S1I r/\N�.S2I r//  D2.r/:
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Proof Fix r > 0. Suppose for a contradiction that such a D2.r/ > 0 does not
exist. Then, by Lemma 10.5, for every n � 0, there exist S1;n; S2;n 2 S0 such that
ˆ.S1;n/¤ˆ.S2;n/ and

diam�

�
N�.ˆ.S1;n/I r/\N�.ˆ.S2;n/I r/

�
> n:

Then, by (8),
diam�.N�.S1;nI r0/\N�.S2;nI r0// > n;

where r0 WD r C 2R.

Pick
an; bn 2N�.S1;nI r0/\N�.S2;nI r0/

with H�.an; bn/ � n. Let mn 2 Œan; bnç be such that

(9) H�.an; mn/ � 1

2
n and H�.bn; mn/ � 1

2
n:

For each n, we can find �n 2ƒ such that

f�nmn W n � 0g

is relatively compact in �. So, by passing to a subsequence, we can suppose that
m WD limn!1 �nmn exists in C. Passing to another subsequence, we can assume that
a WD limn!1 �nan and b WD limn!1 �nbn exist in C. Then (9) implies that a; b 2 @i C
and so .a; b/ is a properly embedded line in C. Finally, using Proposition 8.1 and
passing to another subsequence, we can suppose that

S1 WD �nSn;1 D �mSm;1 and S2 WD �nSn;2 D �mSm;2

for all n;m � 0. Then, by construction, S1; S2 2 S0 and ˆ.S1/¤ˆ.S2/.

Notice that
.a; b/ ⇢ N�.S1I r0C 1/\N�.S2I r0C 1/:

Proposition 3.13 then implies that S1 and S2 both intersect F�.a/. Then (6) implies
that

H
Haus
F�.a/

.S1\F�.a/; S2\F�.a//

 H
Haus
F�.a/

.S1\F�.a/; C \F�.a//CH
Haus
F�.a/

.C \F�.a/; S2\F�.a//

 2R:

The same reasoning shows that

H
Haus
F�.b/

.S1\F�.b/; S2\F�.b//  2R:
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Now we claim that
H

Haus
�

.S1; S2/  2R:

By symmetry, it is enough to fix p 2 S1 and show that

H�.p; S2/  2R:

Fix a
0 2 S1 \ F�.a/ and b

0 2 S1 \ F�.b/. Since .a; b/ ⇢ �, Observation 3.12(4)
implies that .a0; b0/ ⇢ �.

Then, by Lemma 9.3, there exist a1 2 FS1
.a

0
/ ⇢ S1 \ F�.a/ and b1 2 FS1

.b
0
/ ⇢

S2 \ F�.b/ such that p 2 .a1; b1/. Then there exist a2 2 S2 \ F�.a/ and b2 2
S2\F�.b/ with

maxfHF�.a/.a1; a2/;HF�.b/.b1; b2/g  2R:

Then, by Proposition 3.14,

H�.p; S2/  H�.p; .a2; b2//  H
Haus
�

..a1; b1/; .a2; b2//

 maxfHF�.a/.a1; a2/;HF�.b/.b1; b2/g  2R:

So
H

Haus
�

.S1; S2/  2R:

By Lemma 10.5, HHaus
�

.ˆ.S1/; ˆ.S2// 6R. Then, by Lemma 10.6, ˆ.S1/Dˆ.S2/

and we have a contradiction.

Thus, there exists D2.r/ > 0 such that, if S1; S2 2 Score are distinct, then

diam�.N�.S1I r/\N�.S2I r//  D2.r/:

11 Half triangles in the ideal boundary

In this section we verify property (6) of Theorem 1.19.

Definition 11.1 Suppose � ⇢ P .R
d
/ is a properly convex domain. A list of three

points a; b; c form a half triangle in � if Œa; bç; Œb; cç ⇢ @�, .a; c/ ⇢ �, and a¤ c.

Theorem 11.2 Suppose that .�; C; ƒ/ is a naive convex cocompact triple with

coarsely isolated simplices. Let S be a strongly isolated , coarsely complete and

ƒ–invariant family of maximal properly embedded simplices in C of dimension at

least two. If a; b; c 2 @i C form a half triangle , then there exists S 2 S such that

a; b; c 2 F�.@S/.
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As a corollary we observe that simplices in S cannot have “half triangles sticking out”.

Corollary 11.3 Suppose that .�; C; ƒ/ is a naive convex cocompact triple with

coarsely isolated simplices. Let S be a strongly isolated , coarsely complete and

ƒ–invariant family of maximal properly embedded simplices in C of dimension at least

two. If S 2 S, a; c 2 @S, b 2 @i C and a; b; c form a half triangle in �, then b 2F�.@S/.

Proof of Corollary 11.3 assuming Theorem 11.2 By Theorem 11.2, there exists
S
0 2 S such that a; b; c 2 F�.@S

0
/. So there exist a0; b0; c0 2 @S

0 such that a 2 F�.a
0
/,

b 2 F�.b
0
/ and c 2 F�.c

0
/. Define

M WDmaxfHF�.a/.a; a
0
/;HF�.c/.c; c

0
/g:

By Proposition 3.14,
H

Haus
�

..a; c/; .a
0
; c

0
//  M

and so
.a; c/ ⇢ S \N�.S

0IM/:

Then
1D diam�.N�.S IM/\N�.S

0IM//:

Since S is strongly isolated, SDS
0. So b0 2@S

0D@S and hence b 2F�.b
0
/⇢F�.@S/.

We begin the proof of Theorem 11.2 with a lemma.

Lemma 11.4 Suppose .�; C; ƒ/ is a naive convex cocompact triple. Assume a; b; c 2
@i C form a half triangle and V D Spanfa; b; cg. For any r > 0 and ✏ > 0, there exists
a neighborhood U of b in P .V / such that , if x 2 U \ C, then there exists a properly

embedded simplex S D S.x/ ⇢ C of dimension at least two such that

(10) B�.xI r/\P .V / ⇢ N�.S I ✏/:

Proof Fix r > 0 and ✏ > 0. Suppose for a contradiction that such a neighborhood U

does not exist. Then we can find a sequence pn 2 C\P .V / such that limn!1 pn D b

and each pn does not satisfy (10) for any properly embedded simplex S ⇢ C of
dimension at least two.

Geometry & Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 479

After passing to a subsequence, we can find �n 2ƒ such that �npn ! p 2 C. Passing
to a further subsequence, we can suppose that �na! a1, �nb ! b1 and �nc ! c1.
Then Œa1; b1ç; Œb1; c1ç ⇢ @i C and, by the definition of the Hilbert metric,

1D lim
n!1H�.pn; .a; c//D lim

n!1H�.�npn; .�na; �nc//:

So Œa1; c1ç ⇢ @i C. Thus, a1, b1 and c1 are the vertices of a properly embedded
simplex S ⇢ C. However, for n sufficiently large, we have

B�.�npnI r/\ �n P .V / ⇢ N�.S I ✏/
and so

B�.pnI r/\P .V / ⇢ N�.�
�1

n
S I ✏/:

Hence, we have a contradiction.

Proof of Theorem 11.2 By Theorem 9.1, there exists an isolated, coarsely complete
and ƒ–invariant subfamily S 0 ⇢ S where

(11) D0 WD sup
S2S0

sup
x2@S

H
Haus
F�.x/

.C \F�.x/; FS .x// <C1:

Since S 0 is coarsely complete, there exists D1 > 0 such that, if S ⇢ C is a properly
embedded simplex of dimension at least two, then there exists S 0 2 S 0 with

S ⇢ N�.S
0ID1/:

As S is strongly isolated, so is S 0. Thus, there exists D2 > 0 such that, if S1; S2 2 S 0

and
diam�.N�.S1I 1CD1/\N�.S2I 1CD1// � D2;

then S1 D S2.

Define V WD Spanfa; b; cg. By Lemma 11.4, there exists a neighborhood U of b in
P .V / such that, if x 2U \C, then there exists a properly embedded simplex S D S.x/

in C of dimension at least two with

B�.xID2/\P .V / ⇢ N�.S I 1/:

Then, for each x 2 U \ C, there exists some Sx 2 S 0 such that

B�.xID2/\P .V / ⇢ N�.SxI 1CD1/:

By shrinking U we can also assume that U \ C is convex.
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We claim that Sx D Sy for all x; y 2 U \ C. Since U \ C is convex, it is enough to
verify this when H�.x; y/  1

2
D2. In that case,

B�

�
yI 1

2
D2

�
\P .V / ⇢ B�.xID2/\P .V / ⇢ N�.SxI 1CD1/

and so
B�

�
yI 1

2
D2

�
\P .V / ⇢ N�.SxI 1CD1/\N�.Sy I 1CD1/:

Since

diam�.N�.SxI 1CD1/\N�.Sy I 1CD1// � diam�

�
B�

�
yI 1

2
D2

�
\P .V /

�
DD2;

we then have Sx D Sy .

Next let S D Sx for some (and hence any) x 2 U \ C. Then

U \ C ⇢ N�.S I 1CD1/:

Fix some a1 2 .a; b/\U and c1 2 .b; c/\U. Then, by Proposition 3.13, there exist
a
0
1
; b

0
; c

0
1
2 @S such that a0

1
2 F�.a1/, b0 2 F�.b/ and c

0
1
2 F�.c1/. So b 2 F�.b

0
/ ⇢

F�.@S/.

We now show that a 2 F�.@S/. We can find a sequence

qn 2 @i C \ Œa1; a/ ⇢ @i C \F�.a
0
1
/

such that limn!1 qn D a. Then, by (11), there exists q0
n
2 FS .a

0
1
/ with

H�.qn; q
0
n
/  D0:

Then, passing to a subsequence, a0 WD limn!1 q
0
n
exists in FS .a

0
1
/ and, by Proposition

3.13, a 2 F�.a
0
/. Thus, a 2 F�.@S/.

The same argument shows that c 2 F�.@S/.

12 Proof of Theorem 1.19

Suppose .�; C; ƒ/ is a naive convex cocompact triple with coarsely isolated simplices
and S is a strongly isolated, coarsely complete and ƒ–invariant family of maximal
properly embedded simplices in C of dimension at least two.

(1) and (2) This is Proposition 8.1.

(3) Since S is coarsely complete there exists D0 > 0 such that, if S is a properly
embedded simplex in C of dimension at least two, then there exists S 0 2 S with

S ⇢ N�.S
0ID0/:
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Applying Theorem 1.23 to a maximal abelian subgroup which contains A shows that
there exists a properly embedded simplex S0 ⇢ C with A  Stabƒ.S0/. Since S is
strongly isolated, there exists a unique S 2 S with

S0 ⇢ N�.S ID0/:

So, by uniqueness, A  Stabƒ.S/.

(4) By Theorem 9.1, there exists a coarsely complete subfamily S 0 ⇢ S and a constant
D1 > 0 such that, if S 2 S 0 and x 2 @S, then

H
Haus
F�.x/

.C \F�.x/; FS .x//  D1:

We claim that S 0 D S. Suppose that S 2 S. Since S 0 is coarsely complete, there exist
S
0 2 S 0 and D

0
0
> 0 such that

S ⇢ N�.S
0ID0

0
/:

But S 0 2 S 0 ⇢ S and

diam�.N�.S
0ID0

0
/\N�.S ID0

0
// � diam�.S/D1;

so S D S
0 2 S 0. Since S 2 S was arbitrary, we see that S 0 D S.

(5) Suppose S1; S2 2 S and #.S1 \ S2/ > 1. Then S1 \ S2 contains a properly
embedded line and hence

diam�.N .S1I r/\N�.S2I r//D1

for any r > 0. Thus, S1 D S2 since S is strongly isolated.

Suppose S1; S2 2 S and F�.@S1/\ F�.@S2/ ¤ ?. Then there exist s1 2 @S1 and
s2 2 @S2 with F�.s1/D F�.s2/. Fix p1 2 S1 and p2 2 S2. Then, by Proposition 3.14,

H
Haus
�

�
Œp1; s1/; Œp2; s2/

�
 maxfH�.p1; p2/;HF�.s1/

.s1; s2/g:

So, for any r >maxfH�.p1; p2/;HF�.s1/
.s1; s2/g,

diam�.N�.S1I r/\N�.S2I r//D1:

Thus, S1 D S2 since S is strongly isolated.

(6) This is Theorem 11.2.
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13 Proof of Theorem 1.18

In this section we prove Theorem 1.18, which we recall here.

Theorem 1.18 Suppose .�; C; ƒ/ is a naive convex cocompact triple with coarsely

isolated simplices. Let S be a strongly isolated , coarsely complete and ƒ–invariant

family of maximal properly embedded simplices in C of dimension at least two. Then:

(1) .C;H�/ is a relatively hyperbolic space with respect to S.
(2) ƒ has finitely many orbits in S and , if fS1; : : : ; Smg is a set of orbit representa-

tives , then ƒ is a relatively hyperbolic group with respect to

fStabƒ.S1/; : : : ;Stabƒ.Sm/g:
Further , each Stabƒ.Si / is virtually abelian of rank at least two.

Notation 13.1 For the rest of the section, fix a naive convex cocompact triple .�; C; ƒ/

with coarsely isolated simplices. Then fix a strongly isolated, coarsely complete and
ƒ–invariant family S of maximal properly embedded simplices in C of dimension at
least two. By Proposition 8.1, ƒ has finitely many orbits in S and, for each S 2 S, the
group Stabƒ.S/ is virtually abelian of rank at least two. Finally, fix orbit representatives
S1; : : : ; Sm of the ƒ action on S.

By Proposition 8.1 again, if S 2 S, then Stabƒ.S/ acts cocompactly on S. Thus, by
Theorem 4.8, .C;H�/ is relatively hyperbolic with respect to S if and only if ƒ is
relatively hyperbolic relative to fStabƒ.S1/; : : : ;Stabƒ.Sm/g.
So it is enough to prove that .C;H�/ is relatively hyperbolic with respect to S. To
accomplish this we will use Sisto’s characterization of relative hyperbolicity stated in
Theorem 4.15.

Recall from Definition 6.8 that, for a properly embedded simplex S, LS is the family of
linear projections onto S. For each S 2S, choose a set of S–supporting hyperplanesHS

to form a collection of linear projections

…S WD fLS;HS
W S 2 Sg:

Next fix the geodesic path system on .C;H�/ defined by

G WD fŒx; yç W x; y 2 Cg:
By Theorem 4.15, it is enough to show that …S is an almost-projection system and S
is asymptotically transverse-free relative to G.
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Remark 13.2 In general, #LS >1, so there is some choice involved in the construction
of …S . However, by Proposition 13.7,

sup
S2S

sup
L1;L22LS

sup
x2C

H�.L1.x/; L2.x// <C1:

So …S will be an almost-projection system, independent of the choices involved in its
construction.

13.1 …S is an almost-projection system

Theorem 13.3 …S is an almost-projection system for S on the complete geodesic

metric space .C;H�/.

The proof of Theorem 13.3 will require a series of preliminary results. We first prove a
continuity lemma for linear projections that will be used repeatedly in this section.

Lemma 13.4 If S 2 S, then the map

.L; x/ 2 LS ⇥C ! L.x/ 2 S

is continuous.

Proof We first show that P .kerL/\CD? for all L2LS . Suppose for a contradiction
that L 2 LS and

x 2 P .kerL/\ C:

Proposition 6.2 implies that x 2 @i C. Then Proposition 6.5 implies that Œy; xç ⇢ @i C
for every y 2 @S. Next fix y1; y2 2 @S such that .y1; y2/ ⇢ S. Then y1; x; y2 form a
half triangle. So x 2 F�.@S/ by Corollary 11.3. But Proposition 6.5 implies that

F�.@S/\P .kerL/D?:

So we have a contradiction. Thus, P .kerL/\ C D? for all L 2 LS .

Now suppose that limn!1.Ln; xn/D .L; x/ in LS ⇥C. Let Qxn; Qx 2 R
d denote lifts

of xn and x, respectively, such that limn!1 Qxn D Qx. Then

L. Qx/D lim
n!1Ln. Qxn/ 2R

d
:

Since P .kerL/\ C D?, we have L. Qx/¤ 0. So

L.x/D ŒL. Qx/ç D lim
n!1ŒLn. Qxn/ç D lim

n!1Ln.xn/:
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Next we introduce the “closest points” projection onto a properly embedded simplex.

Definition 13.5 If S ⇢ � is a properly embedded simplex and p 2 �, the closest
points projection of p onto S is the set

⇡S .p/ WD S \fq 2 � WH�.p; q/  H�.p; S/g:

Observation 13.6 Suppose S ⇢ � is a properly embedded simplex. Then:

(1) If p 2 �, then ⇡S .p/ is compact and convex.

(2) If g 2 Aut.�/, then g ı⇡S D ⇡gS ıg.

Proof Part (2) is obvious and part (1) follows from the fact that metric balls in the
Hilbert metric are convex.

Now, we establish the coarse equivalence between the two projections.

Proposition 13.7 There exists ı1 � 0 such that , if S 2 S, H is a set of S–supporting

hyperplanes and x 2 C, then

max
p2⇡S .x/

H�.LS;H.x/; p/  ı1:

Proof Since S has finitely many ƒ orbits (see Proposition 8.1), it is enough to prove
the result for some fixed S 2 S.

Suppose the proposition is false. Then, for every n � 0, there exist xn 2 C, a set of
S–supporting hyperplanes Hn and pn 2 ⇡S .xn/ such that

H�.pn; LS;Hn
.xn// � n:

Let mn be the midpoint of the projective line segment Œpn; LS;Hn
.xn/ç in the Hilbert

distance. Since Stabƒ.S/ acts cocompactly on S (see Proposition 8.1), by translating
by elements of Stabƒ.S/ and passing to a subsequence, we can assume that m WD
limn!1mn exists in S. Passing to a further subsequence and using Proposition 6.9, we
can assume that there exist x; p; x0 2 @i C and LS;H 2LS where x WD limn!1 xn, p WD
limn!1 pn, x0 WD limn!1LS;Hn

.xn/ andLS;H WD limn!1LS;Hn
. By Lemma 13.4,

LS;H.x/D lim
n!1LS;Hn

.xn/D x
0
:
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We first show that Œx0
; xç⇢@i C. Observe thatLS;H.v/Dx

0 for all v2 Œx
0
; xç sinceLS;H

is linear and LS;H.x
0
/D x

0 DLS;H.x/. But LS;H.�/D S, implying Œx
0
; xç\� D?.

Hence,
Œx

0
; xç ⇢ @i C:

Next we show that Œp; xç⇢@i C. Suppose not; then .p; x/⇢C. Choose any v2 .p; x/\C
and a sequence vn 2 Œpn; xnç such that v D limn!1 vn. Since p 2 @i C and v 2 C,

lim
n!1H�.vn; pn/D1:

Fix any vS 2S. Then, choosing n large enough such thatH�.vn; pn/� 2CH�.v; vS /

and H�.v; vn/  1, we have

H�.xn; vS /  H�.xn; vn/CH�.vn; v/CH�.v; vS /

DH�.xn; pn/�H�.pn; vn/CH�.vn; v/CH�.v; vS /

 H�.xn; pn/� 1;

which is a contradiction since pn 2 ⇡S .xn/. Hence, Œp; xç ⇢ @i C.

Thus, Œp; xç [ Œx; x
0
ç ⇢ @i C and, by construction, m 2 .p; x/ ⇢ C. Thus, the three

points x; x0
; p form a half triangle. Then, by Corollary 11.3, x 2 F�.@S/. So, by

Proposition 6.6, x0 D LS;H.x/ 2 F�.x/. Since Œp; xç ⇢ @i C, Observation 3.12(4)
implies that .p; x0

/ ⇢ @i C. This is a contradiction since

m 2 .p; x
0
/\ C ¤?:

The next step is to prove ı–thinness of some special triangles built using linear projec-
tions (see Proposition 13.9). The following lemma provides a criterion for ı–thinness
of triangles in Hilbert geometry.

Lemma 13.8 Suppose � ⇢ P .R
d
/ is a properly convex domain and x; y; z 2 �. If

Œx; yç ⇢ N�.Œx; zç[ Œz; yçIR/;

then the geodesic triangle

Œx; yç[ Œy; zç[ Œz; xç

is .2R/–thin.

Proof The sets

Ix D Œx; yç\N�.Œx; zçIR/ and Iy D Œx; yç\N�.Œy; zçIR/
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are nonempty and relatively open in Œx; yç. Since Œx; yç D Ix [ Iy and Œx; yç is
connected, there exists c 2 Ix \ Iy . Then there exist cx 2 Œx; zç and cy 2 Œy; zç such
that H�.c; cx/ < R and H�.c; cy/ < R. Then

H
Haus
�

.Œx; cxç; Œx; cç/  H�.x; x/CH�.cx; c/ < R

and
H

Haus
�

.Œcx; zç; Œcy ; zç/  H�.cx; cy/CH�.z; z/ < 2R:

So
Œx; zç ⇢ N�.Œx; yç[ Œy; zçI 2R/:

A similar argument shows that

Œy; zç ⇢ N�.Œz; xç[ Œx; yçI 2R/:

So the geodesic triangle is .2R/–thin.

Proposition 13.9 There exists ı2 � 0 such that , if x 2 C, S 2 S, z 2 S and H is a set

of S–supporting hyperplanes , then the geodesic triangle

Œx; zç[ Œz; LS;H.x/ç[ ŒLS;H.x/; xç

is ı2–thin.

Proof Since S has finitely many ƒ orbits (see Proposition 8.1), it is enough to prove
the result for some fixed S 2 S. By Lemma 13.8, it is enough to show that there exists
ı2 � 0 such that

ŒLS;H.x/; zç ⇢ N ı2=2

�
Œz; xç[ Œx; LS;H.x/ç

�

for all x 2 C, z 2 S and H a set of S–supporting hyperplanes.

Suppose such a ı2 does not exist. Then, for every n � 0, there exist zn 2 S, a set of
S–supporting hyperplanes Hn, pn WD LS;Hn

.xn/ and un 2 Œzn; pnç such that

H�.un; Œzn; xnç[ Œxn; pnç/ � n:

Since Stabƒ.S/ acts cocompactly on S, by translating by elements of Stabƒ.S/ and
passing to a subsequence, we can assume that u WD limn!1 un exists and u 2 S.
Passing to a further subsequence and using Proposition 6.9, we can assume there exist
x; z; p 2 C andLS;H 2LS where x WD limn!1 xn, z WD limn!1 zn, p WD limn!1 pn

and LS;H WD limn!1LS;Hn
: Since

lim
n!1H�.u; Œxn; znç[ Œxn; pnç/ � lim

n!1
�
H�.un; Œxn; znç[ Œxn; pnç/�H�.u; un/

�

D1;
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we have
Œx; zç[ Œx; pç ⇢ @i C:

By construction, u 2 .p; z/ ⇢ C. Thus, p; x; z form a half triangle. Then, by
Corollary 11.3, x 2 F�.@S/. Lemma 13.4 and Proposition 6.6 then imply

p D lim
n!1pn D lim

n!1LS;Hn
.xn/D LS;H.x/ 2 F�.x/:

Then, since Œx; zç ⇢ @i C, Observation 3.12(4) implies that Œp; zç ⇢ @i C. This is a
contradiction, since

u 2 .p; z/\ C ¤?:

Proposition 13.10 Set ı3 WD ı1 C 3ı2. If x 2 C, S 2 S, H is a set of S–supporting

hyperplanes and z 2 S, thenH�.LS;H.x/; Œx; zç/  ı3.

Proof By Proposition 13.9, the geodesic triangle

Œx; zç[ Œz; LS;H.x/ç[ ŒLS;H.x/; xç

is ı2–thin. Thus, there exist y 2 ŒLS;H.x/; zç, y1 2 Œx; LS;H.x/ç and y2 2 Œx; zç such
that H�.y; y1/  ı2 and H�.y; y2/  ı2.

We claim that
H�.LS;H.x/; y1/  ı1C ı2:

Choose any p 2 ⇡S .x/. Since ŒLS;H.x/; zç ⇢ S,

H�.x; p/DH�.x; S/  H�.x; y/:

Then, using Proposition 13.7,

H�.x; LS;H.x//  H�.x; p/CH�.p;LS;H.x//  H�.x; y/C ı1:

Then,
H�.LS;H.x/; y1/DH�.LS;H.x/; x/�H�.y1; x/

 H�.x; y/C ı1 �H�.y1; x/

 H�.y; y1/C ı1  ı2C ı1:

Hence,

H�.LS;H.x/; Œx; zç/  H�.LS;H.x/; y2/

 H�.LS;H.x/; y1/CH�.y1; y/CH�.y; y2/

 ı1C 3ı2 D ı3:

Geometry & Topology, Volume 27 (2023)



488 Mitul Islam and Andrew Zimmer

Our next goal is to prove that, if the distance between the linear projections of two
points onto a simplex S 2 S is large, then the geodesic between the two points spends
a significant amount of time in a tubular neighborhood of S. This is accomplished in
Corollary 13.12 using the next result.

Proposition 13.11 There exists ı4 � 0 such that , if S 2 S, H is a set of S–supporting

hyperplanes , x; y 2 C andH�.LS;H.x/; LS;H.y// � ı4, then

H�.LS;H.x/; Œx; yç/  ı4 and H�.LS;H.y/; Œx; yç/  ı4:

Proof Observe that the linear projections are ƒ–equivariant; that is,

LgS;g H ıg D g ıLS;H

for any g 2 ƒ, S 2 S and H a set of S–supporting hyperplanes. Moreover, by
Proposition 8.1, there are only finitely many ƒ–orbits in S. Thus, it is enough to prove
this proposition for a fixed S 2 S.

Suppose the proposition is false. Then, for every n � 0, there exist xn; yn 2 C and a set
of S–supporting hyperplanes Hn with

H�.LS;Hn
.xn/; LS;Hn

.yn// � n and H�.LS;Hn
.xn/; Œxn; ynç/ � n:

Let an WD LS;Hn
.xn/ and bn WD LS;Hn

.yn/. Then pick cn 2 Œan; bnç such that

(12) H�.cn; an/D 1

2
n:

Then

(13) H�.cn; bn/ � H�.an; bn/�H�.cn; an/ � 1

2
n

and

(14) H�.cn; Œxn; ynç/ � H�.an; Œxn; ynç/�H�.cn; an/ � 1

2
n:

Since Stabƒ.S/ acts cocompactly on S (see Proposition 8.1), by translating by elements
of Stabƒ.S/ and passing to a subsequence, we may assume that c WD limn!1 cn exists
and c 2 S. After taking a further subsequence, we can assume that the following limits
exist in C: a WD limn!1 an, b WD limn!1 bn, x WD limn!1 xn and y WD limn!1 yn.

We now observe that a; b; x; y 2 @i C. Equations (12) and (13) imply that a; b 2 @i C.
Equation (14) implies that Œx; yç ⇢ @i C.
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We claim that x 2 F�.a/ and y 2 F�.b/. Since cn 2 S, by Proposition 13.10, there
exists a0

n
2 Œxn; cnç such that H�.an; a

0
n
/  ı3. Up to passing to a subsequence, we

can assume that a0 WD limn!1 a
0
n
exists in C. Observe that a0 2 @i C since

lim
n!1H�.a

0
n
; c/ � lim

n!1.H�.an; cn/�H�.cn; c/�H�.an; a
0
n
//D1:

Since a0
n
2 Œxn; cnç,

a
0 2 @i C \ Œx; cç D fxg:

Thus, limn!1 a
0
n
D x. Since limn!1 an D a and H�.an; a

0
n
/  ı3, Proposition 3.13

implies that x 2 F�.a/. Similar reasoning shows that y 2 F�.b/.

Since Œx; yç ⇢@i C, Observation 3.12(4) implies that Œa; bç ⇢@i C. This is a contradiction
since c 2 .a; b/\ C ¤?.

Corollary 13.12 If S 2 S, H is a set of S–supporting hyperplanes , R > 0, x; y 2 C
andH�.LS;H.x/; LS;H.y// � RC 2ı4, then

(1) there exists Œx0; y0ç ⇢ Œx; yç such that Œx0; y0ç ⇢ N�.S I ı4/,
(2) ŒLS;H.x/; LS;H.y/ç ⇢ N�.Œx; yçI ı4/, and
(3) diam�.N�.S I ı4/\ Œx; yç/ � R.

Proof Since H�.LS;H.x/; LS;H.y// > ı4, Proposition 13.11 implies that there exist
x0; y0 2 Œx; yç such that

H�.LS;H.x/; x0/  ı4 and H�.LS;H.y/; y0/  ı4:

By Proposition 3.14,

H
Haus
�

�
Œx0; y0ç; ŒLS;H.x/; LS;H.y/ç

�
 ı4

and, by convexity, ŒLS;H.x/; LS;H.y/ç ⇢ S. This proves parts (1) and (2). To prove
part (3), observe that

H�.x0; y0/�H�.LS;H.x/; LS;H.y//�H�.LS;H.x/; x0/�H�.LS;H.y/; y0/�R:

Then diam�.N�.S I ı4/\ Œx; yç/ � H�.x0; y0/ � R.

Using the properties of linear projections established so far, we prove that …S is an
almost-projection system.
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Lemma 13.13 If S 2 S, H a set of S–supporting hyperplanes , x 2 C and z 2 S, then

H�.x; z/ � H�.x; LS;H.x//CH�.LS;H.x/; z/� 2ı3:

Proof By Proposition 13.10, there exists q 2 Œx; zç such that H�.LS;H.x/; q/  ı3.
Then,

H�.x; z/DH�.x; q/CH�.q; z/ � H�.x; LS;H.x//CH�.LS;H.x/; z/� 2ı3:

Lemma 13.14 There exists ı5 � 0 such that , if S ¤ S
0 2 S and H is a set of

S–supporting hyperplanes , then

diam�.LS;H.S
0
//  ı5:

Proof Since S is strongly isolated, for every r > 0 there exists D.r/ > 0 such that

(15) diam�.N�.S1I r/\N�.S2; r//  D.r/

for all S1; S2 2 S distinct.

Let ı5 WD D.ı4/ C 2ı4 C 1. Fix x; y 2 S
0 and suppose for a contradiction that

H�.LS;H.x/; LS;H.y// > ı5. Then, by Corollary 13.12,

diam�.N�.S I ı4/\S
0
/ � diam�.N�.S I ı4/\ Œx; yç/ � D.ı4/C 1;

which contradicts (15).

Lemma 13.15 If x 2 C, S 2 S, H is a set of S–supporting hyperplanes and R WD
H�.x; S/, then

diam�

�
LS;H.B�.xIR/\ C/

�
 8.ı4C ı1/:

Proof Fix y 2 B�.xIR/\ C. We claim that

H�.LS;H.x/; LS;H.y//  4.ı4C ı1/:

It is enough to consider the case when H�.LS;H.x/; LS;H.y// � ı4. Then, by
Proposition 13.11, there exists x

0 2 Œx; yç such that H�.LS;H.x/; x
0
/  ı4. By

Proposition 13.7,

H�.x; y/  RDH�.x;⇡S .x//  H�.x; LS;H.x//C ı1:

Geometry & Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 491

Then

H�.x
0
; y/DH�.x; y/�H�.x; x

0
/  H�.x; LS;H.x//�H�.x; x

0
/C ı1

 H�.LS;H.x/; x
0
/C ı1

 ı4C ı1:

Thus,
H�.LS;H.x/; y/  H�.LS;H.x/; x

0
/CH�.x

0
; y/  2ı4C ı1:

Since LS;H.x/ 2 S, using Proposition 13.7 again,

H�.y; LS;H.y//  H�.y;⇡S .y//C ı1  H�.y; LS;H.x//C ı1  2.ı4C ı1/:

Finally,

H�.LS;H.x/; LS;H.y//  H�.LS;H.x/; x
0
/CH�.x

0
; y/CH�.y; LS;H.y//

 4.ı4C ı1/:

Proof of Theorem 13.3 This follows from Lemmas 13.13, 13.14 and 13.15.

13.2 S is asymptotically transverse-free relative to G

Theorem 13.16 The family S is asymptotically transverse-free relative to the geodesic

path system G.

Proof Let ı4 be the constant in Proposition 13.11. We will show that there exists
� > 0 such that, for each Å � 1 and  � 2ı4, if T ⇢ C is a geodesic triangle whose
sides are in G and which is S–almost-transverse with constants  and Å, then T is
.�Å/–thin.

Suppose such a � > 0 does not exist. Then, for every n � 1, there exist n � 2ı4,
Ån � 1 and a S–almost-transverse triangle T n ⇢ C with constants n and Ån such that
T n is not .nÅn/–thin. Let an, bn and cn be the vertices of T n, labeled in a such a way
that there exists un 2 Œan; bnç ⇢ T n with

(16) H�.un; Œan; cnç[ Œcn; bnç/ > nÅn � n:

Note that Observation 4.14 implies that the geodesic triangles T n are also S–almost-
transverse with constants 2ı4 and Ån since n � 2ı4.

Since ƒ acts cocompactly on C, by translating by elements of ƒ and passing to a
subsequence, we can assume that u WD limn!1 un exists and u 2 C. By passing to
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a further subsequence, we can assume that a WD limn!1 an, b WD limn!1 bn and
c WD limn!1 cn exist in C. By (16),

Œa; cç[ Œc; bç ⇢ @i C;

whereas, by construction, u 2 .a; b/ ⇢ C. Thus, the points a; b; c form a half triangle.
Then, by Theorem 11.2, there exists S 2 S such that a; b; c 2 F�.@S/.

Fix a set of S–supporting hyperplanes H. Let a0
n
WD LS;H.an/, b0n WD LS;H.bn/

and c
0
n
WD LS;H.cn/. Up to passing to a subsequence, we can assume that the limits

a
0 WD limn!1 a

0
n
, b0 WD limn!1 b

0
n
and c

0 WD limn!1 c
0
n
exist. By Lemma 13.4 and

Proposition 6.6,
a
0 D lim

n!1LS;H.an/D LS;H.a/ 2 F�.a/:

Similarly,
b
0 D LS;H.b/ 2 F�.b/ and c

0 D LS;H.c/ 2 F�.c/:

Using Observation 3.12(4), .a0; b0/ ⇢ � and Œa
0
; c

0
ç[ Œb

0
; c

0
ç ⇢ @i C. Then Observation

3.12(4) implies that the faces F�.a
0
/, F�.b

0
/, and F�.c

0
/, are pairwise disjoint. Then,

by Proposition 3.13,
lim

n!1H�.a
0
n
; b

0
n
/D1:

Thus, for n large enough, Corollary 13.12(2)–(3) implies

(17) Œa
0
n
; b

0
n
ç ⇢ N�.Œan; bnçI ı4/

and

(18) diam�.N�.S I ı4/\ Œan; bnç/ � H�.a
0
n
; b

0
n
/� 2ı4:

Since T n is S–almost-transverse with constants 2ı4 and Ån, by (18),

(19) H�.a
0
n
; b

0
n
/  ÅnC 2ı4:

Similarly, for n large enough,

Œb
0
n
; c

0
n
ç ⇢ N�.Œbn; cnçI ı4/ and H�.b

0
n
; c

0
n
/  ÅnC 2ı4;(20)

Œc
0
n
; a

0
n
ç ⇢ N�.Œcn; ançI ı4/ and H�.c

0
n
; a

0
n
/  ÅnC 2ı4:(21)

Let mab
n
, mbc

n
and m

ca
n

be the Hilbert distance midpoints of Œa0
n
; b

0
n
ç, Œb0

n
; c

0
n
ç and

Œc
0
n
; a

0
n
ç, respectively. By (17), (20) and (21), there exist wab

n
, wbc

n
and w

ca
n

in Œan; bnç,
Œbn; cnç and Œcn; anç, respectively, such that

H�.w
ab

n
; m

ab

n
/  ı4; H�.w

bc

n
; m

bc

n
/  ı4 and H�.w

ca

n
; m

ca

n
/  ı4:
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Then

H�.w
ab

n
; w

bc

n
/  H�.w

ab

n
; m

ab

n
/CH�.m

ab

n
; m

bc

n
/CH�.m

bc

n
; w

bc

n
/

 ı4CH�.m
ab

n
; b

0
n
/CH�.b

0
n
; m

bc

n
/Cı4

D 2ı4C 1

2
.H�.a

0
n
; b

0
n
/CH�.b

0
n
; c

0
n
//

 4ı4CÅn (by (19)–(20)):

Similarly,

(22) H�.w
bc

n
; w

ca

n
/  ÅnC 4ı4 and H�.w

ca

n
; w

ab

n
/  ÅnC 4ı4:

Then, for n large enough, the triangles T n are .ÅnC4ı4/–thin, since

H
Haus
�

.Œan; w
ab

n
ç; Œan; w

ca

n
ç/  ÅnC 4ı4;

H
Haus
�

.Œbn; w
bc

n
ç; Œbn; w

ab

n
ç/  ÅnC 4ı4;

H
Haus
�

.Œcn; w
ca

n
ç; Œcn; w

bc

n
ç/  ÅnC 4ı4:

Since Ån � 1, we have Ån C 4ı4  .1C 4ı4/Ån. Thus, for n large enough, T n is
.�Ån/–thin for � WD 1C 4ı4, which contradicts the assumption that T n is not .nÅn/–
thin.

14 Proof of Theorem 1.13

For the rest of the section suppose that .�; C; ƒ/ is a naive convex cocompact triple.

(1) implies (2) and (3) This is Theorem 1.18.

(3) implies (2) Suppose that ƒ is a relatively hyperbolic group with respect to a
collection of subgroups fH1; : : : ;Hkg each of which is virtually abelian of rank at
least two. For each 1  j  k, let Aj  Hj be a finite-index abelian subgroup with
rank at least two. Then, by definition, ƒ is a relatively hyperbolic group with respect
to fA1; : : : ; Akg.

Fix a word metric dƒ on ƒ. Then, for U ⇢ ƒ and r > 0, define

Nƒ.U I r/ WD fg 2ƒ W dƒ.g; U / < rg
and

diamƒ.U /D supfdƒ.g1; g2/ W g1; g2 2 U g:

Next, for each 1  j  k, let yAj be a maximal abelian subgroup of ƒ that contains Aj .
By Theorem 1.23, there exists a properly embedded simplex Sj ⇢ C such that yAj 
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Stabƒ.Sj /, yAj acts cocompactly on Sj , and yAj has a finite-index subgroup isomorphic
to Zdim.Sj /. Since Aj (and hence yAj ) has rank at least two, this implies that dimSj � 2.

We claim that Aj  yAj has finite index and hence Aj also acts cocompactly on Sj .
By Observation 5.3, the metric space .Sj ;H�/ is quasi-isometric to R

dimSj . So, by
the fundamental lemma of geometric group theory [8, Chapter I, Proposition 8.19],
. yAj ; dƒ/ is also quasi-isometric to R

dimSj . Since dimSj � 2, Theorem 4.9 implies
that there exist r1 > 0, gj 2ƒ, and 1  ij  k such that

yAj ⇢ Nƒ.gjAij
I r1/:

Then
diamƒ.Nƒ.gjAij

I r1/\Nƒ.Aj I r1// � diamƒ.Aj /D1:

So Theorem 4.6 implies that gjAij
D Aj . Then

yAj ⇢ Nƒ.Aj I r1/

and hence Aj  yAj has finite index.

Fix some x0 2 C and consider the orbit map

F W .ƒ; dƒ/! .C;H�/; F .g/D gx0:

By the fundamental lemma of geometric group theory [8, Proposition 8.19], this is a
quasi-isometry. Let G W C ! ƒ be a quasi-inverse. Then, using the fact that Aj acts
cocompactly on Sj , there exists r2 > 0 such that

F.gAj / ⇢ N�.gSj I r2/ and G.gSj / ⇢ Nƒ.gAj I r2/

for all g 2ƒ and 1 j  k. Then, by definition and Theorem 4.8, .C;H�/ is relatively
hyperbolic with respect to the family of properly embedded simplices of dimension at
least two

S WD fgSj W g 2ƒ; 1  j  kg:

(2) implies (1) Suppose that .C;H�/ is a relatively hyperbolic space with respect to a
family S0 of properly embedded simplices in C of dimension at least two. It is fairly
easy to show that S0 is isolated and coarsely complete, but we will have to modify S0

to construct a ƒ–invariant family.

By Theorem 4.6, for any r > 0, there exists Q1.r/ > 0 such that

diam�.N�.S1I r/\N�.S2I r//  Q1.r/
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when S1; S2 2 S0 are distinct. Further, by Observation 5.3 and Theorem 4.9, there
exists Q2 > 0 such that, if S ⇢ C is a properly embedded simplex of dimension at least
two, then there exists S 0 2 S0 such that

(23) S ⇢ N�.S
0IQ2/:

Lemma 14.1 If S 2 S0 and v 2 @S is a vertex , then

H
Haus
F�.v/

.fvg; C \F�.v//  Q2:

Proof Suppose v; v2; : : : ; vp are the vertices of S. If w 2 C \ F�.v/, then, by
Lemma 3.18,

zS WD �\P .Spanfw; v2; : : : ; vpg/

is a properly embedded simplex in C with

H
Haus
�

.S; zS/  HF�.v/.v; w/:

Then there exists S 0 2 S0 such that

zS ⇢ N�.S
0IQ2/:

Then, when r > Q2CHF�.v/.v; w/,

diam�.N�.S I r/\N�.S
0I r// � diam�. zS/D1:

So S D S
0 and

zS ⇢ N�.S IQ2/:

Then Proposition 3.13 implies that there exists v0 2 S \F�.v/ with

HF�.v/.v
0
; w/  Q2:

But, by Observation 5.4,

fvg D FS .v/D S \F�.v/

and so v D v
0. So

HF�.v/.v; w/  Q2:

Finally, since w 2 C \F�.v/ was arbitrary, this proves the lemma.
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Now we repeat part of the argument from Section 10. In particular, for each simplex
S 2 S0 we construct a new simplex ˆ.S/ as follows. Let v1; : : : ; vp be the vertices
of S. Then, by the previous lemma,

H
Haus
F�.vj /

.C \F�.vj /; fvj g/  Q2:

So C \F�.vj / is a compact subset of F�.vj /. Then let

wj WD CoMF�.vj /
.C \F�.vj //:

Then Lemma 3.18 implies that

ˆ.S/ WD �\P .Spanfw1; : : : ; wpg/

is a properly embedded simplex with vertices w1; : : : ; wp and

(24) H
Haus
�

.S;ˆ.S//  Q2:

Then define
S WD f�ˆ.S/ W � 2ƒ; S 2 S0g:

We will show that S is isolated, coarsely complete and ƒ–invariant, but first a prelimi-
nary lemma:

Lemma 14.2 If S 2 S, S 0 2 S0 and

S ⇢ N�.S
0I r/

for some r > 0, then ˆ.S
0
/D S.

Proof Let v1; : : : ; vp be the vertices of S. Then, by Proposition 3.13, there exist
v
0
1
; : : : ; v

0
p
2 @S

0 such that
v
0
j
2 F�.vj /

for all 1  j  p. Lemma 14.1 and the definition of ˆ implies that C \F�.vj / is a
compact neighborhood of fvj g in F�.vj /. Since

FS 0.v0
j
/ ⇢ C \F�.vj /;

Observation 5.4 implies that v0
j
is a vertex of S 0. Further, by Lemma 3.18,

ConvHull�fv0
1
; : : : ; v

0
p
g

intersects �. Since S 0 is a properly embedded simplex, v0
1
; : : : ; v

0
p
must be all of the

vertices of S 0. Then, by definition, ˆ.S
0
/D S.
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Lemma 14.3 S is an isolated , coarsely complete and ƒ–invariant family of maximal

properly embedded simplices in C of dimension at least two. Hence , .�; C; ƒ/ has

coarsely isolated simplices.

Proof By construction, S is ƒ–invariant.

We next argue that S is isolated. Suppose Sn 2 S converges to a closed set S in the
local Hausdorff topology. Then S is a properly embedded simplex by Observation 3.20.
For each n, there exists S 0

n
2 S0 such that

Sn ⇢ N�.S
0
n
IQ2/:

Since limn!1 Sn D S, we have

1D lim
n!1 diam�.N�.S

0
n
IQ2C 1/\N�.S

0
nC1

IQ2C 1//:

So there exists N � 0 such that S 0
n
D S

0
N

for all n � N. Then, by Lemma 14.2,

Sn Dˆ.S
0
n
/Dˆ.S

0
N
/

for n � N. So S D SN . Since Sn 2 S was an arbitrary convergent subsequence, the set
S is closed and discrete in the local Hausdorff topology, and hence isolated.

Finally, we show that S is coarsely complete. Since S0 is coarsely complete, if S ⇢ C
is a properly embedded simplex of dimension at least two, then there exists S 0 2 S0

such that
S ⇢ N�.S

0IQ2/:

Then, by (24),
S ⇢ N�.S

00I 2Q2/;

where S 00 WDˆ.S
0
/ 2 S.

Part III The convex cocompact case

15 Lines and corners in the boundary

In this section we prove the following result, which we will use to verify properties (7)
and (8) in Theorem 1.8:
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Proposition 15.1 Suppose � ⇢ P .R
d
/ is a properly convex domain and ƒ  Aut.�/

is convex cocompact. Assume that the family Smax of all maximal properly embedded

simplices in C WD C�.ƒ/ of dimension at least two satisfies the following:

(1) Smax is strongly isolated.

(2) If S 2 Smax and x 2 @S, then F�.x/D FS .x/.

Then:

(a) If ` ⇢ @i C is a nontrivial line segment , then there exists S 2 Smax with ` ⇢ @S.

(b) If y 2 @i C is not a C
1
–smooth point of @�, then there exists S 2 Smax with

y 2 @S.

Remark 15.2 In Section 16 we will show that if ƒ  Aut.�/ is convex cocompact
and Smax is an isolated family of properly embedded simplices, then conditions (1) and
(2) are automatically satisfied.

We will need the following observation about convex cocompact subgroups:

Proposition 15.3 [12, Lemma 4.1(1)] Suppose � ⇢ P .R
d
/ is a properly convex

domain and ƒ  Aut.�/ is convex cocompact. If x 2 @i C�.ƒ/, then F�.x/ ⇢
@i C�.ƒ/.

We start the proof of Proposition 15.1 with some general lemmas.

Lemma 15.4 Suppose � ⇢ P .R
d
/ is a properly convex domain , ƒ  Aut.�/ is

convex cocompact and C WD C�.ƒ/. Assume ` ⇢ @i C is a nontrivial open line segment ,
m2 `, q 2 C and V D Spanf`; qg. For any r > 0 and ✏ >0, there exists a neighborhood
U of m in P .V / such that , if p 2U \C, then there exists a properly embedded simplex

S D S.p/ ⇢ C of dimension at least two such that

(25) B�.pI r/\P .V / ⇢ N�.S I ✏/:

Proof The argument is very similar to the proof of Lemma 11.4.

Fix r > 0 and ✏ > 0. Suppose for a contradiction that such a neighborhood U does not
exist. Then we can find pn 2 C \P .V / such that limn!1 pn D m and pn does not
satisfy (25) for any properly embedded simplex in C of dimension at least two.
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By replacing ` with the maximal open line segment containing, it we can assume that
`D .a; b/, where a; b 2 @F�.m/.

After passing to a subsequence, we can find �n 2ƒ such that �npn !p1 2 C. Passing
to a further subsequence, we can suppose that �na! a1, �nb ! b1 and �nq ! q1.
Then Œa1; b1ç ⇢ @i C. Since a; b 2 @F�.m/, we have

1D lim
n!1H�.pn; .a; q/[ .q; b//D lim

n!1H�.�npn; .�na; �nq/[ .�nq; �nb//:

So Œa1; q1ç [ Œq1; b1ç ⇢ @i C. Thus, a1; b1; q1 are the vertices of a properly
embedded simplex S ⇢ C. However, for n sufficiently large, we have

B�.�npnI r/\ �n P .V / ⇢ N�.S I ✏/
and so

B�.pnI r/\P .V / ⇢ N�.�
�1

n
S I ✏/:

Hence, we have a contradiction.

Lemma 15.5 Suppose � ⇢ P .R
d
/ is a properly convex domain , ƒ  Aut.�/ is

convex cocompact and C WD C�.ƒ/. Assume z 2 @i C is not a C
1
–smooth point of @�

and q 2 C. For any r > 0 and ✏ > 0, there exists qr;✏ 2 .z; qç such that , if p 2 .z; qr;✏ç,
then there exists a properly embedded simplex S D S.p/ ⇢ C of dimension at least two

such that

(26) B�.pI r/\ .z; qç ⇢ N�.S I ✏/:

Proof Once again, the argument is very similar to the proof of Lemma 11.4.

Fix r > 0 and ✏ > 0. Suppose for a contradiction that such a qr;✏ 2 .z; qç does not exist.
Then we can find pn 2 .z; qç such that limn!1 pn D z and pn does not satisfy (26)
for any properly embedded simplex in C of dimension at least two.

We can find a 3–dimensional linear subspace V such that .z; qç ⇢ P .V / and z 2 @i C
is not a C 1–smooth boundary point of P .V /\�. By changing coordinates, we can
suppose that

P .V /D fŒw W x Wy W 0 W � � � W 0ç W w; x; y 2Rg;
P .V /\� ⇢ fŒ1 W x Wy W 0 W � � � W 0ç W x 2R; y > jxjg;

z D Œ1 W 0 W 0 W � � � W 0ç;

q D Œ1 W 0 W 1 W 0 � � � W 0ç:
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We may also assume that P .V /\� is bounded in the affine chart

fŒ1 W x Wy W 0 W � � � W 0ç W x; y 2Rg
of P .V /.

Then
pn D Œ1 W 0 Wyn W 0 W � � � W 0ç;

where 0 < yn < 1 and yn converges to 0. Let

Ln WD fŒ1 W x Wyn W 0 W � � � W 0ç W x 2Rg\�:

By passing to a subsequence, we can suppose that .yn/n�1 is a decreasing sequence
and

(27) lim
n!1H�.pn; Ln�1/D1:

Then
lim

n!1
yn�1

yn

D1:

Let an; bn 2 @� be the endpoints of Ln D .an; bn/. We claim that

(28) lim
n!1H�.pn; .z; an�1//D1D lim

n!1H�.pn; .z; bn�1//:

Consider gn 2 PGL.V / defined by

gn.Œw W x Wy W 0 W � � � W 0ç/D
h
w W 1

yn
x W 1

yn
y W � � � W 0

i
:

Since .yn/n�1 is a decreasing sequence converging to zero, Dn WD gn.P .V /\�/ is
an increasing sequence of properly convex domains in P .V / and

D WD
[

n�1

Dn ⇢ fŒ1 W x Wy W 0 W � � � W 0ç W x 2R; y > jxjg

is also a properly convex domain. Notice that HDn
converges to HD uniformly on

compact subsets of D. Also, by construction, there exist t  �1 and 1  s such that

D D fŒ1 W x Wy W 0 W � � � W 0ç W x 2R; y >maxfsx; txgg:

Then an D Œ1 W t�1
n

yn Wyn W 0 W � � � W 0ç, where tn ! t .

Now pick vn 2 .z; an�1/ such that

H�.pn; .z; an�1//DH�.pn; vn/:
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Since

lim
n!1gnan�1 D lim

n!1


1 W t�1

n�1

yn�1

yn

W yn�1

yn

W 0 W � � � W 0
�
D Œ0 W t�1 W 1 W 0 W � � � W 0ç;

any limit point of gnvn is in

fŒ0 W t�1 W 1 W 0 W � � � W 0çg[ fŒ1 W rt�1 W r W 0 W � � � W 0ç W r � 0g ⇢ @D:

Then

lim
n!1H�.pn; .z; an�1//D lim

n!1H�.pn; vn/D lim
n!1HDn

.gnpn; gnvn/D1

since gnpn ! Œ1 W 0 W 1 W 0 W � � � W 0ç 2D.

For the same reasons,
lim

n!1H�.pn; .z; bn�1//D1:

This establishes (28).

Next we can pass to a subsequence and find �n 2 ƒ such that �npn ! p1 2 C.
Passing to a further subsequence, we can suppose that �nan�1 ! a1, �nbn�1 ! b1,
�nz ! z1 and �nq ! q1.

Equation (27) implies that Œa1; b1ç ⇢ @� and (28) implies that

Œz1; a1ç[ Œz1; b1ç ⇢ @�:

Thus, a1, b1 and z1 are the vertices of a properly embedded simplex S ⇢ � which
contains p1. Further, for n sufficiently large, we have

B�.�npnI r/\ �n.z; qç ⇢ N�.S I ✏/
and so

B�.pnI r/\ .z; qç ⇢ N�.�
�1

n
S I ✏/:

To obtain a contradiction, we have to show that �
�1
n

S ⇢ C for every n or, equivalently,
that S ⇢ C. By construction, q1 2 @i C \ .a1; b1/. Then Proposition 15.3 implies
that Œa1; b1ç ⇢ @i C. Since z1 2 @i C and S has vertices a1, b1 and z1, we then see
that S ⇢ C.

The rest of the section is devoted to the proof of Proposition 15.1, so suppose that
� ⇢ P .R

d
/ is a properly convex domain, ƒ  Aut.�/ is convex cocompact and the

family Smax of all maximal properly embedded simplices in C WD C�.ƒ/ of dimension
at least two satisfies the hypotheses of the proposition.
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Lemma 15.6 If ` ⇢ @i C is a nontrivial line segment , then there exists S 2 Smax with

` ⇢ @S.

Proof We can assume that ` is an open line segment. Then fix some m 2 ` and q 2 C.
Since Smax is strongly isolated, there exists some D > 0 such that, if S1; S2 2 Smax

are distinct, then

diam�.N�.S1I 1/\N�.S2I 1// < D:

Let V WD Spanf`; qg. By Lemma 15.4, there exists a neighborhood U of m in P .V /

such that, if x 2U \C, then there exists a maximal properly embedded simplex Sx ⇢ C
of dimension at least two such that

B�.xID/\P .V / ⇢ N�.SxI 1/:

By shrinking U, we can assume that U \ C is convex.

We claim that Sx D Sy for every x; y 2 U \ C. Since U \ C is convex, it is enough to
show this when H�.x; y/  1

2
D. Then

B�

�
xI 1

2
D
�
\P .V / ⇢ B�.yID/\P .V / ⇢ N�.Sy I 1/:

So

B�

�
xI 1

2
D
�
\P .V / ⇢ N�.SxI 1/\N�.Sy I 1/

and hence

diam�.N�.SxI 1/\N�.Sy I 1// � diam�

�
B�

�
xI 1

2
D
�
\P .V /

�
DD:

So Sx D Sy .

Now let S WD Sx for some (and hence any) x 2 U \ C. Then

U \ C ⇢ N�.S I 1/:

So, by Proposition 3.13, there exists m
0 2 @S with m 2 F�.m

0
/. Then, since `

is an open line segment, ` ⇢ F�.m
0
/. Finally, by condition (2) of the hypotheses,

F�.m
0
/D FS .m

0
/ ⇢ @S. Hence, ` ⇢ @S.

Lemma 15.7 If z 2 @i C is not a C
1
–smooth point of @�, then there exists S 2 Smax

with z 2 @S.
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Proof Fix q 2 C. Arguing as in the proof of Lemma 15.6 and using Lemma 15.5
shows that there exist some q0 2 .z; qç and a maximal properly embedded simplex
S ⇢ C of dimension at least two such that

.z; q0ç ⇢ N�.S I 1/:

Then, by Proposition 3.13, there exists z02@S with z2F�.z
0
/. Finally, by condition (2)

of the hypotheses on Smax,

z 2 F�.z
0
/D FS .z

0
/ ⇢ @S:

16 Proof of Theorems 1.7 and 1.8

For the rest of this section, suppose � ⇢ P .R
d
/ is a properly convex domain, ƒ 

Aut.�/ is a convex cocompact subgroup (see Definition 1.1) and Smax is the family of
all maximal properly embedded simplices in C�.ƒ/ of dimension at least two.

16.1 Proof of Theorem 1.7

We claim that the following are equivalent:

(A) Smax is closed and discrete in the local Hausdorff topology induced by H�.

(B) .�; C�.ƒ/;ƒ/ has coarsely isolated simplices.

(C) .C�.ƒ/;H�/ is a relatively hyperbolic space with respect to Smax.

(D) .C�.ƒ/;H�/ is a relatively hyperbolic space with respect to a family of properly
embedded simplices in C�.ƒ/ of dimension at least two.

(E) ƒ is a relatively hyperbolic group with respect to a collection of virtually abelian
subgroups of rank at least two.

By definition, (A) implies (B) and (C) implies (D). Further, Theorem 1.13 implies that
(B), (D) and (E) are all equivalent. So it is enough to assume (B) and show that (A)
and (C) hold. We establish this using Theorem 1.18 and the next lemma.

Lemma 16.1 If .�; C�.ƒ/;ƒ/ has coarsely isolated simplices , then Smax is strongly

isolated , coarsely complete and ƒ–invariant. Moreover , if S 2 Smax and x 2 @S, then
F�.x/D FS .x/.
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Remark 16.2 A careful reading of the proof shows that Smax is actually the unique
family of strongly isolated, coarsely complete and ƒ–invariant maximal properly
embedded simplices in C�.ƒ/ of dimension at least two.

Proof By Theorem 1.17, there exists Score, a strongly isolated, coarsely complete and
ƒ–invariant family of maximal properly embedded simplices in C�.ƒ/ of dimension
at least two.

We first claim that, if S 2 Score and x 2 @S, then

(29) F�.x/D FS .x/:

By definition, FS .x/⇢F�.x/. To establish the other inclusion, it suffices to show that,
if e 2 @F�.x/ is an extreme point, then e 2 @FS .x/.

So let e 2 @F�.x/ be an extreme point. Theorem 1.19(4) implies that there exists
D1 > 0 such that

H
Haus
F�.x/

.C�.ƒ/\F�.x/; FS .x//  D1:

By Proposition 15.3, F�.x/D C�.ƒ/\F�.x/. Thus,

(30) H
Haus
F�.x/

.F�.x/; FS .x//  D1:

Then, by Proposition 3.13 and (30), there exists

e
0 2 @FS .x/\FF�.x/.e/:

But, since e is an extreme point, FF�.x/.e/D F�.e/D feg. So eD e
0 2 @FS .x/. This

proves the claim.

Next we show that Score D Smax. By definition, Score ⇢ Smax, so it is enough to show
that Smax ⇢ Score. Fix S 2 Smax. Since Score is coarsely complete, there exist S 0 2 Score

and r > 0 such that
S ⇢ N�.S

0I r/:

Then, by Proposition 3.13 and (29),

@S ⇢
[

x2@S 0
F�.x/D

[

x2@S 0
FS 0.x/D @S

0
:

Hence, S ⇢ S
0. Since S is a maximal properly embedded simplex, we then have

S D S
0 2 Score.

Finally, the “moreover” part follows from (29) and the equality Smax D Score.
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16.2 Proof of Theorem 1.8

Now assume, in addition to the hypotheses at the beginning of Section 16, that Smax is
closed and discrete in the local Hausdorff topology induced by H�.

By Lemma 16.1, Smax is strongly isolated, coarsely complete and ƒ–invariant. Then
properties .1/, .2/, .3/ and .5/ follow immediately from Theorem 1.19. Property .6/

holds since Smax is strongly isolated. Property .4/ is the “moreover” part of Lemma 16.1.
Finally, properties .7/ and .8/ follow from Proposition 15.1.

Appendix Remarks on Theorem 4.15

In this appendix we explain how to modify Sisto’s arguments in [31] to establish
Theorem 4.15. In fact, we will explain why a more general result is true. Before stating
the result, we introduce a generalization of the notion of asymptotically transverse-free
obtained by replacing geodesics in Definition 4.13 with .1; c/–quasigeodesics.

Definition A.1 Let .X; d/ be a complete geodesic metric space, ˛ � 1, ˇ � 0 and S be
a collection of subsets of X.

(1) If I ⇢ R is an interval, then ✓ W I !X is a .˛; ˇ/–quasigeodesic in .X; d/ if

1

˛
jt1 � t2j�ˇ  d.✓.t1/; ✓.t2//  ˛jt1 � t2jCˇ

for all t1; t2 2 I.

(2) An .˛; ˇ/–quasigeodesic triangle in .X; d/ is a choice of three points in X and
.˛; ˇ/–quasigeodesics connecting these points.

(3) A quasigeodesic triangle T in X is S–almost-transverse with constants  and Å

if
diamX .NX .S I /\ �/  Å

for every S 2 S and edge � of T .

(4) The collection S is strongly asymptotically transverse-free if there exist � and �

such that, for each c�1, Å�1,  �� , if T is a .1; c/–quasigeodesic triangle inX
which is S–almost-transverse with constants  and Å, then T is .�ÅC�c/–thin.

We will prove the following generalization of Theorem 4.15, which connects the three
different notions of “asymptotically transverse-free”:
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Proposition A.2 Let .X; d/ be a complete geodesic metric space and S a collection

of subsets of X. Then the following are equivalent :

(1) S is asymptotically transverse-free relative to a geodesic path system and there

exists an almost-projection system for S.

(2) S is asymptotically transverse-free and there exists an almost-projection system

for S.

(3) S is strongly asymptotically transverse-free and there exists an almost-projection

system for S.

In Proposition A.2, observe that (3) implies (2) and (2) implies (1) by definition.
Thus, in order to prove Proposition A.2, it suffices to prove (1) implies (3). Sisto [31,
Lemma 2.13] previously proved that (2) implies (3) and in the rest of this section we
modify Sisto’s argument to show that (1) implies (3).

Fix .X; d/ a complete geodesic metric space, G a geodesic path system on X, S a
collection of subsets of X, and…S Df⇡S WX !S WS 2Sg an almost-projection system
with constant C. Then fix a constant

�0 � maxf10C; 1g:

Finally, for any pair of distinct points x; y 2X, let �x;y denote a path in G connecting
x and y.

The proof of Proposition A.2 will require the following two lemmas. Informally, the
first one says that, if ✓ is an “S–almost-transverse quasigeodesic”, then any geodesic
joining points on ✓ is also “S–almost-transverse”.

Lemma A.3 [31, page 176] Suppose c > 0, Å � 1,  � c�0, ✓ W Œ0; T ç ! X is a

.1; c/–quasigeodesic and

diamX .NX .S I /\ ✓/  Å

for every S 2 S. Then

diamX .NX .S I c�0/\ �x;y/  ÅC 10�0C 18c�0

for every S 2 S and x; y 2 ✓ .

Lemma A.3 follows from Sisto’s proof of Lemma 2.13 in [31]. For the reader’s
convenience we will provide the argument at the end of this section.

We also need the following variant of the Morse lemma:
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Lemma A.4 Suppose c > 0, x; y 2 X and ✓ W Œ0; T ç ! X is a .1; c/–quasigeodesic

with x D ✓.0/ and y D ✓.T /. Moreover , suppose that there exists ı � 0 such that any

triangle with all its vertices on ✓ and all its edges in G is ı–thin. Then

dHaus.✓; �x;y/  4ıC 10c:

Delaying the proof of Lemma A.4, we prove Proposition A.2.

Proof of Proposition A.2 By the remarks above, it suffices to show that .1/ implies .3/.
So suppose that S is asymptotically transverse-free relative to the geodesic path system
G with constants �G and �G .

By increasing �0 if necessary, we can assume that

�0 Dmaxf10C; 1; �Gg:
Then fix

�0 WDmaxf9�G.1C 10�0/; 20�0.1C 9�G/g:
Fix a .1; c/–quasigeodesic triangle T WD .✓1 [ ✓2 [ ✓3/ that is S–almost-transverse
with constants  and Å where c � 1,  � c�0, and Å � 1. We will show that T is
.�0ÅC�0c/–thin. Since T is arbitrary, this will complete the proof that S is strongly
asymptotically transverse free and hence that .1/ implies .3/ in Proposition A.2.

Let T G be a geodesic triangle with the same vertices as T but edges in G. Let �1,
�2 and �3 be the edges of T G labeled so that the edge �i corresponds to the edge ✓i

for all 1  i  3. By Lemma A.3, T G is S–almost-transverse with constants c�0 and
Å C 10�0 C 18c�0. Notice that c�0 � �G and Å C 10�0 C 18c�0 � 1. Since S is
asymptotically transverse-free relative to the geodesic path system G, the triangle T G

is ı–thin, where

(31) ı WD �G.ÅC 10�0C 18c�0/:

Lemma A.3 also show that, for each 1  i  3, the .1; c/–quasigeodesic ✓i and the
geodesic �i 2 G satisfy the hypothesis in Lemma A.4 with ı as in (31). Thus,

(32) max
1i3

dHaus.✓i ; �i /  4ıC 10c:

So T is .9ıC20c/–thin. Further,

9ıC 20c D 9�G.ÅC 10�0C 18c�0/C 20c

< 9�G.1C 10�0/ÅC 20�0.1C 9�G/c

 �0.ÅC c/:

Thus, T is .�0ÅC�0c/–thin.
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Proof of Lemma A.3 Before proving the lemma we need to recall two other estimates
from Sisto’s paper.

Proposition A.5 (Sisto [31, Corollary 2.7]) If r � 2C, x1; x2 2X, S 2 S, ⇡S 2…S

and ⇠ is any geodesic in X connecting x1 and x2, then

diamX .⇠ \NX .S I r//  d.⇡S .x1/;⇡S .x2//C 18r C 62C:

Proposition A.6 (Sisto [31, Lemma 2.10]) If x1; x2 2 X, S 2 S, ⇡S 2 …S , ⇠ is

any geodesic in X connecting x1 and x2, and d.⇡S .x1/;⇡S .x2// � 8C C 1, then ⇠

intersects BX .⇡S .x1/I 10C /, BX .⇡S .x2/I 10C / and NX .S I 2C /:

We now claim that

(33) d.⇡S .x/;⇡S .y//  ÅC 20C C 1:

If this is not true, then, by Proposition A.6, �x;y intersects B�.⇡S .x/I 10C / and
B�.⇡S .y/I 10C /. Thus,

diamX .NX .S I /\ �x;y/ � diamX .NX .S I 10C /\ �x;y/ � ÅC 1;

which is a contradiction. Hence, the estimate in (33) is true. Since c�0 � 2C,
Proposition A.5 implies that

diamX .�x;y \NX .S I c�0//  ÅC 18c�0C 82C C 1  ÅC 10�0C 18c�0:

Proof of Lemma A.4 Let M WD 2ıC 5c. By a standard argument (see for instance
[8, proof of Theorem 1.7, page 404]), it suffices to prove

✓ ⇢ NX .�x;y IM � c/:

Fix z 2 ✓ and consider the geodesic triangle �x;y [ �x;z [ �z;y . By hypothesis, this
triangle is ı–thin. Next pick a 2 �x;z such that d.z; a/D ıC 4c. If such a point does
not exist, then d.x; z/ < ıC 4c, which implies that

z 2NX .�x;y I ıC 4c/ ⇢ NX .�x;y IM � c/

and we are done. Now, since �x;y [ �x;z [ �z;y is ı–thin, there exists b 2 �x;y [ �z;y

such that d.a; b/  ı. We will show that b 2 �x;y . Since ✓ is a .1; c/–quasigeodesic,

d.x; z/C d.z; y/  d.x; y/C 3c:
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Then, for all y0 2 �z;y , we have

d.a; y0
/ � d.x; y/� d.x; a/� d.y0

; y/

� d.x; z/C d.z; y/� 3c � d.x; a/� d.y0
; y/

D d.a; z/C d.y0
; z/� 3c � ıC c:

So we must have b 2 �x;y . Then

d.z; �x;y/  d.z; a/C d.a; b/  2ıC 4c DM � c:

Since z 2 ✓ was arbitrary,
✓ ⇢ NX .�x;y IM � c/:
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