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We consider discrete groups in PGL; (R) acting convex cocompactly on a properly
convex domain in real projective space. For such groups, we establish necessary and
sufficient conditions for the group to be relatively hyperbolic in terms of the geometry
of the convex domain. This answers a question of Danciger, Guéritaud and Kassel
and is analogous to a result of Hruska and Kleiner for CAT(0) spaces.
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1 Introduction

If G is a connected simple Lie group with trivial center and no compact factors
and K < G is a maximal compact subgroup, then X = G/K has a unique (up to
scaling) Riemannian symmetric metric g such that G = Isomg (X, g). The metric g
is nonpositively curved and X is simply connected; hence, every two points in X are
joined by a unique geodesic segment. A subset C C X is called convex if, for every
x,y €C, the geodesic joining them is also in C. Then a discrete group I' < G is convex
cocompact if there exists a nonempty closed convex set C C X such that y(C) = C for
all y € " and T" acts cocompactly on C.

When G has real rank one, for instance G = PSL,(R), there are an abundance of
examples of convex cocompact subgroups in the context of Kleinian groups and
hyperbolic geometry. When G has higher real rank, for instance G = PSL3(R), there
are few examples: Kleiner and Leeb [25] and independently Quint [29] proved that
every Zariski dense convex cocompact subgroup is a cocompact lattice.

Danciger, Guéritaud and Kassel [12] have recently introduced a different notion of
convex cocompact subgroups in PGL; (R) based on the action of the subgroup on the
projective space P(Rd). Their notion of convex cocompactness requires some prelimi-
nary definitions. When Q C P(Rd) is a properly convex domain, the automorphism
group of 2 is defined to be

Aut(R2) :={g € PGL;(R) : g2 = Q}.
For a subgroup A < Aut(?), the full orbital limit set of A in 2 is defined to be

Lo(A):=J A p\A-p).
pPER

Next, let Cq (A) denote the convex hull of Lo (A) in Q.
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Convex cocompact actions of relatively hyperbolic groups 419

Definition 1.1 (Danciger, Guéritaud and Kassel [12, Definition 1.10]) Suppose
QCcPRY)isa properly convex domain. An infinite discrete subgroup A < Aut(2)
is called convex cocompact if Cq(A) is nonempty and A acts cocompactly on Cq(A).

When A is word hyperbolic, there is a close connection between this class of discrete
groups in PGL;(R) and Anosov representations; see [12] for details and Danciger,
Guéritaud and Kassel [13] and Zimmer [35] for related results. Further, by adapting
an argument of Benoist [3], Danciger, Guéritaud and Kassel proved a characterization
of hyperbolicity in terms of the geometry of Cq(A). To state their result we need two
definitions.

Definition 1.2 A subset S C P(Rd) is a simplex if there exist g € PGL;(R) and
1 <k <d such that
gS ={[x1:---:x:0:---:0] EIP’(]Rd) :x1>0,...,x; >0}

In this case we define the dimension of S to be dim(S) = k — 1 (notice that S is
homeomorphic to R¥ ~1) and say that the k points

g M1:0:---:0], g7 0:1:0:---:0],...,g 1[0:--:0:1:0:---:0] € 3S
are the vertices of S.

Definition 1.3 Suppose A C B C IP’(Rd). Then A is properly embedded in B if the
inclusion map A < B is a proper map (relative to the subspace topology).

Finally, given a properly convex domain €2 C P(Rd ) let Hg denote the Hilbert metric
on 2 (see Section 3.3 for the definition).

Theorem 1.4 (Danciger, Guéritaud and Kassel [12, Theorem 1.15]) Suppose 2 C
P (Rd) is a properly convex domain and A < Aut(?) is convex cocompact. Then the
following are equivalent:

(1) Cq(A) contains no properly embedded simplices with dimension at least two.
(2) (Ca(N), Hg) is Gromov hyperbolic.
(3) A is word hyperbolic.

Remark 1.5 In the special case when A acts cocompactly on €2, Theorem 1.4 is due
to Benoist [3].
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The case when A is not word hyperbolic is less understood and Danciger, Guéritaud
and Kassel asked the following:

Question 1.6 (Danciger, Guéritaud and Kassel [12, Question A.2]) Suppose 2 C
P(R%)isa properly convex domain and A < Aut(£2) is convex cocompact. Under what
conditions is A relatively hyperbolic with respect to a collection of virtually abelian
subgroups?

We provide an answer to this question in terms of the geometry of the family of all
maximal properly embedded simplices (note a properly embedded simplex is called
maximal if it is not contained in a larger properly embedded simplex; they are not
necessarily simplices of codimension one).

Our approach is motivated by previous work of Hruska and Kleiner [20] for CAT(0)
spaces (see Section 1.2 for details). In some ways the Hilbert metric on a properly
convex domain behaves like a CAT(0) metric; see the discussion of Marquis [27].
However, an old result of Kelly and Strauss [24] says that a Hilbert geometry (2, Hg)
is CAT(0) if and only if it is isometric to real hyperbolic (d —1)—space (in which case
2 coincides with the interior of the convex hull of an ellipsoid in some affine chart).
Thus, one requires different techniques for studying the geometry of properly convex
domains and the groups acting on them.

The following theorem is the first main result of this paper:

Theorem 1.7 (see Section 16) Suppose Q2 C P(RY) is a properly convex domain,
A < Aut(R2) is convex cocompact and Spax is the family of all maximal properly
embedded simplices in Cq(A) of dimension at least two. Then the following are
equivalent:

(1) Smax is closed and discrete in the local Hausdortf topology induced by Hg.

(2) (Ca(A), Hg) is a relatively hyperbolic space with respect to Spax-

(3) (Cq(A), Hg) is a relatively hyperbolic space with respect to a family of properly
embedded simplices in Cq(A) of dimension at least two.

(4) A is arelatively hyperbolic group with respect to a collection of virtually abelian
subgroups of rank at least two.

Theorem 1.7 can be viewed as a real projective analogue of a result of Hruska and
Kleiner [20] for CAT(0) spaces (see Section 1.2 for details). In this analogy, maximal
properly embedded simplices correspond to maximal totally geodesic flats in CAT(0)
spaces (see Islam and Zimmer [21] and Benoist [3]).

Geometry € Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 421

We also establish a number of properties for convex cocompact subgroups satisfying
the conditions in Theorem 1.7. Before stating these results, we informally introduce
some notation (see Section 3 for precise definitions). Given a properly convex set €2
which is open in its span, let diamg(A4) and N'q(A4;r) denote the diameter and r—
neighborhood of a subset A with respect to the Hilbert metric. Also, given x € Q,
let Fo(x) C Q denote the open face of x in Q (see Definition 3.9). Finally, given a
properly convex set C, let rel-int(C) denote the relative interior (see Definition 3.2)
and let 3C = C \ rel-int(C) denote the boundary.

We will prove the following:

Theorem 1.8 (see Section 16) Suppose 2 C P(Rd) is a properly convex domain,
A < Aut(S2) is convex cocompact and Spax is the family of all maximal properly
embedded simplices in Cq(A) of dimension at least two. If Sy is closed and discrete
in the local Hausdorff topology induced by Hgq, then:

(1) A has finitely many orbits in Syx.

(2) If S € Smax, then Stabp (S) acts cocompactly on S and contains a finite-index
subgroup isomorphic to Z* where k = dim S.

(3) If A < A is an abelian subgroup of rank at least two, then there exists a unique
S € Smax With A < Staba (5).

(4) If S € Spax and x € 08, then Fq(x) = Fs(x).

(5) If S1, 82 € Smax are distinct, then #(S1 N S2) <1 and 951 N 0SS, = 2.

(6) Forany r > 0 there exists D(r) > 0 such that, if S, Sz € Smax are distinct, then
diamg(Nq(S1:r) NNa(S2:r)) = D(r).

(7 IftC CQ—(A) N 0K is a nontrivial line segment, then there exists S € Smax With

{Cos.

(8) If x € Cqo(A) N AR is not a C—smooth point of IR, then there exists S € Spax
with x € 9S.

Remark 1.9 1In the special case when d < 4 and A acts cocompactly on 2 C P(Rd),
Theorems 1.7 and 1.8 can be obtained from results of Benoist [4]. But, when d > 4,
Theorems 1.7 and 1.8 are new even in the special case when A acts cocompactly on 2.

As alluded to above, convex cocompact subgroups can be seen as a way to extend the
theory of Anosov representations to nonhyperbolic groups. Kapovich and Leeb [23]
and Zhu [34] have also recently proposed notions of relative Anosov representations
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for relatively hyperbolic groups. However, in their definitions, the peripheral subgroups
will have unipotent image while convex cocompact subgroups never contain nontrivial
unipotent elements. So the groups we consider are very different.

1.1 Naive convex cocompact subgroups

We also establish a variant of Theorem 1.7 for a more general notion of convex
cocompact subgroup.

Definition 1.10 Suppose 2 C P (Rd) is a properly convex domain. An infinite discrete
subgroup A < Aut(2) is called naive convex cocompact if there exists a nonempty
closed convex subset C C €2 such that

(1) Cis A—invariant, that is, g€ =C for all g € A, and

(2) A acts cocompactly on C.

In this case, we say that (2, C, A) is a naive convex cocompact triple.

It is straightforward to construct examples where A < Aut(£2) is naive convex cocompact
but not convex cocompact (see Section 2.3 or [12, Section 3.4]). In these cases, the
convex subset C in Definition 1.10 is a strict subset of Cq(A).

For naive convex cocompact subgroups, we also provide a characterization of relative
hyperbolicity, but require a technical notion of isolated simplices. In the naive convex
cocompact case there exist examples where the group is relatively hyperbolic but the
family of maximal properly embedded simplices is not discrete. Instead, maximal
properly embedded simplices can occur in parallel families; see Section 2.3. These
examples lead to the following definition:

Definition 1.11 Suppose (€2, C, A) is a naive convex cocompact triple. A family S of
maximal properly embedded simplices in C of dimension at least two is called

(1) isolated if S is closed and discrete in the local Hausdorff topology induced
by Hg;

(2) coarsely complete if any properly embedded simplex in C of dimension at least
two is contained in a uniformly bounded tubular neighborhood of some maximal
properly embedded simplex in S;

(3) A-invariantif g-S e Sforall S € Sand g € A.
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We say that (€2, C, A) has coarsely isolated simplices if there exists an isolated, coarsely
complete and A—invariant family of maximal properly embedded simplices in C of
dimension at least two.

Remark 1.12 This definition is motivated by Hruska and Kleiner’s notion of isolated
flats in the first sense for CAT(0) spaces [20, page 1505] (see Section 1.2).

Informally, Definition 1.11 says that a naive convex cocompact triple has coarsely
isolated simplices if it is possible to select a closed and discrete family of simplices
that contain a representative from each parallel family of maximal properly embedded
simplices.

We will prove the following:

Theorem 1.13 (see Section 14) Suppose (2,C, A) is a naive convex cocompact
triple. Then the following are equivalent:

(1) (2,C, A) has coarsely isolated simplices.

(2) (C, Hg) is a relatively hyperbolic space with respect to a family of properly
embedded simplices in C of dimension at least two.

(3) A is arelatively hyperbolic group with respect to a family of virtually abelian
subgroups of rank at least two.

Remark 1.14 Using the basic theory of relatively hyperbolic spaces (see Theorem 4.9),
if (C, Hg) is arelatively hyperbolic space with respect to a family of properly embedded
simplices in C, then every simplex in that family is maximal.

There is one subtle aspect of Theorem 1.13: it does not say that any isolated, coarsely
complete and A—invariant family of simplices satisfies (2). In fact, it is possible to
construct an example of a naive convex cocompact triple (2,C, A) and a family S
of maximal properly embedded simplices where S is isolated, coarsely complete and
A—invariant but (C, Hg) is not relatively hyperbolic with respect to S (see Section 2.3
for details). This motivates the following definition:

Definition 1.15 Suppose (€2, C, A) is a naive convex cocompact triple. A family S of
maximal properly embedded simplices in C of dimension at least two is called strongly
isolated if, for every r > 0, there exists D(r) > 0 such that, if S, S» € S are distinct,
then

diamo (N (S1;7) NN (S2;7)) < D(r).
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Remark 1.16 This definition is motivated by Hruska and Kleiner’s notion of isolated
flats in the second sense for CAT(0) spaces [20, page 1505] (see Section 1.2).

It is fairly easy to show that a family of strongly isolated simplices is also isolated
(see Observation 3.21). Although the converse is not always true, we will prove the
following theorem:

Theorem 1.17 (see Section 10) Suppose (2,C, A) is a naive convex cocompact
triple with coarsely isolated simplices. Then there exists a strongly isolated, coarsely
complete and A—invariant family of maximal properly embedded simplices in C of
dimension at least two.

We then prove the following refinement of the Theorem 1.13:

Theorem 1.18 (see Section 13) Suppose (2,C, A) is a naive convex cocompact
triple with coarsely isolated simplices. Let S be a strongly isolated, coarsely complete
and A—invariant family of maximal properly embedded simplices in C of dimension at
least two. Then:

(1) (C, Hg) is arelatively hyperbolic space with respect to S.

(2) A has finitely many orbits in S and, if {Sy, ..., S} is a set of orbit representa-
tives, then A is a relatively hyperbolic group with respect to

{Stab (S1), .. ., Stab (Sy)}.

Further, each Stab p (S;) is virtually abelian of rank at least two.

Delaying definitions until later in the paper (see Definitions 3.2, 3.9 and 11.1), we will
also establish an analogue of Theorem 1.8 for naive convex cocompact subgroups:

Theorem 1.19 (see Section 12) Suppose (2,C, A) is a naive convex cocompact
triple with coarsely isolated simplices. Let S be a strongly isolated, coarsely complete
and A—invariant family of maximal properly embedded simplices in C of dimension at
least two. Then:

(1) A has finitely many orbits in S.

(2) If S € S, then Stab (S) acts cocompactly on S and contains a finite-index
subgroup isomorphic to Z¥, where k = dim S.
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(3) If A < A is an abelian subgroup with rank at least two, then there exists a unique
S € S with A < Stabp (S).

(4) There exists D > 0 such that, if S € S and x € 9, then

HEs (€N Fo(x)., Fs(x)) < D.

(5) If 81,8, € S are distinct, then #(S1 N S») < 1 and

( g Fg(x))ﬂ( U Fg(x))=@.

x€3S1 xG&Sz
(6) Ifa,b,c €CNI form a half triangle in 2, then there exists S € S where

a,b,ce U Fq(x).
x€dS
Remark 1.20 In general, properties (4), (7) and (8) in Theorem 1.8 are not true in the
naive convex cocompact case. But, properties (4) and (6) in Theorem 1.19 can be seen
as their coarse analogues.

1.2 Motivation from the theory of CAT(0) spaces

The main results of this paper are inspired by previous work of Hruska and Kleiner [20]
in the CAT(0) setting. They introduced two notions of isolated flats for CAT(0) spaces
and then related these conditions to relative hyperbolicity. In this subsection we recall
their definitions and results.

Definition 1.21 (Hruska and Kleiner [20]) Suppose X is a CAT(0)—space and I" acts
geometrically on X (ie the action is properly discontinuous, cocompact and isometric).

(1) (X,T) has isolated flats in the first sense if there exists a set F of flats of X
such that F is '-invariant, each flat in X is contained in a uniformly bounded
tubular neighborhood of some flat in F, and F is closed and discrete in the local
Hausdorff topology.

(2) (X,T) has isolated flats in the second sense if there exists a set F of flats of X
such that F is ['—invariant, each flat in X is contained in a uniformly bounded
tubular neighborhood of some flat in 7, and, for any r > 0, there exists D(r) >0
such that, for any two distinct flats Fy, F> € F,

diamy (Nx (F1;r) "N Nx(Fa;r)) < D(r).

Clearly, if (X, I') has isolated flats in the second sense then it also has isolated flats in
the first sense. Hruska and Kleiner [20] proved the following:
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Theorem 1.22 (Hruska and Kleiner [20]) Suppose X is a CAT(0)—space and T" acts
geometrically on X. The following are equivalent:

(1) (X, T) has isolated flats in the first sense.
(2) (X,T) has isolated flats in the second sense.
(3) X is a relatively hyperbolic space with respect to a family of flats.

(4) T is arelatively hyperbolic group with respect to a collection of virtually abelian
subgroups of rank at least two.

Hruska and Kleiner’s work motivated the results in this paper, but the methods of proof
are very different.

1.3 Outline of paper

Sections 2—4 are mostly expository. In Section 2, we describe some examples. In
Section 3, we set our basic notation and definitions. In Section 4, we recall the definition
of relatively hyperbolic metric spaces and some of their basic properties.

The rest of the paper is divided into three parts. In the first part, Sections 5-7, we study
properly embedded simplices in general properly convex domains. In the second part
of the paper, Sections 8—14, we consider the naive convex cocompact case and prove
Theorems 1.13, 1.17, 1.18 and 1.19.

An experienced reader would be able to follow the proof in the naive convex cocompact
case by only reading Sections 6 and 8, the statement of Theorem 9.1 then Sections 10-14.
In the final part of the paper, Sections 15 and 16, we consider the convex cocompact
case and prove Theorems 1.7 and 1.8. In Section 16, we explain how to deduce the
convex cocompact case from the naive convex cocompact case. Section 15 proves parts
(7) and (8) of Theorem 1.8, which is a refinement of Theorem 1.19.

We now describe some of the proofs in the second part of the paper in the order they
are presented.

1.3.1 Outline of the proof of Theorem 1.17 (See Section 10.) When (2,C, A)
has coarsely isolated simplices, we use the following algorithm to construct S¢ere, a
canonical strongly isolated, coarsely complete and A—invariant family of maximal
properly embedded simplices of dimension at least two.

First, let Spmax denote the family of a/l maximal properly embedded simplices in C
of dimension at least two. In the naive convex cocompact case, this family can have
several undesirable properties:
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(a) A maximal simplex could be contained in a tubular neighborhood of a properly
embedded simplex with strictly larger dimension.

(b) Smax could contain families of parallel maximal simplices (see Definition 3.17).

In Section 2.4 (respectively Section 2.3) we construct a simple example where the first
(respectively second) problem occurs.

To deal with the first problem, we consider §max C Smax, the family of all maximal
properly embedded simplices that are not contained in a tubular neighborhood of a
properly embedded simplex with strictly larger dimension, and show that this subfamily
is still coarsely complete.

To deal with the second problem, we select from each family of parallel simplices a
canonical “core” simplex. This is accomplished by studying the open boundary faces
Fq(x) of points x € 0L2.

For every S € §max and vertex v of S, we show that Fq(v) NC is a compact subset of
Fq(v). Then we exploit the fact that every compact set in a properly convex domain
has a well defined “center of mass” (see Proposition 3.8). Using this, for each simplex

S e §max we construct a new simplex ®(S) as follows: Let vy,..., v, be the vertices
of S. Then, for 1 < j < p, define w; to be the center of mass of Fq(v;)NC in Fq(v;).
Next define ®(S) to be the convex hull of wy, ..., wp, in Q.

Then ®(S) is a properly embedded simplex parallel to S (see Lemma 3.18). Moreover,
if §1,8, € §max are parallel, then ®(S;) = ®(S>). Finally, we define

Score := {®(S) : S € Smax}-

Showing that this procedure actually produces a strongly isolated, coarsely complete
and invariant family requires results from Sections 8 and 9.

In Section 8, we show that any isolated and invariant family of maximal properly
embedded simplices satisfies properties (1) and (2) in Theorem 1.19.

Then, in Section 9, we show that, if Sp is an isolated, coarsely complete and invariant
family of maximal properly embedded simplices of dimension at least two, then there
exists a subfamily S C So which satisfies property (4) in Theorem 1.19 while still being
isolated, coarsely complete and invariant. In the proof we first construct an explicit
subfamily and then argue by contradiction that it must satisfy property (4). The main
idea is to use the structure theorem from Section 7 and the action of A to construct lots
of properly embedded simplices. Then we use these simplices to obtain a contradiction.
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This result is a key step in showing that the map & is well defined and that Score is
strongly isolated.

1.3.2 OQutline of the proof of Theorem 1.19 (See Section 12.) Properties (1) and (2)
are established in Section 8. Properties (3) and (5) are straightforward consequences of
the strong isolation property. Property (4) follows from the results in Section 9.

We establish property (6) in Section 11 by combining a Benzécri [6] recentering
argument with the strong isolation property. With the notation in Theorem 1.19,
let V := Span{a, b,c}. By a recentering argument, for any r > 0, there exists a
neighborhood O of b such that, if x € O NP (V) NC, then there exists a simplex Sy € S
of dimension at least two with

Bo(x:r) CNq(Sx: D +1),

where D is the constant from the coarsely complete condition. By picking r > 0
sufficiently large and using the fact the family S is strongly isolated, we then show that
Sy is independent of x and hence

ONPV)NCCNa(S;D+1)
for some S € S. Then it is easy to show that a, b, ¢ € |, 55 Fa(x).

This use of the strong isolation property is similar to the proofs of Lemma 3.3.2 and
Proposition 3.2.5 in [20].

1.3.3 Outline of the proof of Theorem 1.18 (See Section 13.) Our proof uses
Theorem 1.19 and a characterization of relative hyperbolicity due to Sisto [31], which
is stated in Theorem 4.15. This characterization involves the existence of a system
of projection maps onto the simplices in & with certain nice metric properties and
a technical condition concerning thinness of certain geodesic triangles whose edges
infrequently intersect neighborhoods of simplices in S.

In Section 6, we use supporting hyperplanes to construct natural linear projections
from a properly convex domain onto any properly embedded simplex. In the setup
of Theorem 1.18, these linear projections end up being coarsely equivalent to the
closest-point projection onto simplices of dimension at least two in the Hilbert metric
(see Definition 13.5 and Proposition 13.7). The following property of these linear
projections plays a key role: if the linear projections of two points onto a simplex are
far apart, then the geodesic between those two points spends a significant amount of
time in a tubular neighborhood of S (see Proposition 13.11 and Corollary 13.12).
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Many of the proofs in Section 13 proceed by contradiction and involve constructing a
half triangle in d; C using an argument similar to the proof of Proposition 2.5 in [3].
Then property (6) in Theorem 1.19 is used.

1.3.4 Outline of the proof of Theorem 1.13 (See Section 14.) The (1) = (3)
direction is a consequence of Theorems 1.17 and 1.18. We show that (2) = (1) using
the general theory of relatively hyperbolic metric spaces. And we establish (3) = (2)
by using the following real projective analogue of the flat torus theorem due to Gromoll
and Wolf [17] and Lawson and Yau [26]:

Theorem 1.23 (Islam and Zimmer [21]) Suppose that (2,C, A) is a naive convex
cocompact triple. If A < A is a maximal abelian subgroup of A, then there exists a
properly embedded simplex S C C such that

(1) S is A-invariant,
(2) A fixes each vertex of S, and
(3) A acts cocompactly on S.

Moreover, A contains a finite-index subgroup isomorphic to AICN
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2 Examples

2.1 Divisible examples

A properly convex domain Q2 C P (Rd) is called divisible if there exists a discrete group
A < Aut(£2) which acts cocompactly on 2. Clearly, in this case, A is also a convex
cocompact subgroup. Divisible domains have been extensively studied and in this
subsection we will recall some examples; for more details see the surveys [5; 30; 27].
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An open convex cone C C R¥ is reducible if there exist a nontrivial decomposition
RY = V1 & V5 and convex cones C1 C V; and Cp C V5 such that C = C; + Cs.
Otherwise C is said to be irreducible. The preimage in R of a properly convex
domain 2 C P(Rd) is the union of a cone and its negative; when this cone is reducible
(respectively irreducible), we say that 2 is reducible (respectively irreducible).

The Klein—Beltrami model of real hyperbolic d—space is the fundamental example of
a convex divisible domain. In particular, if B C P(Rd) is the interior of the convex
hull of an ellipsoid in some affine chart, then (B, Hy) is isometric to real hyperbolic
(d—1)-space H]}dg_l and Aut(B) coincides with Isom(Hﬂd{l). Further, B is a divisible
convex domain because Aut(B), being a simple Lie group, contains cocompact lattices.

There are many other examples of divisible convex domains; for instance, for every
d > 5, Kapovich [22] has constructed divisible convex domains @ C P(R?) such
that Aut(2) is discrete, Gromov hyperbolic and not quasi-isometric to any symmetric
space.

When d = 3, results of Benzécri [6] imply that every irreducible divisible convex
domain has word hyperbolic dividing group (see [4, Section 2] for details). In d = 4,
Benoist established the following dichotomy:

Theorem 2.1 (Benoist [4]) If Q C IP’(]R“) is an irreducible properly convex domain
and A < Aut(2) is a discrete group acting cocompactly on €2, then either

(1) A is word hyperbolic, or

(2) A is a relatively hyperbolic group with respect to a nonempty collection of
virtually abelian subgroups of rank two.

Benoist [4] and Ballas, Danciger and Lee [1] have constructed examples of the second
case in Theorem 2.1.

The case when d > 4 is fairly mysterious. When d = 5, 6 or 7, Choi, Lee and
Marquis [10] have constructed examples where A is a relatively hyperbolic group with
respect to a collection of virtually abelian subgroups of rank at least two. They also
ask whether Benoist’s result is true in any dimension.

Question 2.2 (Choi, Lee and Marquis [10, Remark 1.11]) Are groups dividing
nonsymmetric irreducible properly convex domains always relatively hyperbolic with
respect to a (possibly empty) collection of virtually abelian subgroups of rank at least
two?
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In the context of the above question, we should mention a recent result of Bobb [7]
who proved that, if Q C P(R?) is divisible, then the family of properly embedded
simplices in © of dimension (d — 2) (ie codimension 1) is closed and discrete in
the local Hausdortf topology induced by the Hilbert metric. Thus, if €2 only contains
simplices of dimension (d —2), then Theorem 1.7 implies that A is relatively hyperbolic
with respect to a collection of virtually abelian subgroups of rank (d — 2).

2.2 Convex cocompact examples

In this subsection we recall a class of examples constructed by Danciger, Guéritaud
and Kassel. For details and other examples see [12, Section 12].

Proposition 2.3 (Danciger, Guéritaud and Kassel [12, Section 12.2.2]) For any d > 4
there exists a properly convex domain €2 C P(Rd) with a convex cocompact subgroup
A < Aut(€2) such that

(1) A acts irreducibly on Rd, and

(2) A is a relatively hyperbolic group with respect to a nonempty collection of
virtually abelian subgroups of rank two.

2.3 Naive convex cocompact examples, I

In this subsection we construct examples of

(a) anaive convex cocompact triple which is not convex cocompact;

(b) anaive convex cocompact triple where the group is relatively hyperbolic but the
family of all maximal properly embedded simplices of dimension at least two is
not discrete in the local Hausdorff topology; and

(c) a naive convex cocompact triple (2., C,(,R), AL) and a family S of maximal
properly embedded simplices of dimension at least two which is isolated, coarsely
complete and A ,—invariant but (C,(,R), Hg, ) is not relatively hyperbolic with
respect to S.

For the rest of the subsection, we will freely use the notation introduced in Section 3
and make the following assumptions:

Assumptions 2 C P(Rd) is a properly convex domain and A < Aut(2) is a discrete
group which acts cocompactly on €2.
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Let 7: RY — P(Rd) be the natural projection. Then 7~ 1(Q) = C U —C, where
C c R? is some properly convex cone. Then define

Q= {[(v,w)]:v,w e C} C P(R??),
Cy :={[(v.v)]:v € C} C P(R??),
A :={[gDgl: g €GLs(R), [g] € A} CPGLyy (R).

Then, by construction, (24, Cy, Ay) is a naive convex cocompact triple.

Observation 2.4 Cq, (A.) = Q4. In particular, A, < Aut(Q2,) is not a convex
cocompact subgroup.

Proof Since A acts cocompactly on €, it is easy to show that Lo (A) = 92 (see for
instance the proof of Lemma 2.2 in [2]). By convexity, to prove that Cq, (As) = Q4 it
is enough to show that

Co. (Ar) D {[(v,0)] : v € dCIU{[(0,v)] : v € IC}.

Fix v € dC. Then [v] € 92 and so there exist p € Q2 and a sequence g, € A such that
limy, 00 gn(p) = [v]. Let p € C be alift of p and g, € GL;(R) be a lift of g,. Then,
for any t > 0,

[(rv,v)] = lim [g, & gn]-[(t P, P)] € Lo, (Ay).
n—>o0
Taking limits as t — 0 and ¢ — oo, respectively,

{(. 01 [0. v)]} € La, (Ax) CCa, (Ay).

Since v € dC was arbitrary, the proof is complete. O
We can thicken C, to obtain a one-parameter family of naive convex cocompact triples:
for R > 0 define

B =1y eQ,: Ho,(y,C.) <R
Observation 2.5 For any R > 0, (2., C,(,R), A) is a naive convex cocompact triple.
Proof Note that C,(,R) is the closed R—neighborhood of the convex set C,. in the

Hilbert metric Hg, . So C£R) is a closed convex set containing C.; see for instance [11,
Corollary 1.10]. The observation then follows since A, acts cocompactly on C,. 0O

Geometry € Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 433

For x € Q, define X € C to be the unique lift of x with ||%|| = 1. Then define
Xy i = [()2,)?)] € ﬁ*.

By definition we have the following description of the faces of 2,:

Observation 2.6 Ifx € Q, then
Fq, (xx) = {[(v,w)] : v, w € C and [v], [w] € Fq(x)}.
In particular, if x is an extreme point of 2, then

Fq, (xy) ={[(sx,x)] :5 € (0, 400)} = {[(x,2x)] : t € (0, +00)}.
Observations 2.5 and 2.6 and the definition of the Hilbert metric imply the following:

Observation 2.7 If x € Q2 is an extreme point and R > 0, then
c® N Fq, (x.)

is a compact interval containing x, with nonempty interior.
We now specialize our assumptions.

Additional assumption A is relatively hyperbolic group with respect to a nonempty
collection of virtually abelian subgroups of rank at least two.

Let Smax denote the set of all maximal properly embedded simplices in €2 of dimension
at least two. Then, by Theorem 1.7,

(1) Smax is closed and discrete in local Hausdorff topology induced by Hg,
(2) (2, Hg) is relatively hyperbolic with respect to Spax, and

(3) if S € Smax, then each vertex of S is an extreme point of €2.
For each S € Spax, define
S*:z {X*XGS}CC*

Then S, is a maximal properly embedded simplex in C,.

Observation 2.8 For any R > 0, the metric space (C,(,R), Hgq ) is relatively hyperbolic
with respect to S« = {Sx : S € Smax}-
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Proof sketch Consider the map F: Q@ — Q, defined by F(x) = x,. Then F induces

P

a quasi-isometry (2, Hg) — ( , Hg,) and so the observation follows from the

general theory of relatively hyperbolic spaces (see Theorem 4.8). O

Next we show that the family of all maximal properly embedded simplices in CER) of
dimension at least two is not discrete in the local Hausdorff topology. By construction,
if § C 2 is a properly embedded simplex of dimension at least two (ie S € Spyax),
then S, is a maximal properly embedded simplex in €2, of the same dimension. Let
v1,...,VUp be the vertices of S. Then, by Lemma 3.18,

P(Span{wi, ..., wp}) N Qs
is a maximal properly embedded simplex in €2, for any choice of
wj ECER)HFQ*(U]‘,*), j=1...,p.
This construction combined with Observation 2.7 yields the following:
Observation 2.9 For any R > 0, the family of maximal properly embedded simplices

in C,(,R) of dimension at least two is not discrete. In particular, C,(,R) contains parallel
properly embedded simplices (see Definition 3.17).

We also can construct the following:
Observation 2.10 For any R > 0, there exists a family SgR) of maximal properly

embedded simplices in CﬁR) of dimension at least two where

m S QR’ is isolated, coarsely complete and A ,—invariant;

2) (C,ER) , Hq,) is not a relatively hyperbolic space with respect to S gR).

Proof For each extreme point x € 982, define x T, x™ € Fq, (x4) to be the points such
that _
it x7]=c® n F, (x.).

Notice that x™ # x~ by Observation 2.7.

Given S € Smax, fix a labeling vy, ..., v, of its vertices. Then, for o = (01,...,0p) €
{+,—}7, define
Se :=P(Span{v{',..., v, }) N Q..

Then, by Lemma 3.18, S, is a properly embedded simplex in €2,.
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By construction, the set
SP = 15,1 S € Sy, 0 € [+, —}dimS+1
is isolated, coarsely complete and A ,—invariant. However, if S € Spax and 0,7 €
{4+, —}4imS+1 are distinct, then S, # S; and
HE™ (S, S¢) < +00

by Lemma 3.18. So, by Theorem 4.6, (CiR), Hg ) is not a relatively hyperbolic space
: (R)
with respect to S . a

2.4 Naive convex cocompact examples, II

In this section we construct a naive convex cocompact triple (€2, C, A) where C contains
a maximal properly embedded simplex which is contained in a bounded neighborhood
of a properly embedded simplex with strictly larger dimension.
Let C := {(x1,x2,x3) e R3: x% + x% < x%} and B := {[v] : v € C}. Then (B, Hp) is
the Klein—Beltrami model of real hyperbolic 2—space. In particular, if we fix x, y € d B
distinct, there exists & € Aut(53) which translates along the line segment (x, y) C B.
Let X, 7 € 9C be lifts of x and y, respectively, and let 4 € Aut(C) be a lift of A.
Next define

Q:={[(v,w)]:v,weC}CPR®
and let

x1:=[(x,0)], x2:=[0,0)], y1:=[1,0], y2:=[0, )]
Then x1, x2, y1 and y, are the vertices of a properly embedded simplex S C 2. Further,
if ) )
A= ([h®id], [i[d ®h]. [(2id) @ (3 id) ]) < Aut(R),
then (€2, .S, A) is a naive convex cocompact triple.

Fix R>0. Then C:={p € Q: Hq(p,S) < R} is a closed convex subset of Q; see
for instance [11, Corollary 1.10]. So (£2,C, A) is also a naive convex cocompact triple.

Now
F:={{(v,0)]:veC}

is an open boundary face of Q and C N F has nonempty interior in F. So there exists
zeCNF\(x1,y1).

Then z, x, and y; are the vertices of a properly embedded simplex S’ in C. Further,
S’ is maximal and S’ is contained in a bounded neighborhood of S.
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3 Some notation and definitions

In this section we set some notation that we will use for the rest of the paper.

3.1 Basic notation in projective geometry

If V c R? is a nonzero linear subspace, we will let P(V) C IP’(]Rd) denote its projec-
tivization. In most other cases, we will use [0] to denote the projective equivalence
class of an object o, for instance:

(1) IfveR? \{0}, then [v] denotes the image of v in P(RY),

(2) If ¢ € GL;z(R), then [¢] denotes the image of ¢ in PGL,4 (R).

(3) If T € End(R%) \ {0}, then [T'] denotes the image of T in P (End(R%)).
We also identify P(Rd) = Grl(Rd); so, for instance, if x € P(Rd) and V CR% isa
linear subspace, then x € P(V) if and only if x C V.

Given a subset X of R or P(Rd), we will let Span X C R denote the smallest linear
subspace containing X.

Next, for a subset X C ]P’(Rd) we define the automorphism group of X to be
Aut(X):={g ePGL;(R): gX = X}.
Further, given a group G < PGL,; (R) the stabilizer of X in G is
Stabg(X) :={ge€G:gX = X} = GNAut(X).

3.2 Convexity

Definition 3.1 (1) A subset C C ]P’(Rd) is convex if there exists an affine chart A
of P(Rd) where C C A is a convex subset.

(2) AsubsetC CP (]Rd) is properly convex if there exists an affine chart A of P(Rd)
where C C A is a bounded convex subset.

(3) An open subset of ]P’(]Rd) that is properly convex is called a properly convex
domain in P(Rd).

Notice that, if C C P(Rd) is convex, then C is a convex subset of every affine chart
that contains it.

A line segment in P(Rd) is a connected subset of a projective line. Given two points
X,y € P(Rd), there is no canonical line segment with endpoints x and y, but we will
use the following convention: if C C P(Rd) is a properly convex set and x, y € C,
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then when the context is clear we will let [x, y] denote the closed line segment joining
x to y which is contained in C. In this case, we will also let (x, y) = [x, y] \ {x, y},

[x,y) =[x, y]\{y}and (x, y] = [x, y] \ {x}.

Along similar lines, given a properly convex subset C C P(Rd) and a subset X C C,
we will let
ConvHull¢ (X)

denote the smallest convex subset of C which contains X. For instance, with our
notation, [x, y] = ConvHull¢c ({x, y}) when x, y € C.

We also make the following topological definitions:

Definition 3.2 Suppose C C P(Rd) is a convex set. The relative interior of C, denoted
by rel-int(C), is the interior of C in P(Span C). In the case that C = rel-int(C), we
will say that C is open in its span. The boundary of C is dC := C \ rel-int(C), the

ideal boundary of C is
0;C :=0dC\C,

and the nonideal boundary of C is
d, C :=dC NC.
Finally, we define dim C to be the dimension of rel-int(C) (notice that rel-int(C) is

homeomorphic to R4™ ),

Recall that a subset A C B C P (Rd) is properly embedded if the inclusion map A < B
is proper. With the notation in Definition 3.2, we have the following characterization
of properly embedded subsets:

Observation 3.3 Suppose C C P(Rd ) is a convex set. A convex subset S C C is
properly embedded if and only if 9; S C 09; C.

We also recall the definition of supporting hyperplanes.

Definition 3.4 Suppose 2 C IP’(Rd) is a properly convex domain.

(1) A projective hyperplane H C P(Rd) is a supporting hyperplane of Q it HNQ =
@and H N0 # @.

(2) A boundary point x € 32 is a C'—smooth point of dQ if there exists a unique
supporting hyperplane containing x.
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3.3 The Hilbert metric

For distinct points x, y € P (Rd), let Xy be the projective line containing them. Suppose
CcC P(Rd) is a properly convex set which is open in its span. If x, y € C are distinct,
let a and b be the two points in Xy N dC ordered a, x, y, b along xy. Then define the
Hilbert distance between x and y to be

Hc(x,y) = % logla, x. y,b],

where
_|x—>b[ly —a
[a,x,y,b]= —""7""——
|x —ally—b|

is the cross ratio. We also define H¢ (x, x) = 0 for all x € C. Using the invariance of
the cross ratio under projective maps and the convexity of C, it is possible to establish
the following (see for instance [9, Section 28]):

Proposition 3.5 Suppose C C P(Rd) is a properly convex set which is open in its
span. Then Hc is a complete Aut(C)—invariant metric on C which generates the
standard topology on C. Moreover, if p,q € C, then there exists a geodesic joining p
and g whose image is the line segment [p, q].

As a corollary to Proposition 3.5, we observe the following:

Corollary 3.6 Suppose Q@ C P (Rd) is a properly convex domain. Then Aut(£2) acts
properly on 2.

We will frequently use the following notation:

Definition 3.7 Suppose 2 C P(Rd) is a properly convex domain.
(1) For x € Q and r > 0, define
Ba(x;r) ={y € Q: Hq(x,y) <r}.
(2) For a subset A C 2 and r > 0, define

Na(:r) =) Ba(x:r).

x€A

(3) For a subset A C €2, define

diamg (A) = sup{Hgq(x,y):x,y € A}.
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3.4 The center of mass of a compact subset

It is possible to define a “center of mass” for a compact set in a properly convex domain.
Let K4 denote the set of all pairs (€2, K) where Q2 C P(Rd) is a properly convex
domain and K C 2 is a compact subset.

Proposition 3.8 There exists a function Kj — ]P(Rd ),

(2, K) = CoMgq(K),
such that
(1) CoMgq(K) € ConvHullg (K),
(2) CoMgq(K) = CoMg(ConvHullg (K)), and
(3) if g € PGL4(R), then gCoMgq(K) = CoM,q(gK)
forevery (2, K) e Kg.

There are several constructions of such a center of mass; see for instance [27, Lemma 4.2]
or [21, Proposition 4.5]. The approach in [21] is based on an argument of Frankel [16,
Section 12] in several complex variables.

3.5 The faces of a convex domain

In this section we define the faces of a convex set and then describe some of their
properties.

Definition 3.9 Given a properly convex domain 2 C ]P’(]Rd) and x € Q, let Fq(x)
denote the open face of x; that is,

Fqo(x) = {x}U{y € Q : there is an open line segment in Q containing x and y}.

Remark 3.10 Notice that Fo(x) = Q when x € Q. Further, a properly convex set C
that is open in its span is a properly convex domain in P(Span C). Thus, the above
definition (and the results of this subsection) apply to any properly convex set open in
its span.

We also introduce the following notation:

Definition 3.11 Given a properly convex domain 2 C P(Rd) and a subset X C Q,
define
Fo(X):= | ] Fa(»).

xeX
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The next observation is a simple consequence of convexity.

Observation 3.12 Suppose €2 C P(Rd) is a properly convex domain.
(1) Fgq(x) is open in its span.
(2) y € Fq(x) ifand only if x € Fq(y) if and only if Fo(x) = Fq(y).
(3) If y € 0Fq(x), then Fq(y) C 0Fq(x).
4) Ifx,yeQ,ze(x,y), p € Fq(x)and q € Fo(y), then
(p.q) C Fa(2).

In particular, (p,q) C Q if and only if (x,y) C Q2.
The next two results relate the faces to the Hilbert metric.

Proposition 3.13 Suppose 2 C P (]Rd) is a properly convex domain, x, is a sequence
in Q and limy,— 00 X, = x € Q. If Vn is another sequence in 2, lim, 00 Yy =y € Q
and

liminf Hg(x,, yn) < 400,

n—oo

then y € Fq(x) and

H g (x)(x, y) < liminf Ho (xn, yn).
Proof This is a straightforward consequence of the definition of the Hilbert metric. O
Proposition 3.14 Suppose Q2 C ]P’(Rd) is a properly convex domain. Assume

P1.P2.41.92 € Q, Fa(p1) = Fa(p2) and Fa(q1) = Fa(q2). If (p1,91) N Q # 2,
then

HG" ((p1.41), (P2.42)) = max{H g () (1. P2). HFo(q1)(d1.92)}-

Remark 3.15 Observation 3.12 implies that (p1, 1), (p2,¢2) C Q.
Proof This is a straightforward consequence of the fact that a R—neighborhood of a
closed convex set in the Hilbert metric is convex (see for instance [11, Corollary 1.10]).

For details see [21, Proposition 5.3]. O

The final result of this subsection relates the faces to the behavior of automorphisms.
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Proposition 3.16 [21, Proposition 5.6] Suppose 2 C P(Rd ) is a properly convex
domain, po € 2 and g, € Aut(2) is a sequence such that

(1) limy—o0 gn(po) = x € 0L,
() limy—oo g, 1 (po) = y € 99, and
(3) gn converges in ]P’(End(]Rd)) toT € IP’(End(]Rd)).
Then image(7T') C Span{Fq(x)}, P(kerT)NQ2 = and y € P(ker T).

3.6 Parallel properly embedded simplices

Definition 3.17 Suppose Q2 C P(Rd) is a properly convex domain. Two properly
embedded simplices Sy, S» C Q2 are called parallel if dim S; = dim S > 1 and there
is a labeling v1, ..., v, of the vertices of S7 and a labeling w1, ..., w, of the vertices
of S5 such that Fq(v;) = Fo(wg) forall 1 <k < p.

The following lemma allows us to “wiggle” the vertices of a properly embedded simplex
and obtain a new parallel properly embedded simplex.

Lemma 3.18 Suppose that Q C P(R?) is a properly convex domain and S C Q is a
properly embedded simplex with vertices vy, ...,vp. If w; € Fo(v;) forl < j < p,
then

S":=QNP(Span{wy, ..., wp})

is a properly embedded simplex with vertices wy, . .., wp. Moreover,

H:
HPas (s, Sy < lr;/a;(p HFQ(UJ-)(U]» wj).

Proof Forl <g<pandl<ij <ip<---<ig < p,define
S(i1,...,ig) := rel-int(ConvHullg {v;,, ..., v, }),
S'(i1.....ig) := rel-int(ConvHullg {w,. ..., w;,}).

We claim that, foreach 1 <g < pand 1 <i; <iz <---<ig < p, there exists a face
F(i1,...,ig) of Q such that

S(its....i)US(i1,....iq) C F(i1,....iq).

When g = 1, this is by hypothesis. Then the claim follows from induction on ¢ and
Observation 3.12(4).

Then S'(i1,...,ig) C 02 if and only if S(i1,...,iy) C 2. Hence, S’ is a properly
embedded simplex.

The “moreover” part follows from a similar induction argument and Proposition 3.14. O
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3.7 The Hausdorff distance and local Hausdorff topology

When (X, d) is a metric space, the Hausdor{f distance between two subsets A, B C X
is defined by
d"*(4, B) = max{sup inf d(a,b), sup inf d(a,b)}.
acAbEB beB a€A

dHaus

When (X, d) is a complete metric space space, is a complete metric on the set of

nonempty compact subsets of X.

The local Hausdorff topology is a natural topology on the set of closed sets in X. For
a closed set Cy, a basepoint xg € X and rg, €9 > 0, define the set U(Cy, xo, ro, €0) t0
consist of all closed subsets C C X where

d"(Co N By (x0:r0). C N Bx (x0: ro)) < €o.
where
Bx (x0:r0) = {x € X :d(x9,x) <ro}.
The local Hausdorff topology on the set of nonempty closed subsets of X is the topology
generated by the sets U(-,-,-,-).

3.8 The local Hausdorff topology on slices of a properly convex domain

Fix a distance dp on ]P’(Rd) induced by a Riemannian metric. Then the following
observation is a consequence of convexity and the definition of the Hilbert metric:

Observation 3.19 Suppose Q C P(Rd) is a properly convex domain. If V, €
Gr, (Rd) is a sequence of p—dimensional linear subspaces, V, — V in Grp(Rd)
and P(V) N Q # @, then

(1) P(Vy) N converges to P (V) N Q in the Hausdortf topology induced by dp,

2) P(Vy) N Q converges to P(V) N Q2 in the local Hausdorff topology induced
by Hg.

Proof To prove (1), notice that the set of nonempty compact subsets in IP’(Rd)
endowed with d]?aus is a compact metric space. Hence, to show that P(V,) N
converges to P (V) N, it suffices to show that every convergent subsequence of
P(V,) N Q converges to P(V) N Q. So suppose that W converges to some
compact set C. Since €2 is open, it is clear that P(V) N Q2 C C. Since every point
in 9 has a supporting hyperplane, it is clear that C C P(V) N Q. Thus, W
converges to P(V) N Q.

The proof of (2) is similar. a
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This observation has the following consequence:

Observation 3.20 Suppose Q2 C ]P’(]Rd) is a properly convex domain. Then the set
of properly embedded simplices in 2 of dimension at least two is closed in the local
Hausdorff topology.

Proof Suppose S, C Q2 is a sequence of properly embedded simplices of dimension
at least two and S, converges to .S in the local Hausdorff topology. We claim that § is
also a properly embedded simplex. By passing to a subsequence, we can suppose that
dim S, = p—1=>2forall n.

Let V;, = Span Sj, then S, =P (V,,) N Q2. By passing to a subsequence, we can suppose
that
V= lim V,

n—>oo

exists in Gry (]Rd). Then Observation 3.19(2) implies that S = P (V) N Q. Next let
vi"), R vl(,") be the vertices of S,. Then

(D Sn = rel-int(ConvHullg {v{". ..., v{"}).
By passing to a subsequence, we can suppose that ug")’ L vén) converge o v1, .. . , vp.

Then Observation 3.19(1) and (1) imply that

S =P(V)NQ =rel-int(ConvHullg{vy, ..., vp}).
Since dim P(V) NQ = p—1, the lines vy, . .., v, must be linearly independent. Hence,
S is a properly embedded simplex. a

As a consequence of Observation 3.20 we will show the following:

Observation 3.21 Suppose 2 C IP’(]Rd) is a properly convex domain and S is a family
of maximal properly embedded simplices of dimension at least two. If S is strongly
isolated, then it is also isolated.

Proof Suppose S, € S is a sequence and S, converges to S in the local Hausdorff
topology induced by Hg. Then S is a properly embedded simplex by Observation 3.20.
Since S is unbounded in (€2, Hg), for any r > 0,

lim diamoNQ(Sy;7) "N (Spt1:7)) = oo.
n—>0o0

Then, since S is strongly isolated, there exists N > 0 such that S,, = S, foralln,m > N.
Then S = Sy . So § is closed and discrete in the local Hausdorff topology. O
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4 Background on relatively hyperbolic metric spaces

In this section we recall the definition of relatively hyperbolic metric spaces and then
state a useful characterization due to Sisto.

Definition 4.1 Suppose w is a nonprincipal ultrafilter, (X, d) is a metric space, (x;) is
a sequence of points in X and (A,) is a sequence of positive numbers with limg, A, = co.
The asymptotic cone of X with respect to (xn) and (Ay,), denoted by Cg, (X, X, Ap), is
the ultralimit lim,, (X, 1, d, x,,).

For more background on asymptotic cones, see [14].

Definition 4.2 (Drutu and Sapir [15, Definition 2.1]) Let (X,d) be a complete
geodesic metric space and let S be a collection of closed geodesic subsets (called
pieces). Suppose that the following two properties are satisfied:

(1) Every two different pieces have at most one common point.

(2) Every simple geodesic triangle (a simple loop composed of three geodesics)
in X is contained in one piece.

Then we say that the metric space (X, d) is tree-graded with respect to S.

Definition 4.3 A complete geodesic metric space (X, d) is relatively hyperbolic with
respect to a collection of subsets S if all its asymptotic cones, with respect to a fixed
nonprincipal ultrafilter, are tree-graded with respect to the collection of ultralimits of
the elements of S.

Definition 4.4 A finitely generated group G is relatively hyperbolic with respect to a
Sfamily of subgroups {H1, ..., Hy} if the Cayley graph of G with respect to some (and
hence any) finite set of generators is relatively hyperbolic with respect to the collection
of left cosets {gH; : g€ G,i =1,...,k}.

Remark 4.5 This is one among several equivalent definitions of relatively hyperbolic
groups. We direct the interested reader to [15] for more details.

We now recall some basic properties of relatively hyperbolic metric spaces. Given a
metric space (X, d), a subset A C X and r > 0, define

Nx(A;r)y={x € X :d(x,a) < r for some a € A}.
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Theorem 4.6 (Drutu and Sapir [15, Theorem 4.1]) Suppose (X,d) is relatively
hyperbolic with respect to S. For any r > 0 there exists Q(r) > 0 such that, if
S1, S, € S are distinct, then

diamy (Nx (S1:7) NNx (S2:7)) < O(r).
The next two results involve quasi-isometric embeddings.

Definition 4.7 Suppose (X, dy) and (Y, dy) are complete geodesic metric spaces. A
map f: X — Y is a (A, B)—quasi-isometric embedding if

L dx (x1,32) = B = dy (f(v1), f(12)) < Ady (x1,%2) + B

for all x1, x, € X. If, in addition, there exists a quasi-isometry g: Y — X and R > 0
such that

dy (x.(go f)(x)) =R
for all x € X and

dy (y,(fog)(¥) =R

forall y € Y, then f is a (A, B)—quasi-isometry.
Being relatively hyperbolic is invariant under quasi-isometries.

Theorem 4.8 (Drutu and Sapir [15, Theorem 5.1]) Suppose (X, dy) and (Y, dy) are
complete geodesic metric spaces and f: X — Y is a quasi-isometry. Then (X, dy) is
relatively hyperbolic with respect to S if and only if (Y, dy) is relatively hyperbolic
with respect to f(S).

Being relatively hyperbolic also constrains the possible quasi-isometric embeddings
of R¥ when k > 2.

Theorem 4.9 (Drutu and Sapir [15, Corollary 5.8]) Suppose (X, dy) is relatively
hyperbolic with respect to S. Then, for any A > 1 and B > 0 there exists M = M(A, B)
such that, if k > 2 and f: R¥ — X is an (A, B)—quasi-isometric embedding, then
there exists some S € S such that

FRF) c Ny (S; M).

We end this section by describing a useful characterization of relative hyperbolicity
due to Sisto.
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Definition 4.10 Let (X, d) be a complete geodesic metric space and S a collection of
subsets of X. A family of maps I1 = {ng: X — S}ses is an almost-projection system
for S if there exists C > 0 such that, for all S € S,

(1) ifx € X and p € S, then

d(x, p) = d(x, ws(x)) +d(ms(x), p) — C;
(2) diamy mwg(S’) < C forall S, S’ € S distinct; and
(3) if x € X and d(x, S) = R, then diamy 75 (B(x; R)) < C.

In a relatively hyperbolic metric space, almost projection systems appear naturally.

Theorem 4.11 (Sisto [31, Theorem 2.14]) Suppose (X, d) is relatively hyperbolic
with respect to a collection S. For each S € S and x € X, let wg(x) be any point in S
satisfying

d(x, wg(x)) =d(x,5) + 1,

then I1 = {mg: X — S}ses is an almost-projection system for S.

To obtain a characterization of relatively hyperbolicity in terms of the existence of
almost-projection systems, one needs an additional property.

Definition 4.12 Let (X, d) be a complete geodesic metric space. A collection of
geodesics G is a geodesic path system if:

(1) For every distinct x1, x2 € X there exists a geodesic in G whose endpoints are
x1 and x5.

(2) If @ € G, then every subpath of « is also in G.
Definition 4.13 Let (X, d) be a complete geodesic metric space and S a collection of
subsets of X.
(1) A geodesic triangle 7 in X is S—almost-transverse with constants k and A if
diamy (Nx (S:k)Ny) <A
for every S € S and edge y of T.

(2) The collection S is asymptotically transverse-free if there exist A and o such
that, for each A > 1 and « > o, if 7 is a geodesic triangle in X which is
S—almost-transverse with constants « and A, then 7 is (A A)—thin.
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(3) The collection S is asymptotically transverse-free relative to a geodesic path
system G if there exist A and ¢ such that, for each A > 1 and x > ¢, if T is a
geodesic triangle in X whose sides are in G and is S—almost-transverse with
constants x and A, then 7 is (A A)-thin.

Observation 4.14 Suppose T is geodesic triangle that is S—almost-transverse with

constants k and A. If ¥’ < x and N > A, then T is S—almost-transverse with constants
/ /

k" and A.

Theorem 4.15 (Sisto [31, Theorem 2.14]) Let (X, d) be a complete geodesic metric
space and S a collection of subsets of X. Then the following are equivalent:

(1) X is relatively hyperbolic with respect to S.

(2) S is asymptotically transverse-free and there exists an almost-projection system
for S.

(3) S is asymptotically transverse-free relative to a geodesic path system and there
exists an almost-projection system for S,

To be precise, Sisto [31, Theorem 2.14] only explicitly proves that (1) and (2) are
equivalent; however, his proof can be adapted to show the equivalence of (2) and (3).
We will explain how in the appendix.

Part I General remarks about properly embedded simplices

S Basic properties of simplices

In this section we explain some properties of simplices that we will use throughout the
paper. We begin by considering the standard open simplex in P(Rd).
Example 5.1 Let

S={[x1:--:1x4] eIP’(Rd):xl >0,...,xg >0}

Then S is a (d —1)—dimensional simplex. Let G < GL;(R) denote the group generated
by the group of diagonal matrices with positive entries and the group of permutation
matrices. Then

Aut(S) = {[g] e PGL;(R) : g € G}.
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The Hilbert metric on S can be explicitly computed as

log iy
YViXj

1
Hg([xy:--:xq].[y1:---:yq]) = max 3
1<i,j=<d

For details, see [28, Proposition 1.7], [18] or [32].
We also observe the following:
Observation 5.2 Suppose S C P (Rd) is a simplex and H < Aut(S) acts cocompactly

on S. Then:

(1) If Hy < H is the subgroup of elements that fix the vertices of S, then Hy also
acts cocompactly on S.

(2) If F C S isa face of S, then Staby (F) acts cocompactly on F.

Proof Notice that Hy is a finite-index subgroup of H and so (1) follows.
By changing coordinates, we can assume that
S={[x1:-:x:0:---:0l:x1 >0,...,x; >0},

F={xy:--:x7:0:---:0] : x1 >0,...,x; >0},
where [ < k.

Consider the onto map 7 : S — F which projects to the first /[ coordinates. Then
hom =moh forall h € Hy. By (1) there exists a compact set K C S with Hy-K = S.
Then 7(K) C F is compact and

Ho-n(K) = n(Ho-K) = n(S) = F.

So Hy acts cocompactly on F. Since Hy < Stabg (F), this proves (2). a

Observation 5.3 If S C P(Rd) is a simplex, then (S, Hg) is quasi-isometric to real
Euclidean (dim S)—space.

Proof By replacing R with Span S and picking suitable coordinates we can assume
that
S ={[x1:xk41] € PR* Y 1 x; >0,..., xp4q > O}

Next consider the map ®: S — R¥ defined by

X X
D([x1 1 xXpg1]) = (log —2, ...,log ﬂ)
X1 X1
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and define a distance d on R¥ by

d(v,w) = L max{ max |v; —w;|, max |(v;i —v;)— (w; —w;)|}.
@.w) 2 {1§i5k| : ll’lsi,j5k|(l ]) (wi ])|}

Since d is induced by a norm, (Rk ,d) is quasi-isometric to real Euclidean k—space.
Further,

XiYj
YiXj

log

1
d(@(xr i xg 1)), @y yea)) = L

and so Example 5.1 implies that ® induces an isometry (S, Hg) — (Rk, d). Hence,
(S, Hg) is quasi-isometric to real Euclidean k—space. ad

We will frequently use the following observation about the faces of properly embedded
simplices:

Observation 5.4 Suppose Q C P(RY) is a properly convex domain and S C Q is a
properly embedded simplex. If x € 458, then:

(1) Fs(x) is properly embedded in Fq(x).

(2) Fs(x)=5nN Fa(x).

Proof By definition Fg(x) C Fq(x). So, to show that Fg(x) is properly embedded
in Fq(x), it is enough to show that

d0Fs(x) C dFq(x).

Suppose not. Then, since Fg(x) C Fgo(x), there exists some y € Fo(x)NdFs(x). Let
V1, ..., Vp denote the vertices of S. Then, after relabeling, there exist 0 </ <k < p

such that
Fg(x) =0S NP(Span{vy,...,vt})

Fs(y) =08 NP(Span{vy,...,v;}).
Pick z € 95 such that

Fs(z) =0S NP(Span{vg4q,...,Vp}).
Then (z, x) C €2, but

[z,y] € SNP(Span{vy, ..., Vk—1,Vks1,---,Vp}) C IS CINQ.

But, since y € Fq(x), this contradicts Observation 3.12(4). Hence, 0Fs(x) C dFq(x)
and so Fg(x) is properly embedded in Fg(x).
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Next we show that Fg(x) = S N Fqo(x). By definition Fg(x) C S N Fqo(x). To
establish the other inclusion, fix ¥ € S N Fg(x) and then fix w € (x, u). Then, since
Fqo(x) = Fo(w), we have

x,u € Fo(w) N Fs(w).
But, by part (1),

@ = Fo(w) N dFs(w).

So x,u € Fsg(w). So Fg(x) = Fs(w) = Fs(u) and, in particular, u € Fg(x). Since
u € S N Fq(x) was arbitrary, we see that Fg(x) D S N Fq(x). O

6 Linear projections onto simplices

In this section we construct certain linear maps associated to a properly embedded
simplex in a properly convex domain.

Definition 6.1 Suppose that 2 C P(Rd) is a properly convex domain and S C Q is
a properly embedded simplex with dimS = (¢ — 1) > 1. A set of codimension one
linear subspaces H := {H1, ..., Hy} is S—supporting when:

(1) Each P(Hj) is a supporting hyperplane of €2,

(2) If Fy,..., F; C 0S are the boundary faces of maximal dimension, then (up to
relabeling) F; C P(H;) forall1 < j <gq.

Proposition 6.2 Suppose that Q2 C P(Rd) is a properly convex domain, S C Q2 is a
properly embedded simplex and H is a set of S—supporting hyperplanes. Then

SpanSEB( N H):Rd and QﬂIP’( N H):@.

Henr HeHr

Proof Suppose H := {Hi,...,Hy}, F1,..., F; C 0S are the boundary faces of

maximal dimension and vy, ..., v4 are the vertices of S labeled so that F; C P(H)
and v; ¢ 17] Let v1,...,04 € R4 \{0} be lifts of v1,. .., vg, respectively.
First notice that
Qn IP’( N H) =
HeH

since P(H;) N Q2 = & for every ;.
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Since § C P(v; + H;) and S NIP(H;) = @, we must have v; ¢ IP(H;) and hence
2) v; ® Hy =RY
for every j. Further,
(3) V1, Vj—1, V41, -, Vg € F; CP(H))
for each ;.
Define W := (g ¢y H. We claim that
SpanS @ W =R¢ .

Since
dim W +dimSpan S > (d —q) +q = d,

it suffices to show that
Span S N W = {0}.

If not, we can find a1, ..., o4 € R such that
q
0# > ;v € W.
j=1
By relabeling we can assume that oy % 0. Then, by (3),
v1 C Span{va, ..., vg} + W C Hy,

which contradicts (2). So

SpanS @ W = RY . |

Using Proposition 6.2, we define the following linear projection:

Definition 6.3 Suppose Q2 C P(Rd) is a properly convex domain, S C €2 is a properly
embedded simplex and # is a set of S—supporting hyperplanes. Define L g 7, € End(Rd)
to be the linear projection
Span S & ( ﬂ H) — Span S.
Henr
We call Lg 4 the linear projection of Q2 onto S relative to H.

Calling L g 4 the linear projection of €2 onto .S is motivated by the following observa-
tion:
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Observation 6.4 Lsn(Q)=S.

Proof By Proposition 6.2, P(ker Lg %) N2 = &, so Lg 4 is well defined on 2. The
set Ls 4(S2) C P(Span §) is connected and contains S = Lg 4/(S). Further,

q q
L5508 = Lsh(Fp c | PH)
j=1 j=1

and so 2N LE}H(Z)S) = @. Thus, Lg 4(2) = S. =

We now derive some basic properties of these projection maps. First, recall, from
Definition 3.11, that

Fo(X)= | Fa(x)

xeX

when  is a properly convex domain and X C Q.

Proposition 6.5 Suppose Q2 C IP’(Rd) is a properly convex domain, S C 2 is a
properly embedded simplex and H is a set of S—supporting hyperplanes. Then:

(1) Ifx€dQNP((gey H) and y €3S, then [x, y] C 9.
2) P(Ngey H) N Fa(3S) = 2.

Proof Suppose x € 92 NP ((\gey H) and y € 3S. Then there exists a boundary
face F C 0S of maximal dimension such that y € F. Then there exists some H € #
such that F C P(H). Then [x, y] CP(H) and so [x, y] N Q = &. Thus, [x, y] C 0L2.

Next, suppose for a contradiction that

x € IP’( N H) N Fo(3S).

Henr

Then there exists y € dS with x € Fq(y). Pick y’ € S such that (y, y’) C S. Then,
by Observation 3.12(4), we also have (x, y’) C Q. But this contradicts part (1). a

Proposition 6.6 Suppose 2 CP (]Rd) is a properly convex domain, S C 2 is a properly
embedded simplex and H is a set of S—supporting hyperplanes. It x € Fq(dS), then
Lg(x) € Fo(x)NS.
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Remark 6.7 Notice that Lg 4, is defined and continuous on

P(RY)\ P(ker L) = P(Rd)\IP( N H)

HeH

and so the previous proposition implies that L 4, (x) is well defined.

Proof Fix y € 0§ such that x € Fq(y). Then there exists an open line segment
{ C Fq(y) with x,y € £. Then Lg 3(y) = y and Lg () is either an open line
segment or a single point. So either Lg 7/(x) =y or Lg /(x) and y are contained in
an open line segment in S C Q. So Lsy(x) € Fq(y) = Fq(x). a

For a general properly embedded simplex, there could be many different sets of sup-
porting hyperplanes, but the next result shows that the corresponding linear projections
form a compact set.

Definition 6.8 Suppose that Q2 C P(Rd) is a properly convex domain and S C Q2 is a
properly embedded simplex. Define

Ls :={Ls :H is aset of S—supporting hyperplanes} C End(Rd).

Proposition 6.9 Suppose that Q C P(R?) is a properly convex domain and S C 2 is
a properly embedded simplex. Then Lg is a compact subset of End(Rd).

Proof Suppose that Fy, ..., Fy; C dS are the boundary faces of S of maximal dimen-
sion. Fix a sequence Lg 3, of projections. Then

Hl’l = {Hn,lv L] Hn,q},
where F; C IP(Hj,;). Since Grd_l(Rd) is compact, we can find np — oo such that

Hj = lim an,j

k—o0

exists in Grd_l(Rd) forevery 1 < j <gq. Then F; CP(H;) and P(H;) N Q2 = & for
every 1 < j <q.SoH ={Hi,..., Hy} is a set of S—supporting hyperplanes. Further,
by definition,

Lsy= lim Lsy,,

in End(Rd). Since Lg 3, was an arbitrary sequence, Lg is compact. O
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7 Opposite faces of periodic properly embedded simplices

In this section we establish a structure theorem for periodic properly embedded sim-
plices.

Definition 7.1 Given a properly convex domain 2 C P(Rd) and a properly embedded
simplex S C €2, we say that S is periodic if Staby(q)(S) acts cocompactly on S.

Definition 7.2 Suppose S C ]P’(]Rd) is a simplex. Two faces Fy, F» C dS are opposite
when

() FiNF, =@, and

(2) Span S = Span(F; U F3).
Two points x1, x2 € dS are opposite if their faces Fs(x1) and Fg(x3) are opposite.
Observation 7.3 If S C P(R¥) isa simplex, then two faces F, F, C 0S are opposite
if and only if there exists a labeling vy, ..., v, of the vertices of S such that

Fy = rel-int(ConvHullg {v1, ..., v4}),
F, = rel-int(ConvHulls {vg11,...,vp})

forsomel <qg <p-—1.

Observation 7.4 If S C P(R9) is a simplex and x1,x, € S are opposite, then
(x1,x2) CS.

Theorem 7.5 Suppose Q2 C P(Rd) is a properly convex domain, S is a properly
embedded simplex in 2 and Staba () (S) acts cocompactly on S. Assume x1, x2 € 3§
are opposite points. If

Vi = Span Fq(x1), Va=SpanFq(xp) and V =V +V;,
then V1 NV, = {0} and

QNPWV) = rel—int(Coanullg(FQ (x1)U Fg (xz))).

Remark 7.6 (1) For the last equality, notice that “D” is a consequence of convexity.

(2) Since we are assuming that opposite points exist, we must have dim S > 1.
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Before proving the theorem we state and prove two corollaries.

Corollary 7.7 With the hypotheses of Theorem 7.5:
(1) If y1 € Fo(x1) and ys € Fq(x2), then (y1, y2) C 2.
(2) If y1 € 0Fq(x1) and y; € Fo(x2), then [y1, y2] C 0S2.
(3) If y1 € Fq(x1) and y3 € 0Fq(x2), then [y1, y2] C 0Q

Proof This follows immediately from Theorem 7.5 and the fact that d(QNP (V) C 092.
O

Corollary 7.8 With the hypotheses of Theorem 7.5, if S1 C Fq(x1) and S» C Fq(x2)
are properly embedded simplices, then

S’ := rel-int(ConvHullg (S7 U S3))
is a properly embedded simplex of 2 with
dim S’ = dim S +dim S, + 1.
Proof Letvy,...,v, be the extreme points of S1 and let wy, ..., wy be the extreme
points of S>. Since V3 NV, = {0}, the lines vy,...,vp, wy,..., wy are linearly

independent in R?. Then Corollary 7.7 implies that S” is a properly embedded simplex
with vertices vy, ..., vp, w1y, ..., wy and so

dmS =p+q—1=(p—-1)+(@g—1)+1=dimS; +dim S, + 1. i

The rest of the section is devoted to the proof of Theorem 7.5. So fix § C 2 C P(Rd)
and x1, x5 € 35 as in the statement of the theorem.

First, Staba ) (S) permutes the faces of § and S has finitely many faces, so there
exists a finite-index subgroup G < Stab(q)(S) which stabilizes each face of S. Then
G(V1) = V1, G(V2) = V2, Gly, < Aut(Fq(x1)) and G|y, < Aut(Fg(x2)). Further,
G acts cocompactly on S since G has finite index in Stabp () (S).

Lemma 7.9 Fix pg € (x1, x2). There exist y; € Fs(x1), y2 € Fs(x2) and a sequence
a, € G such that

(1) y1 =limy—c0 an po,
(2) y1 =limy— o auxy, and

(3) y2 =Ilimy0 anxo.
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Proof Let vy,..., v, be the extreme points of S labeled so that
Fs(x1) = rel-int(ConvHullg{v1, ..., v4}),
Fg(x2) =rel-int(ConvHullg{vg+1,...,vp}).
where ¢ = 1 4+ dim Fg (x1).

Let W := Span S. Since G fixes each extreme point and acts cocompactly on S, we
can find a sequence a, € G with

An,l
anlw =
An,p
relative to the basis vy, ..., v, of W and
5 ci,j €(0,00) ifl1=<i,j=<gq,
. n,i . . .
nll)rgo/\n,j— 00 ifl<i<g<j=<p,

¢i,j €(0,00) ifg<i,j=<p.

Then define
y1:=[diag(c1,1,...,¢4,1,0,...,0)]-x1 = lim a,x; € Fs(x1),
n—o0
Y2 = [diag(O, ..., 0, Cq+1,g+15---> Cp,q+1)] cXp = nlggo apXp € Fs(Xz).
Then limy, o0 @n po = y1- a

Next let a1, = anly, € Aut(Fq(x1)) and az, = auly, € Aut(Fq(x2)). Since
lim, o0 a1,n(x1) = y1 € Fs(x1) and Aut(Fg(x1)) acts properly on Fg(x1), we
see that

{a1,n :n >0} C Aut(Fq(x1))

is relatively compact. The same argument implies that
{az,n :n =0} C Aut(Fq(x2))

is relatively compact. So, by passing to a subsequence, we can suppose that a; :=
limy, 00 a1, exists in Aut(Fq(x1)) and as 1= lim, o a2, exists in Aut(Fq(x1)).

Lemma 7.10 V1NV, ={0}.

Proof Suppose not. Then fix a decomposition

V=WinheWw e&Ww,
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with V1 = (ViNV2)@W; and Vo = (ViNV2) @ W,. Then, relative to this decomposition,

AT A7) A%
anly =1 0 AY) 0
(n)
0 0 A3
for some A" € GL(Vi N V2), AY) € Lin(Wi, Vi N Va), AV € Lin(Wa. Vi N Va),
AY) € GL(W1) and AS) € GL(W)).

Then A 4 A 4
al,n = 1,1 %’,’3 and az,n = L1 %”1:;
0 Az,z 0 A3;

relative to the decompositions V3 = (Vi N V2) @ Wy and V, = (V1 N Va) @ Wa,
respectively.

Since a1, converges to a; in PGL(V7), there exists a sequence #1 , € R such that

() 4(n)
, ATY A
Ay ;= lim zl,n< (1)’1 Aéé) e GL(11)

and a1 = [A1]. For the same reasons, there exists a sequence #2 , € R such that

() 4
, ATY A
Ay := lim tz,n( (1)’1 Aé"z) € GL(V>)

and a; = [A3].

Since tl,nAE'g and zz,,,Ag”‘} both converge in GL(V; N V3), we must have
t
0#c:= lim 2",
n—00 tl,n

But then
Ay} AV, A7
hal 0 AY) 0

(n)

0 0 A35
converges in GL(V'), which implies that a, |y converges in PGL(}'). But, by construc-
tion, an |y diverges in PGL; (R). So we have a contradiction and hence V1 NV, = {0}.
O

Next let wr1: V — Vi and mp: V — V; be the projections relative to the decomposition
V =V & V,. To show that

QNPW) = rel—int(ConVHullQ (Fo(x1)U Fg (xz))),
it is enough to show that 71 (2 NP (V)) = Fq(x1) and 72 (L NP(V)) = Fa(x»).
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Lemma 7.11 T (QNPV)) = Fq(xy).

Proof Since Fo(x1) C QNP (V), we clearly have
Fo(x1) Cm(QNP(V)).

Relative to the decomposition V' = V; @ V>, we have

Bin O
al’l|V - 0 B2 )
/)

where By, € GL(V1), [B1,n] = a1,n. B2,n € GL(V2) and [B3 ,] = a2,,. Since ay ,
converges to a1 in PGL(V), there exists a sequence 51, € R such that

B = lim Sl,nBl,n € GL(Vl)
n—0o0
and a1 = [B;]. Similarly, there exists a sequence sy, € R such that
By := lim S2,nBz,n S GL(Vz)
n—>oo
and as = [Bs].
Since limy—o0 @y po = y1 € Fq(x1), we must have

. S1,n
lim
n—00 S2,l’l

=0.

Then a, |y converges to [T] € P(End(V)), where

_(B1 0
T—(O O)eEnd(V).

Notice that a7 o [T] = [m1].

Fix pe QNP (V). We claim that T (p) € Fo(x1). Sinceker T =V, and P(Vo)NQ2 =g,
we have p ¢ P(ker T'). So

T(p) = lim_ an(p).

Then, since limy,—o0 @n(po) = ¥1 € Fo(x1), Proposition 3.13 implies that T'(p) €
Fqa(x1). Since p € Q NP (V) was arbitrary,

TQNP(V)) C Fa(xy).
Then

T (QNP(V) = (@' o [TNQNP(V)) Caj ! (Fa(x1)) = Fa(x1).

since a1 € Aut(Fq(x1)). O
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Applying the same argument to a;, ! shows that

m(QNP(V)) = Fa(x2),

which completes the proof.

Part II The naive convex cocompact case

8 Invariant and isolated sets of simplices are periodic

In this section we show that any isolated and invariant family of properly embedded
simplices of dimension at least two satisfies properties (1) and (2) of Theorem 1.19.

Proposition 8.1 Suppose (2,C, A) is a naive convex cocompact triple and S is an
isolated and A—invariant family of maximal properly embedded simplices in C of
dimension at least two. Then:

(1) S is a locally finite collection; that is, for any compact set K C €2, the set
{SeS:SNK # o}
is finite.
(2) A has finitely many orbits in S.

(3) If S € S, then Stab (S) acts cocompactly on S and contains a finite-index
subgroup isomorphic to 7¥, where k = dim S.

Parts (1) and (2) are simple consequences of the definition. The proof of the first
assertion in part (3) is nearly identical to the proof of the analogous result in the
CAT(0) setting; see Wise [33, Proposition 4.0.4], Hruksa [19, Theorem 3.7] or Hruska
and Kleiner [20, Section 3.1].

Proof Since S is closed and discrete in the local Hausdorff topology, part (1) is true.
To prove part (2), fix a compact set K C C such that A - K = C. Then each A—orbit of S
intersects K and, by part (1), there are only finitely many such intersections. Hence,
there are only finitely many A—orbits in S.

To prove part (3), fix S € S. Let
X:={geA:SNgK #o}.
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Then S = Ugex(S N gK). Since (g71S) N K # @ when g € X, part (1) implies that
the set
{g7'S:geX)

is finite. Since
g 1S =n"1S < gh ! eStaby(S) <= Stabp(S)g = Stabp (S)h,
there exist g1,...,gm € X such that
m

| Staba(S)g = | Staba(S)g;.

geX j=1
Then the set K := U;n=1 S Ng; K is compact and

Staba($)-K = | ) Sngk =5.

geX

So Stab (S) acts cocompactly on S.

Finally, we show that Stab (S) contains a finite-index subgroup isomorphic to zk,
where k = dim S. First, let G < Stab (S) denote the subgroup of elements which fix
every vertex of S. Then G has finite index in Staba (S). Next let V := Span S and
consider the homomorphism

¢:G — Aut(S) =PGL(V), ¢(g) =¢glv.

Fix v1,..., k41 € V such that [v1], ..., [vg41] are the vertices of S. Then, relative to
the basis v1, ..., Vg4+1,

¢(G) < D:={[diag(ay,...,ax+1)] a1, ..., ag+1 > 0} = (Rk, +).

Further, ¢(G) is a lattice of D since G acts properly and cocompactly on S. So ¢(G)
is isomorphic to zk.

Every element of ker ¢ acts trivially on S. Then, since Aut(£2) acts properly on €2, the
group ker ¢ < G is finite. By Selberg’s lemma, there exists a torsion-free finite-index
subgroup Ay < A. Then

H := Ao NG < Stabyp (S)

has finite index. Further, ker¢ N H = {1} since H is torsion-free. So H is isomorphic
to ¢(H). Finally, p(H) < ¢(G) = ZF has finite index so @(H) is also isomorphic
to Zk. O
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9 Faces of properly embedded simplices

In this section we show that any isolated, coarsely complete and invariant family of
properly embedded simplices can be refined to a family which also satisfies property (4)
of Theorem 1.19.

Theorem 9.1 Suppose (2,C, A) is a naive convex cocompact triple with coarsely
isolated simplices. Let So be an isolated, coarsely complete and A—invariant family of
maximal properly embedded simplices in C of dimension at least two. Then there exists
an isolated, coarsely complete and A—invariant subfamily S C S¢ with the following
additional property:

(x) There exists D1 > 0 such that, if S € S and x € 35S, then
Hp2? (€N Fo(x), Fs(x)) < D1.

Remark 9.2 By Observation 5.4, if Q2 C P(Rd) is a properly convex domain, S C 2
is a properly embedded simplex and x € 9., then

SN Fa(x) = Fs(x) N Fa(x) = Fs(x).
However, if C C 2 is a general convex subset and x € 0; C, then

CN Fa(x) D Fe(x) N Fo(x) D Fe(x)
and both inclusions can be strict.

The rest of the section is devoted to the proof of this theorem. We will need the
following observation about simplices:

Lemma 9.3 Suppose S C P(Rd) is a simplex and (a,b) C S is a properly embedded
line. If p € S, then there exist a’ € Fs(a) and b’ € Fs(b) such that p € (a’,b’).

Proof Let X C S be the set of points p € S where there exist a’ € Fs(a) and
b’ € Fg(b) such that p € (a’,b’). By hypothesis, X is nonempty. Next let G < Aut(S)
denote the group of automorphisms that fix all vertices. Then G acts transitively on S
(see Example 5.1). Further, G - Fs(a) = Fs(a) and G- Fs(b) = Fs(b). So G- X = X.
Then X = S since G acts transitively on S. |

We start by making an initial reduction.
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Lemma 9.4 Suppose (2,C, A) is a naive convex cocompact triple with coarsely
isolated simplices. Let Sg be an isolated, coarsely complete and A —invariant family of
maximal properly embedded simplices in C of dimension at least two. Then there exists
an isolated, coarsely complete and A—invariant subfamily S C S¢ with the following
additional property:

() If S1,S52 € S and dim S < dim Sy, then

oo = sup Ha(p,S»).
DEST
Proof Since Sy is coarsely complete there exists Do > 0 such that, if S C C is a
properly embedded simplex of dimension at least two, then there exists some S’ € S
with
S C NQ(S/; Dy).
Let X C So be the set of simplices S € So where there exists some S’ € Sy with

dim S < dim S’ and

sup Ho(p, S") < +o0.
PES

Notice that X is a A—invariant subset of Sg. Next, for each S € X, define
m(S):= inf sup Ho(p, S').
S’eSo eS
dim S <dim S’
Then m(S) is finite and A—invariant. Further, Proposition 8.1 implies that there are
only finitely many A—orbits in X. So
M := sup m(S) = maxm(S) < 4o00.
SeX SeX
We claim that S := Sp \ X satisfies the conclusion of the proposition. By construction,
if S1, 82 € S and dim S; < dim S5, then
oo = sup Ho(p,S2).
DPESY
Further, since X is A—invariant, the set S is A—invariant. Also, since S C Sy, the set S
is closed and discrete in the local Hausdorft topology. The following claim proves that
S is coarsely complete:

Claim If S CC is a properly embedded simplex of dimension at least two, then there
exists some S’ € S with

S CNa(S"; D),
where D := Dy + (d —3)M.

Geometry € Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 463

Fix a properly embedded simplex S C C of dimension at least two. Then there exists
some S € Sg such that
S CNa(S1: Do).

If S1 € S, we are done. Otherwise there existk € {2,...,d =2}, 52,83,...,8r_1€X
and Sy € S such that

() S;cNa(Sj+1;:M)forj=1,....,k—1,and
(2) dimS§; <dimSj4q for j =1,.... k-1

Then
S CNa(Sk: Do + (k —1)M) C Na(Sk: D).
Since S was an arbitrary properly embedded simplex of dimension at least two in C,

this completes the proof of the claim and the proposition. a

For the rest of the section fix €2, C, A and Sy satisfying the hypotheses of Theorem 9.1.
Fix § C Sy satisfying Lemma 9.4. Since S is coarsely complete, there exists Do > 0
such that, if S C C is a properly embedded simplex of dimension at least two, then
there exists some S’ € S such that

S C Nq(S’; Dy).

Since each simplex has finitely many faces and there are only finitely many distinct
orbits of properly embedded simplices in S (see Proposition 8.1), it is enough to show
that, if S € S and x € 9., then

(4) Hp2% (€N Fa(x), Fs(x)) < +o0.

Suppose for a contradiction that (4) fails for some choice of S € S and x € 0.S. We can
choose S and x so that

(5) (dim Fq(x),dim Fq(x) —dim Fs(x))

is minimal in lexographical order among all examples which fail to satisfy (4).

9.1 The vertex case

In this subsection we show that x is not a vertex of S.

Lemma 9.5 x is not a vertex of S.
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U1

Figure 1: Diagram illustrating the proof of Lemma 9.5.

Proof Suppose for a contradiction that x is a vertex of S. Then let v,,..., v, be the
other vertices of S.

We will first show that C N Fg(x) contains a properly embedded line and then use this
line to obtain a contradiction.

Claim C N Fq(x) contains a properly embedded line.

By assumption,
00 = Hporl (€N Fo(x). Fs (x)) = Hpt,) (€N Fa(x). {x}).
So there exists u € C N dFgq(x). Fix a sequence
Uy €[x,u) C Fo(x)

such that limy o0 5 = u. Lemma 3.18 implies that u,, va, ..., v, are the vertices of
a properly embedded simplex S, C @ of dimension dim S, = dim S > 2. Then, for
each n, there exists §n € S such that

Sn C NQ(§n, Do).
Then, by Proposition 3.13, for each n there exists i, € 3S, such that

HFQ(X)(fln, up) < Dy.
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If i, is not a vertex of S, then Observation 5.4 implies that F s, (tin) is properly
embedded in Fq(x) and the claim is established (see Figure 1). So we may assume
that 1, is a vertex of §n

Next pick g, € A and a compact set K C €2 such that g, S, NK # @ for all n > 0.
Then, by Proposition 8.1, the set

{gnSn:n >0}

is finite. So, by passing to a subsequence, we can suppose that

§ .= gngn = gmgm

for all n,m > 0. Since 1, is a vertex of §n, gnliy is a vertex of S for all n > 0. Since
S has finitely many vertices, by passing to a subsequence we can suppose that

U= gnln = gmUm
for all n,m > 0. Then, for all n > 0, let
F = Fqu) = gnFa(x).

After passing to a subsequence, we can assume that g, (1, x) converges to (U0, Xoo) C F.
We claim that (10, Xoo) is properly embedded in F. By construction, g,u € dF for
all n, so U € dF. Since

nll)moo HF(LN{’ gnul’l) = nli)n;o HFQ()C)(ﬁn» un) = DOv

we can pass to another subsequence such that limy,, oo gn U, exists in F. Since g,u, €
gn(u, x), this implies that (Ueo, Xoo) C F. Further,

Jim Hp (gnUn, gnx) = im H g, (x)(Un, x) = oo.

Hence, xo0 € 0F and so (U0, Xso) is @ properly embedded line in F. Then Fg(x) =
gl_1 F also contains a properly embedded line. This completes the proof of the claim.

Now suppose that (a, b) C C N Fq(x) is a properly embedded line. Then Corollary 7.8
implies that a, b, va, ..., v, are the vertices of a properly embedded simplex S’ in 2
of dimension p. Then there exists S € S such that

S’ Cc Na(S; Dy).

Then Observation 5.3 implies that dim S > p >dim S.

Geometry € Topology, Volume 27 (2023)



466 Mitul Islam and Andrew Zimmer

Now fix x" € (a, b). Since x’ € Fq(x), Lemma 3.18 implies that x’, va, ..., v, are the
vertices of a properly embedded simplex S and

HE™(S,8") < Hg(x)(x, x).
Since S” C S’ we then have
S CNQ(g; Do + HFQ(X)(X, x/)).

Finally, since dim S’ < dim S, we have a contradiction with the condition in Lemma 9.4.
O

9.2 Using the fact that simplices are coarsely isolated

By Lemma 9.5 and Observation 5.4, Fg(x) is a properly embedded simplex in Fg(x)
with dimension at least one. In particular, dFg (x) # &. Next, recall from Definition 3.11
that

Fo@Fs(x) = |J Fa(.
YEIFs (x)

In this subsection we will prove the following:

Proposition 9.6 C N Fq(dFs(x)) is a connected component of C N dFgq(x).
The rest of this subsection is devoted to the proof of Proposition 9.6.
Lemma 9.7 C N Fq(dFs(x)) is closed in C N dFq (x).

Proof Suppose v, € C N Fq(dFs(x)) converges to Vs € C N dFq(x). Since Fg(x)
has finitely many faces, by passing to a subsequence we can suppose that there exists
y € 0Fg(x) such that v, € Fq(y) for all n.
Since Fq(y) C 0Fq(x), our minimality assumption — see (5) — implies that

R:= Hp™ (Fs(),CN Fa(y)) < +o0.

So, for every n, there exists v, € Fs(y) C 0Fg(x) such that Hg () (vn, v;,) < R.
Passing to a subsequence, we can suppose that v/ := lim,— 0 v, € dFs(x) exists.
Then, by Proposition 3.13,

Voo € Fa (V) C Fq(dFs(x)). ]
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Fa(y) \

Figure 2: Diagram illustrating the proof by contradiction that CN Fg (0Fs (x))
is open in CNdFq (x). The sequence of points z, ¢ Fq(3dFs(x)) but converge
t0 Zoo € Fq(y) where y € 0Fg(x).

Proving that C N Fq(dFs(x)) is open in C N dFq(x) is much more involved (see
Figure 2). Assume for a contradiction that this is false. Then there exist y € dFs(x),
Zoo € Fq(y) and a sequence

zn €CNIFq(x)\ Fq(dFs(x))
such that limy,,— o0 Zn = Zoo.

Then let y,, € 0Fs(x) be a point opposite to y in Fg(x) and let x,, € dS be a point
opposite to x in S. For each n, define

T, :=rel-int(ConvHullg{zy, Yop, Xop})-
Then define
T := rel-int(ConvHullg{Zeo, Yop: Xop})-

Lemma 9.8 T is a properly embedded simplex in C.
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Proof By construction,
rel-int(ConvHullg{y, Yop, Xop})

is a properly embedded simplex in S and hence in 2 (see Corollary 7.7). Then T is
also a properly embedded simplex in €2 by Lemma 3.18. O

Lemma 9.9 Forn sufficiently large, T, is a properly embedded simplex in C.

Proof By construction, [yop, Xop] C S C 0€2 and
[Zn, yop] C Fq(x) C 9.

Since z, € dFq(x), Corollary 7.7 implies that [z, xop] C d€2. Finally, T, converges to
T and so, for n large enough, 7}, intersects €2. Thus, for n sufficiently large, T, is a
properly embedded simplex in €2. O

Then, by passing to a subsequence, we can suppose that 7, C C is a properly embedded
simplex of dimension at least two for all n. Since S is coarsely complete, for each n
there exists §n € S such that

Tn - NQ(S;na DO)'

Since the sequence 7}, converges to 7, there exists some compact subset K C €2 such
that S,, N K # @ for all n. Thus, by Proposition 8.1 and passing to a subsequence, we
can suppose that

for all n > 0. Then
T U | J Tn c Na(S: Do).

n>0
By Proposition 3.13, there exist X, Yop, ¥, Zn, Xop € S such that

X € Fa(x), Yop € Fa(Yop), V € Fo(y) = Fa(Zoo), Zn € Fa(zn), Xop € FQ(Xop)-

Lemma 9.10 H?:_’Z“(Sx)(FS (x), F5(X)) < +o0.

Proof Since
FQ(yop) = Fﬂ(yop) C 3FQ(X),
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our minimality assumption — see (5) — implies that

R, = H;I;u(syop) (Fs(Yop): F5(Yop))

< HE  (Fs(yop)C N Fo(yop)) + HEYS (€N Fo(Fop). Fg(Fop)) < +00.

Likewise,
Ry = H;Igu(sy)(FS(y), F5(3)) < +o0.

By Lemma 9.3, for every p € Fg(x), there exist p1 € Fg(y) and ps € Fs(yop) such
that p € (p1, p2). Then there exist p1 € Fg(y) and pa € Fg(yop) such that

HFg ) (P1: P1)s HFg (y,) (P2, P2) < max{Ry, Ra}.

Then, by Proposition 3.14,

Hpg ) (P, F5(X)) < Hpgx)(p, (D1, P2)) < H?;%i)((m,lﬂz), (P1. P2))

< max{HFpg(y)(P1. P1), HFg(y,) (P2, P2)} < max{Ri, Ra}.
The same argument shows that, if ¢ € Fg(x), then
HFq(x)(¢. Fs(x)) = max{R1, Ra}.

So
HE (Fs (x). Fg(%)) < max{Ry. Ra)}. .

Since z, € dF5(x), Lemma 9.10 and Proposition 3.13 imply that there exists a, €
dFg(x) with a, € Fq(Z,) = Fa(zn). So z, € Fqg(ay) C Fq(dFs(x)), which contra-
dicts our assumption that

zn €CNOFq(x)\ Fq(dFs(x)).
Hence, C N Fq(dFs(x)) is open in C N dFq (x).
9.3 Using the group action

In this subsection we use the action of Stabp (Fs(x)) to upgrade Proposition 9.6. We
begin with the following observation:

Observation 9.11 Stabp (Fs(x)) acts cocompactly on Fs(x) and Stabp (Fg(x)) <
Stabp (Fg(x)).
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Proof The first assertion follows from Proposition 8.1 and Observation 5.2.
For the second, if g € Stabp (Fs(x)), then
Fa(x) NgFa(x) D Fs(x)NgFs(x) = Fs(x) # .
Hence, gFq(x) = Fa(x). ad
Proposition 9.12 CN Fq(dFs(x)) =CNdFq(x).
Proof By Observation 5.4, C N Fq(dFs(x)) C C N dFq(x). For the other inclusion,

fix z € CNIFq(x).

Case 1 (there exists y € dFs(x) such that [y, z] C dFg(x)) Then y and z are in the
same connected component of C N dFq (x). So Proposition 9.6 implies that

zeCN Fq(dFs(x)).

Case 2 ((v,z) C Fq(x) for every y € dFs(x)) Using Observation 9.11, there
exists an unbounded sequence g, € Stabp (Fs(x)). By passing to a subsequence, we
can suppose that y1 := lim, 0 gn(x) and y2 :=1lim, 00 g, 1(x) both exist. Then
Y1, y2 € 0Fs(x). Observation 9.11 also implies that

{gnz :n >0} CCNAIFq(x).
We claim that this set intersects Fq(dFs(x)).

Let V :=Span Fg(x). By passing to a subsequence, we can assume that g, |y converges
in P(End(V)) to some 7" € P(End(V')). Then

T(w)= lim gn(w)
for all w € P(V) \ P(ker T'). By Proposition 3.16,
image(7') C Span Frg,(x)(y1) = Span Fq(y1).
y2 € P(kerT) and P(ker T) N Fq(x) = @.

We claim that z ¢ P (ker T'). Otherwise, [y2,z] C P(ker T') and so [y2, z] C 0Fq(x).
This contradicts our assumptions for Case 2. Then

T(z) = lim gx(z) €CNP(Span Fa(y1) =C N Fo(y1) < CN Fo(0Fs(x)).
Then Proposition 9.6 implies that

gnz €CN Fq(dFs(x))
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for n sufficiently large. Then
z € g, '(CN Fq(dFs(x))) = CN Fo(dFs(x))

and the proof is complete in this case. O

9.4 Finishing the proof of Theorem 9.1

Since H;Ig“(sx) (CN Fq(x), Fs(x)) = oo, for every n > 1, there exists w, € C N Fq(x)
with

HEgx)(wn, Fs(x)) > n.
Then, for each n, pick x, € Fg(x) such that
HEq (x)(Wn, Xn) = HFg (x)(Wn, Fs(x)).

Using Observation 9.11, translating by elements in Stab (Fs(x)) and passing to a
subsequence, we can assume that

Xoo := lim x, exists and xoo € Fg(x).
n—00
By passing to a further subsequence, we can also assume that
Weo := lim wy, € CN Fq(x)
n—oo
exists. In fact, woo € C N dFq(x) since
Jim H pg () (Wn s Xoo) = M (H g (x) (W, Xn) — H g (x) (Xn, Xoo)) = 0.

So Proposition 9.12 implies that weo € Fq(y) for some y € 0Fg(x).

Next fix p € [Xoo, Woo) C Fq(x). Then, by Proposition 3.14,

H g (x) (P Fs (X)) = HFg () (P [Yoo. ) < Hpa Gy ([Xo0: Woo). [Xoor )
= Hrg (y)(Woo. )
Then fix a sequence py € [x,, wy] with lim,, 0 pn = p. Then
H g (x)(Pn> Xn) = HFg(x)(Wn, Xn) — HEg (x)(Wn, Pn)
= H g (x)(Wn, Fs(x)) — HFg (x)(Wn, pn)
< HFg(x)(Wn, pn) + HEg(x)(Pn. Fs(x)) — HFg (x)(Wn, Pn)
= Hpg(x)(Pn, Fs(x)).
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Taking n — oo yields

HEG(x)(Ps Xoo) < Hpg(x) (P, Fs(x)) < Hpg () (Woo. ¥)-

Since p € [X00, Woo) i arbitrary, we have

00 = lim HFQ(X)(Q,Xoo)EHFQ(y)(woo»Y)<OO
qe[xooﬂl)oo)
qd—>Weo

and we have a contradiction. This finishes the proof of Theorem 9.1.

10 Proof of Theorem 1.17

For the rest of the section let (€2, C, A) be a naive convex cocompact triple with coarsely
isolated simplices. We will describe a procedure for producing a family of strongly
isolated, coarsely complete and A—invariant maximal properly embedded simplices
in C of dimension at least two.

Let Smax denote the family of all maximal properly embedded simplices in C of
dimension at least two. Then let X C Spax be the set of simplices S € Spax Where
there exists some S’ € Spax With dim S < dim S’ and

sup Ho(p, S’) < +o0.

PES
Next let gmax := Smax \X. That is, §max consists of the maximal properly embedded
simplices of dimension at least two that are not contained in a tubular neighborhood of
a properly embedded simplex with strictly larger dimension.

For each simplex S € §max we construct a new simplex ®(.S) as follows. Let vy, ..., vp
be the vertices of S. Then define (see Remark 10.2 to see why this is well defined)

wj = COMFQ(UJ.)(éﬂ Fq(vj)) for1<j<p
and
O(S) :=QNP(Spanfwy, ..., wp}).
Finally, define
Secore 1= {D(S) 1 S € Smax -

Theorem 1.17 will be a consequence of the following theorem:

Theorem 10.1 S, is a well-defined, strongly isolated, coarsely complete and A—
invariant family of maximal properly embedded simplices in C of dimension at least
two.
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Remark 10.2 (1) To show that Score is well defined we need to show that C N Fq (v)
is a compact subset of Fg(v) for every simplex S € §max and vertex v of S.

(2) The map @ selects from each family of parallel simplices a canonical “core”
simplex, thus motivating the notation Score.

The rest of this section is devoted to the proof of Theorem 10.1. Let Sg be an isolated,
coarsely complete and A—invariant family of maximal properly embedded simplices
in C of dimension at least two. By Theorem 9.1 and passing to a subfamily of Sg, we
can assume that there exists R > 0 such that, if S € Sg and x € 0, then

6)  Hpato (€N Fa(x), Fs(x) = Hpt, (CN Fa(x), S N Fa(x)) < R.

By Lemma 9.4 and passing to another subfamily of Sp, we can also assume that, if
S1,82 € Sg and dim S7 < dim S5, then

@) oo = sup Hql(p, S2).
DPESY

The next two lemmas show that Sg and S‘max are “coarsely the same”.
Lemma 10.3 So C §max.

Proof Fix Sy € Sp and suppose S1 € Smax With dim S > dim Sy. Since Sy is coarsely
complete there exists S» € Sg and r > 0 such that

S1 CNq(S2:7).
Then Observation 5.3 implies that dim S7 < dim S». So, by (7),

sup Ho(p, S1) = —r + sup Hq(p, S2) = .
PESo pESoH

Since S1 € Smax Was an arbitrary simplex with dim §; > dim Sg, we see that Sg €

'Smax \X = '§maX- O
Lemma 104 If S € §max has vertices v1,...,Vp, then there exists So € So with
dim So = dim § and a labeling w1, . .., wy, of the vertices of Sq such that

Fa(vj) = Fa(w))

forall 1 < j < p. Moreover,

HE™ (S, So) < R.
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Proof Since Sy is coarsely complete, there exists So € Sg and r > 0 such that
S CNa(So;r).

Then Observation 5.3 implies that dim S < dim Sg. Then, since S € gmax, we must
have dim S = dim Sj.

By Proposition 3.13, there exist wy, ..., w, € 0Sg such that
Fo(vj) = Fa(w))
forall 1 < j < p. Then, by Lemma 3.18,
Sg := P(Span{wy, ..., wp}) NQ C So
is a properly embedded simplex with vertices wy, ..., wp. Then, since
dim S} = dim S = dim So,
we must have Sg = S(/). This proves the first assertion in the lemma.
Now the “moreover” part is a consequence of (6) and Lemma 3.18. O
Lemma 10.5 If S € Sy, then ®(S) is a well-defined maximal properly embedded
simplex in C and
(8) HG™ (S, ®(S)) <2R.
Moreover,

Score = {(D(S) NS SO}-

Proof Fix S € §max andlet vy, ..., vp be the vertices of S. By Lemma 10.4, there exist
So € So and a labeling wy, ..., w, of the vertices of Sp such that Fo(w;) = Fqo(v;)
for all 1 < j < p. Then, by (6),

H;Igu(svj)(éﬂ FQ(U]‘), {Uj}) =< Hggu(swj)(éﬂ Fg(wj), {wj}) + HFQ(UJ-)(U)J', vj)
<2HAE, (€0 Fo(w;)). {w;}) <2R.
So C N Fg(v;) is a compact subset of Fg(v;). Hence,
CoM f,(v;)(C N Fa (v)))

is well defined. Thus, ®(S) is well defined.
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Then, Lemma 3.18 implies that ®(S) is a properly embedded simplex and
HE™(S, ®(S)) <2R.
Further ®(S) is maximal since S € Sax.
Finally, since Fo(w;) = Fq(v;) forall 1 < j < p, we have ®(§) = ®(Sp). Since
S € Smax was arbitrary, this implies the “moreover” part of the lemma. O

Lemma 10.6 If S1, S, € Score and Hgaus(Sl, Sz) < 00, then S1 = S5.

Proof Arguing as in the proof of Lemma 10.4, there exist a labeling vy, ..., v, of the
vertices of S1 and a labeling w1, ..., w, of the vertices of S> such that
Fa(vj) = Fa(w))
for all 1 < j < p. Then, by the definition of ®,
wj = CoM g w;)(C N Fo(w;)) = CoMEq v,y (C N Fa(v))) = v;

foralll <j <p. m|
Lemma 10.7 S is coarsely complete and A—invariant.

Proof By construction, Score is A—invariant.

Since Sy is coarsely complete, there exists Do > 0 such that, if S is a properly embedded
simplex in C of dimension at least two, then there exists S” € S such that

S CNq(S’; D).
Then (8) implies that
S CNq(®(S"); Do +2R).

S0 Score 18 coarsely complete. O
We complete the proof of the theorem by establishing the following lemma:

Lemma 10.8 S is strongly isolated: for any r > 0 there exists D»(r) > 0 such that,
if 81,85 € Score are distinct, then

diamg(Nq(S1:7) NN q(S2:r)) < Da(r).
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Proof Fix r > 0. Suppose for a contradiction that such a D5(r) > 0 does not
exist. Then, by Lemma 10.5, for every n > 0, there exist S1,,,S2,» € So such that
®(S1.n) # P(S2,1) and

diamg (NQ (@(S1,0);7) NN Q(P(S2,1); r)) >n.
Then, by (8),
diamg (N @ (S1,1n:70) NN @(S2,4:70)) > 1,

where ro :=r + 2R.

Pick
an. by € N@(S1,n:10) NN@(S2,4;70)

with Hg (an, by) > n. Let my, € [ay, by] be such that
9 Hq(ay,my) > %n and Hgq(by,my) > %n.
For each n, we can find y, € A such that

{ynmy :n >0}

is relatively compact in 2. So, by passing to a subsequence, we can suppose that
m := lim,_, Ynmy exists in C. Passing to another subsequence, we can assume that
a :=limy o0 Ynay and b :=lim,— o0 Yn by exist in C. Then (9) implies that a, b € 9; C
and so (a, b) is a properly embedded line in C. Finally, using Proposition 8.1 and
passing to another subsequence, we can suppose that

S1:= VnSn,l = VmSm,l and S>:= VnSn,Z = VmSm,2
for all n, m > 0. Then, by construction, S1, S2 € Sg and ®(S1) # P(S>).
Notice that

(a,b) CNa(S1;ro+ 1) NNa(S2: 0+ 1).

Proposition 3.13 then implies that S; and S, both intersect Fo(a). Then (6) implies
that

Hpae (S10 Fo(a), S2N Fo(a))
< HJ (51N Fa(a).CN Fa(@) + HE% (€N Fa(a). 52N Fa(a))
<2R.

The same reasoning shows that

H;I?zu(sb)(gl N Fq(b), S> N Fq(b)) <2R.
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Now we claim that
HE*5(81,55) <2R.

By symmetry, it is enough to fix p € S; and show that
Hq(p, S2) <2R.

Fix a’ € §1 N Fq(a) and b’ € §1 N Fq(b). Since (a,b) C 2, Observation 3.12(4)
implies that (a’, b’) C Q.

Then, by Lemma 9.3, there exist a; € Fs,(a’) C S1 N Fg(a) and by € Fs,(b’) C
S5 N Fq(b) such that p € (ai,by). Then there exist a, € S, N Fq(a) and b, €
S5 N Fq(b) with
max{HFQ(a) (ai,an), HFQ(b)(bl ,b2)} <2R.
Then, by Proposition 3.14,
Hq(p. S2) < Ho(p. (a2,b2)) < H3™ ((a1.b1), (a2, b2))

< max{HFQ(a)(al,az), HFQ(b)(bl, bz)} <2R.
So
HE™(S1, S2) <2R.

By Lemma 10.5, Hga“S(CD(Sl), ®(S3)) < 6R. Then, by Lemma 10.6, ®(S1) = O(S3)
and we have a contradiction.

Thus, there exists D5 (r) > 0 such that, if S1, S» € Score are distinct, then

diamg (N (S1:7) NN (S2:7)) < Da(r). O

11 Half triangles in the ideal boundary

In this section we verify property (6) of Theorem 1.19.

Definition 11.1 Suppose Q2 C P(Rd) is a properly convex domain. A list of three
points a, b, ¢ form a half triangle in Q if [a, b], [b, c¢] C 0L, (a,¢) C R, and a # c.

Theorem 11.2 Suppose that (2,C,A) is a naive convex cocompact triple with
coarsely isolated simplices. Let S be a strongly isolated, coarsely complete and
A—invariant family of maximal properly embedded simplices in C of dimension at
least two. If a,b,c € 0;C form a half triangle, then there exists S € S such that
a,b,c € F(dS).
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As a corollary we observe that simplices in S cannot have “half triangles sticking out”.

Corollary 11.3 Suppose that (2,C, A) is a naive convex cocompact triple with
coarsely isolated simplices. Let S be a strongly isolated, coarsely complete and
A—invariant family of maximal properly embedded simplices in C of dimension at least
two. If S € S,a,c€9S,be€0;C anda, b, c form a half triangle in 2, then b € Fq(9S).

Proof of Corollary 11.3 assuming Theorem 11.2 By Theorem 11.2, there exists
S’ e Ssuch thata, b, c € Fo(dS'). So there exist a’, b’, ¢’ € 39S’ such that a € Fg(a'),
b € Fq(b') and ¢ € Fg(c'). Define

M = max{Hp,(q)(a.a’), Hp,(c)(c. ")}

By Proposition 3.14,
HE™ ((@,0), @) = M
and so
(a,c)CSNNq(S"; M).
Then
oo = diamg (N (S; M) NNq(S'; M)).

Since S is strongly isolated, S = S’. So b’ €39S’ =095 and hence b € Fq(b') C Fq(0S).
O

We begin the proof of Theorem 11.2 with a lemma.

Lemma 11.4 Suppose (2,C, A) is a naive convex cocompact triple. Assume a, b, c €
0d; C form a half triangle and V = Span{a, b, c}. For any r > 0 and € > 0, there exists
a neighborhood U of b in P (V') such that, if x € U NC, then there exists a properly
embedded simplex S = S(x) C C of dimension at least two such that

(10) Bo(x;r)NP(V) CNq(S;e).
Proof Fix r > 0 and € > 0. Suppose for a contradiction that such a neighborhood U
does not exist. Then we can find a sequence p, € C NP (V) such that lim,, o0 pp = b

and each p, does not satisfy (10) for any properly embedded simplex S C C of
dimension at least two.
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After passing to a subsequence, we can find y, € A such that y, p, — p € C. Passing
to a further subsequence, we can suppose that y,a — doo, Ynb — bso and yn¢ — Coo.
Then [doo, boo]s [Poos Coo] C i C and, by the definition of the Hilbert metric,

oo = lim Hq(pn,(a,c)) = lim Hq(ynpn.(yna,ync)).
n—>00 n—00

S0 [doos Coo] C 0;C. Thus, deo, bso and ¢ are the vertices of a properly embedded
simplex S C C. However, for n sufficiently large, we have

BoYnpn:r) Nyn P(V) C Nq(S;e€)
and so
Ba(pn:r)NP(V) CNa(y, ' S;e).

Hence, we have a contradiction. O

Proof of Theorem 11.2 By Theorem 9.1, there exists an isolated, coarsely complete
and A—invariant subfamily S’ C S where

(11) Do := sup sup H?g“&)(aﬂ Fq(x), Fs(x)) < +o0.
SeS’ xedS

Since &' is coarsely complete, there exists Dy > 0 such that, if S C C is a properly
embedded simplex of dimension at least two, then there exists S’ € S’ with

S CNa(S’;Dy).

As S is strongly isolated, so is S’. Thus, there exists D, > 0 such that, if S1, S, € &’
and

diamg (N (S1: 1+ D1) NN@(S2;1+ D1)) = Do,
then S1 = S5.

Define V := Span{a, b, c}. By Lemma 11.4, there exists a neighborhood U of b in
P (V') such that, if x € U NC, then there exists a properly embedded simplex S = S(x)
in C of dimension at least two with

Bo(x: Do) NP(V) C Nq(S;1).
Then, for each x € U N C, there exists some Sy € S’ such that
Bq(x; D) NP(V) CNa(Sx; 1+ Dy).

By shrinking U we can also assume that U N C is convex.
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We claim that Sy = S, for all x,y € U NC. Since U NC is convex, it is enough to
verify this when Hg(x,y) < %Dz. In that case,

Ba(y: Do) NP(V) C Ba(x; D2) NP(V) C Na(Sy: 1+ Dy)
and so
Bo(y; 3D2) NP(V) CNa(Sx: 14 D) NN q(Sy: 1+ Dy).
Since

diamgo (V@ (Sx: 1+ D1) NN q(Sy: 1+ Dy)) > diamg (Bg(y; 3 D2) NP(V)) = Da,
we then have Sy = §).
Next let S = S for some (and hence any) x € U NC. Then

UNCCNq(S;1+ Dy).

Fix some a; € (a,b) N U and ¢; € (b,c) N U. Then, by Proposition 3.13, there exist
ay,b',c] €08 such that a| € Fq(a1), b’ € Fq(b) and ¢} € Fo(c1). Sob € Fo(b') C
Fq(9S).

We now show that a € Fg(0S). We can find a sequence
gn € 0;CNJay,a) C 3;CN Fg(a))
such that limy, o0 ¢» = a. Then, by (11), there exists ¢, € Fs(a’) with
Hq(gn. qp) < Do.

Then, passing to a subsequence, a’ :=lim, . g, exists in Fg(a') and, by Proposition
3.13,a € Fq(a’). Thus, a € Fo(0S).

The same argument shows that ¢ € Fg(d5S). a

12 Proof of Theorem 1.19

Suppose (2, C, A) is a naive convex cocompact triple with coarsely isolated simplices
and S is a strongly isolated, coarsely complete and A—invariant family of maximal
properly embedded simplices in C of dimension at least two.

(1) and (2) This is Proposition 8.1.

(3) Since S is coarsely complete there exists Do > 0 such that, if S is a properly
embedded simplex in C of dimension at least two, then there exists S’ € S with

S C Na(S'; Do).
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Applying Theorem 1.23 to a maximal abelian subgroup which contains A shows that
there exists a properly embedded simplex Sp C C with A < Stabp (Sp). Since S is
strongly isolated, there exists a unique S € S with

So CNq(S: Do).
So, by uniqueness, A < Stabp (S5).

(4) By Theorem 9.1, there exists a coarsely complete subfamily S’ C S and a constant
D1 > 0 such that, if S € S’ and x € 3S, then

H?g“&)(am Fq(x), Fs(x)) < Dy.

We claim that S’ = S. Suppose that S € S. Since S’ is coarsely complete, there exist
S’ e & and Dg > 0 such that

S C Na(S'; D}).
But S’ €S’ C S and

diamg (N (S’; Dg) NNq(S; Dy)) > diamg (S) = oo,
s0 S =8’ €8’ Since S € S was arbitrary, we see that S’ = S.

(5) Suppose S1,S52 € S and #(S1 N S2) > 1. Then S; N S, contains a properly
embedded line and hence

diamo (N (S1:r) NN q(S2:r)) = 0
for any r > 0. Thus, S1 = 5> since § is strongly isolated.

Suppose S1, 52 € S and Fq(dS1) N Fq(3S2) # @. Then there exist 57 € 957 and
52 € 08 with Fq(s1) = Fq(s2). Fix p1 € S1 and ps € S,. Then, by Proposition 3.14,

HE™ ([p1,51). [p2,52)) < max{ Ho(p1, p2), Hrg(sy) (51, 52)}-
So, for any r > max{Hq(p1., p2), Hrq(s;)(51.52)}
diamo (N (S1;7) NN (S2;1)) = cc.
Thus, S1 = S5 since S is strongly isolated.

(6) This is Theorem 11.2. 0
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13 Proof of Theorem 1.18

In this section we prove Theorem 1.18, which we recall here.

Theorem 1.18 Suppose (€2, C, A) is a naive convex cocompact triple with coarsely
isolated simplices. Let S be a strongly isolated, coarsely complete and A—invariant
family of maximal properly embedded simplices in C of dimension at least two. Then:

(1) (C, Hg) is a relatively hyperbolic space with respect to S.
(2) A has finitely many orbits in S and, if {S1, ..., Sy} is a set of orbit representa-
tives, then A is a relatively hyperbolic group with respect to

{Staba (1), .. ., Stab (Sy)}.

Further, each Stab p (S;) is virtually abelian of rank at least two.

Notation 13.1 For the rest of the section, fix a naive convex cocompact triple (£2,C, A)
with coarsely isolated simplices. Then fix a strongly isolated, coarsely complete and
A—invariant family S of maximal properly embedded simplices in C of dimension at
least two. By Proposition 8.1, A has finitely many orbits in S and, for each S € S, the
group Stab p (S) is virtually abelian of rank at least two. Finally, fix orbit representatives
S1,..., Sy, of the A action on S.

By Proposition 8.1 again, if S € S, then Staby () acts cocompactly on S. Thus, by
Theorem 4.8, (C, Hg) is relatively hyperbolic with respect to S if and only if A is
relatively hyperbolic relative to {Stabp (S1), ..., Staba (Sm)}.

So it is enough to prove that (C, Hg) is relatively hyperbolic with respect to S. To
accomplish this we will use Sisto’s characterization of relative hyperbolicity stated in
Theorem 4.15.

Recall from Definition 6.8 that, for a properly embedded simplex S, Lg is the family of
linear projections onto S. For each S € S, choose a set of S—supporting hyperplanes H g
to form a collection of linear projections

IMs:= {LS,HS :S e S}
Next fix the geodesic path system on (C, Hg) defined by
G:={[x,yl:x,yeC}.

By Theorem 4.15, it is enough to show that I1s is an almost-projection system and S
is asymptotically transverse-free relative to G.
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Remark 13.2 In general, # Lg > 1, so there is some choice involved in the construction
of Ils. However, by Proposition 13.7,

sup sup sup Ho(Li(x), La(x)) < +o0.
SeSLy,L,eLs x€C

So Ils will be an almost-projection system, independent of the choices involved in its
construction.

13.1 Il is an almost-projection system

Theorem 13.3 Ils is an almost-projection system for S on the complete geodesic
metric space (C, Hg).

The proof of Theorem 13.3 will require a series of preliminary results. We first prove a
continuity lemma for linear projections that will be used repeatedly in this section.
Lemma 134 If S € S, then the map

(L,x)eLgxC—L(x)e S

1S continuous.

Proof We first show that P (ker L)NC = @ for all L € Lg. Suppose for a contradiction
that L € Lgs and
xeP(kerL)NC.

Proposition 6.2 implies that x € d; C. Then Proposition 6.5 implies that [y, x] C 9;C
for every y € 9S. Next fix yy, y» € 05 such that (y1, y2) C S. Then y1, x, y, form a
half triangle. So x € Fq(dS) by Corollary 11.3. But Proposition 6.5 implies that

Fo@@S)NP(ker L) = @.
So we have a contradiction. Thus, P(ker L) NC = @ for all L € Lg.

Now suppose that limy, oo (Ly, X5) = (L, x) in Lg xC. Let X, X € R4 denote lifts
of x, and x, respectively, such that lim, o X, = X. Then

L(%) = lim L,(%,) €R%.
n—>00
Since P (ker L) NC = @, we have L(X) # 0. So

L(x)=[L(X)]= nli)néo[Ln(;Cn)] = nlggo Ly (xp). o
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Next we introduce the “closest points™ projection onto a properly embedded simplex.

Definition 13.5 If S C Q is a properly embedded simplex and p € Q, the closest
points projection of p onto S is the set

ws(p):=SN{qgeR:Ha(p.q) < Ha(p.S)}.

Observation 13.6 Suppose S C €2 is a properly embedded simplex. Then:

(1) If p € Q, then wg(p) is compact and convex.

(2) If g € Aut(2), thengoms =mgsog.

Proof Part (2) is obvious and part (1) follows from the fact that metric balls in the
Hilbert metric are convex. a

Now, we establish the coarse equivalence between the two projections.

Proposition 13.7 There exists §1 > 0 such that, if S € S, H is a set of S—supporting
hyperplanes and x € C, then
max Hgq(Lg n(x), p) < 4.

DETs(x)

Proof Since S has finitely many A orbits (see Proposition 8.1), it is enough to prove
the result for some fixed S € S.

Suppose the proposition is false. Then, for every n > 0, there exist x, € C, a set of
S—supporting hyperplanes #, and p, € wg(x,) such that

Hq(pn, Ls 3, (xn)) =n.

Let mj, be the midpoint of the projective line segment [p;, Ls 7, (X»)] in the Hilbert
distance. Since Stab (S) acts cocompactly on S (see Proposition 8.1), by translating
by elements of Staby (S) and passing to a subsequence, we can assume that m :=
lim,, _, oo M, exists in S. Passing to a further subsequence and using Proposition 6.9, we
can assume that there exist x, p, x’ € 9;C and L g 3, € Ls where x :=lim, o0 X, P =
limy — 00 Pn, X' :=1iMy 00 L s 3, (xn) and L g 3 :=1im, 00 L5 %, . By Lemma 13.4,

Lsn(x)= Jim L 34, (xp) = x".
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We first show that [x’, x] C 0 C. Observe that L g 3(v) = x' forall v € [x/, x] since L5
is linear and Lg 3 (x") = x" = Lg #(x). But Lg 3(2) = S, implying [x", x| N Q = @.
Hence,

[x’,x] C d;C.

Next we show that [p, x] C d; C. Suppose not; then (p, x) CC. Choose any v € (p, x)NC
and a sequence v, € [pn, X»] such that v = lim;, o v,. Since p € 9;C and v € C,

Jim_ Ha(vn. pn) = oo.

Fix any vg € S. Then, choosing n large enough such that Hg (v, pn) =2+ Hq (v, vs)
and Hg (v, v,) <1, we have
Hg(xn, vs) < Ho(Xn, vn) + Ha(vn, v) + Ha (v, vs)
= Hq(xn, pn) — H@(pn. vn) + Ha (v, v) + Ho (v, vs)
< Hq(xn, pn) — 1,

which is a contradiction since p, € wg(x,). Hence, [p, x] C 9;C.

Thus, [p, x] U [x,x’] C 9;C and, by construction, m € (p,x) C C. Thus, the three
points x, x’, p form a half triangle. Then, by Corollary 11.3, x € Fq(dS). So, by
Proposition 6.6, x’ = Lg 3(x) € Fq(x). Since [p,x] C 9;C, Observation 3.12(4)
implies that (p, x") C 9; C. This is a contradiction since

me(p,x)NC+# @. ]
The next step is to prove 6—thinness of some special triangles built using linear projec-
tions (see Proposition 13.9). The following lemma provides a criterion for §—thinness
of triangles in Hilbert geometry.
Lemma 13.8 Suppose Q2 C ]P’(]Rd) is a properly convex domain and x, y,z € Q. If
[x.y]CNa(lx,z]U[z, y]: R),

then the geodesic triangle
[x.y]U[y.z]U[z, x]
is (2R)—thin.

Proof The sets

Iy =[x, y]NNa([x,z]; R) and Iy =[x, y]NNa([y,z]: R)
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are nonempty and relatively open in [x, y]. Since [x,y] = I U I, and [x, y] is
connected, there exists ¢ € I N I,,. Then there exist ¢y € [x, z] and ¢y, € [y, z] such
that Ho(c,cx) < R and Hq(c,cy) < R. Then

Hgaus([X,Cx]a [x,c]) < Hq(x,x)+ Hg(cx,c) <R
and
HgaUS([cx’ z], ey, z]) < Hq(cx.cy) + Hq(z,z) <2R.
So
[x.z] C Na(lx, y]U [y, z]: 2R).

A similar argument shows that
[v.z] C Na(lz, x]U[x, y]: 2R).
So the geodesic triangle is (2 R)—thin. m|

Proposition 13.9 There exists 5 > 0 such that, if x €eC, S € S,z € S and H is a set
of S—supporting hyperplanes, then the geodesic triangle

[x.z]U[z, Ls 3 (x)] U [Lsn(x), x]
is 6o —thin.

Proof Since S has finitely many A orbits (see Proposition 8.1), it is enough to prove
the result for some fixed S € S. By Lemma 13.8, it is enough to show that there exists
62 > 0 such that

[Ls3(x).z] CNs,y/a(lz, x]U[x, Ls 3 (x)])
forall x €C, z € S and H a set of S—supporting hyperplanes.

Suppose such a §, does not exist. Then, for every n > 0, there exist z,, € S, a set of
S—supporting hyperplanes Hy, pn := Ls %, (xn) and u, € [z,, py] such that

Hq (un. [zn, Xn] U [Xn, pn]) = n.

Since Stab (S) acts cocompactly on S, by translating by elements of Staby (S) and
passing to a subsequence, we can assume that u := lim, o 4, exists and u € S.
Passing to a further subsequence and using Proposition 6.9, we can assume there exist
x,z,peCand Lg 3 € Ls where x :=limy— 00 Xn, 2 := liMp—00 Zn, p :=liMy—00 Pn
and Lg 3 :=limy o Lg 3,. Since

nli)moo Ha(u, [xn, 2n] U [xn, pn]) = ,,ILF;O(HQ(”"’ [*n, zn] U [xn, pn]) — Ho(u, un))

:OO,
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we have
[x,z]U[x, p] C0;iC.

By construction, u € (p,z) C C. Thus, p,x,z form a half triangle. Then, by
Corollary 11.3, x € Fo(dS). Lemma 13.4 and Proposition 6.6 then imply

p= lim p, = lim Lg, (xp) = LS,H(X) € Fa(x).
n—>00 n—00

Then, since [x,z] C d;C, Observation 3.12(4) implies that [p,z] C 9;C. This is a
contradiction, since
ue(p,z)NC+# 2. O

Proposition 13.10 Set 63 :=8; +38,. If x € C, S € S, H is a set of S—supporting
hyperplanes and z € S, then Hq(Ls #(x), [x, z]) <§3.

Proof By Proposition 13.9, the geodesic triangle

[x. 2]V [z, Ls 5 (x)] U [Lis(x). x]

is §—thin. Thus, there exist y € [Lg #(x),z], 1 € [x, Ls 3(x)] and y € [x, z] such
that Ho(y, y1) <62 and Ha(y, y2) < 6>.

We claim that
Hqo(Ls3(x),y1) <81+ 02.

Choose any p € wg(x). Since [Lg 3(x),z] C S,
HQ(X, p) = HQ(X, S) = HQ(X, )’)
Then, using Proposition 13.7,

Hq(x, Ls3(x)) < Ho(x, p) + Ho(p. Ls3(x)) < Ho(x,y) + 0.

Then,
Hq(Ls3(x), y1) = Ho(Ls3(x),x)— Hg(y1,x)
<Hgq(x,y)+ 81— Hq(y1.x)
< Hgq(y,y1)+681 <82+ 6.
Hence,

Ho(Lgs 3 (x),[x,z]) < Ho(Ls2(x), y2)
< Hq(Lsn(x),y1)+Ha(y1,y)+ Ha(y, y2)
<681+ 382 = 83. O
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Our next goal is to prove that, if the distance between the linear projections of two
points onto a simplex S € S is large, then the geodesic between the two points spends
a significant amount of time in a tubular neighborhood of S. This is accomplished in
Corollary 13.12 using the next result.

Proposition 13.11 There exists 64 > 0 such that, if S € S, H is a set of S—supporting
hyperplanes, x,y € C and Ho(Ls,2/(x), Ls,2(y)) > 84, then

Ho(Ls(x),[x,y]) <84 and Hgq(Lsn(y),[x,y]) <és.

Proof Observe that the linear projections are A—equivariant; that is,

Lgsgnog=goLsxu

for any g € A, S € S and H a set of S—supporting hyperplanes. Moreover, by
Proposition 8.1, there are only finitely many A—orbits in S. Thus, it is enough to prove
this proposition for a fixed S € S.

Suppose the proposition is false. Then, for every n > 0, there exist x,, y, € C and a set
of S—supporting hyperplanes H, with

Hg (LS,HH (xn), Ls 3, (yn)) =n and HQ(LS,H,, (xn), [xn. yn]) = n.

Letap := Lg,(xy) and by, := Ls 3, (yn). Then pick ¢, € [an, by] such that

(12) Ha(cn.an) = in.

Then

(13) Hg(cn.bn) = Ha(an.by) — Ho(cn.an) = 5n

and

(14) Hq(cn, [¥n, ynl) = Ha(an, [Xn, yn]) — Ha(cn, an) > 3n.

Since Stabp (S) acts cocompactly on S (see Proposition 8.1), by translating by elements
of Stab () and passing to a subsequence, we may assume that ¢ := limy,—, oo 5, €Xists
and ¢ € S. After taking a further subsequence, we can assume that the following limits

existin C: a :=1limy— 00 an, b :=1imy 00 by, X :=1limpy 00 X, and y 1= limy 00 V.

We now observe that a, b, x, y € d; C. Equations (12) and (13) imply that a, b € 9;C.
Equation (14) implies that [x, y] C 9; C.

Geometry € Topology, Volume 27 (2023)



Convex cocompact actions of relatively hyperbolic groups 489

We claim that x € Fg(a) and y € Fq(b). Since ¢, € S, by Proposition 13.10, there
exists a,, € [xn, c,] such that Hg(an,a),) < é3. Up to passing to a subsequence, we
can assume that @’ := limy,_, » @/, exists in C. Observe that a’ € 9; C since

lim Hgq(a,,c)> lim (Hgq(an,cn) — Ho(cn,c) — Ha(an, a,)) = oc.
n—>oo n—>oo

Since a), € [xp, cpl,
a' €9;CNJ[x,c] = {x}.

Thus, lim,— o a), = x. Since lim, o @, = a and Hg(ay, a;,) < §3, Proposition 3.13
implies that x € Fg(a). Similar reasoning shows that y € Fq (b).

Since [x, y] C 9; C, Observation 3.12(4) implies that [a, b] C 0; C. This is a contradiction
since ¢ € (a,b) NC # @. O
Corollary 13.12 If S € S, H is a set of S—supporting hyperplanes, R >0, x,y € C
and Ho(Ls 3(x), Ls#(y)) > R+ 2384, then

(1) there exists [xo, yo] C [x, y] such that [xo, yo] C Nq(S;d4),

() [Lsn(x), Lsn(»)] CNa(lx,y];d4), and
(3) diamg(Nq(S:84) N[x,y]) = R.

Proof Since Hq(Ls #(x), Ls #(y)) > 84, Proposition 13.11 implies that there exist
X0, Yo € [x, y] such that
Hq(Lsy(x),x0) <64 and Hq(Ls(y).y0) =<6s.
By Proposition 3.14,
HG" ([x0, yo, [Ls2(x), Lsx(y)]) < 84

and, by convexity, [Lg #(x), Ls 3(y)] C S. This proves parts (1) and (2). To prove
part (3), observe that

Hg(x0.y0) > Ho(Ls,3(x), Ls»(y))—Hq(Ls3(x),x0)— Ha(Ls (), yo) > R.

Then diamg (N @ (S;84) N[x, y]) > Ha(xo, y0) > R. o

Using the properties of linear projections established so far, we prove that I1s is an
almost-projection system.
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Lemma 13.13 If S € S, H a set of S—supporting hyperplanes, x € C and z € S, then
Hq(x,z) = Ho(x, Ls3(x)) + Ha(Lsn(x), z) —253.
Proof By Proposition 13.10, there exists g € [x, z] such that Ho(Ls #(x),q) < 3.
Then,
Hgq(x,z) = Ho(x,q) + Ha(q.z) = Ho(x, Ls3(x)) + Ha(Lsy(x),z) —283. O
Lemma 13.14 There exists §5 > 0 such that, if S # S’ € S and H is a set of
S —supporting hyperplanes, then

diamg (L #(S")) < 8s.

Proof Since S is strongly isolated, for every r > 0 there exists D(r) > 0 such that
(15) diamg(Nq(S1:r) NN a(S2,r)) = D(r)
for all §1, S»> € S distinct.

Let 85 := D(84) + 264 + 1. Fix x,y € S’ and suppose for a contradiction that
Hgq(Ls 3(x), Ls4(y)) > 85. Then, by Corollary 13.12,

diamg (N (S;84) N ') > diamg (N (S5 84) N [x, y]) = D(8a) + 1,
which contradicts (15). m|
Lemma 13.15 If x €C, S € S, H is a set of S—supporting hyperplanes and R :=

Hg(x, S), then
diamg (L s, (B (x; R) NC)) < 8(84 + &1).

Proof Fix y € Bq(x; R) NC. We claim that

Ho(Ls3(x), Ls#(y)) <484 +61).

It is enough to consider the case when Hq(Ls #(x), Ls(y)) > 84. Then, by
Proposition 13.11, there exists x’ € [x, y] such that Ho(Lg 3(x),x’) < 84. By
Proposition 13.7,

Hq(x,y) < R= Hq(x,ms(x)) < Ho(x, Lsx(x)) + 01.
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Then
Hq(x',y) = Hq(x,y) — Ho(x,x") < Hg(x, Ls3(x)) — Ho(x,x") + &1
< Hq(Ls(x),x") + 8

<64 +61.
Thus,
Hq(Ls3(x),y) < Ha(Ls(x),x")+ Ha(x', y) <284 + 61.

Since L g 3(x) € S, using Proposition 13.7 again,

Ho(y,Lsy(y) < Ho(y.ms(y))+ 681 < Ha(y. Lsx(x)) + 81 < 2(84 + 81).

Finally,
Ho(Ls3(x), Lsn(y)) < Ha(Ls(x),x')+ Ha(x',y) + Ha(y, Ls(»))
<4(84 + 61). O
Proof of Theorem 13.3 This follows from Lemmas 13.13, 13.14 and 13.15. O

13.2 S is asymptotically transverse-free relative to G

Theorem 13.16 The family S is asymptotically transverse-free relative to the geodesic
path system G.

Proof Let §4 be the constant in Proposition 13.11. We will show that there exists
A > 0 such that, for each A > 1 and k > 284, if T C C is a geodesic triangle whose
sides are in G and which is S—almost-transverse with constants x and A, then 7 is
(AA)—thin.

Suppose such a A > 0 does not exist. Then, for every n > 1, there exist k, > 244,
Ay > 1 and a S—almost-transverse triangle 7, C C with constants k5, and A, such that
Tn is not (nAy)—thin. Let ay, b, and ¢, be the vertices of 7, labeled in a such a way
that there exists u, € [an, by] C T with

(16) Hq(up, [an, cn]lUlcn, bn]) > nA, > n.

Note that Observation 4.14 implies that the geodesic triangles 7, are also S—almost-
transverse with constants 284 and A, since k; > 284.

Since A acts cocompactly on C, by translating by elements of A and passing to a
subsequence, we can assume that ¥ := lim, o U, exists and u € C. By passing to
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a further subsequence, we can assume that a := lim,_ o0 dy, b 1= lim, o b, and
¢ 1= limy o0 ¢y, exist in C. By (16),

la,c]U]e,b] C 0;C,

whereas, by construction, u € (a,b) C C. Thus, the points a, b, ¢ form a half triangle.
Then, by Theorem 11.2, there exists S € S such that a, b, ¢ € Fq(0S).

Fix a set of S—supporting hyperplanes H. Let a,, := Ls y(an), b}, = Ls 3(bn)
and ¢, := Lg 3(cn). Up to passing to a subsequence, we can assume that the limits
a' :=limy oo al, b’ :=1im, 0 b, and ¢’ :=lim,— oo ¢;, exist. By Lemma 13.4 and
Proposition 6.6,
a' = lim Ls(an) = Lsx(a) € Fa(a).
n—-oo
Similarly,
b'=Lgw() € Fo(b) and ¢ = Lgy(c)€ Fo(c).

Using Observation 3.12(4), (a’,b") C Q and [d’, /] U [b’, ¢'] C 9;C. Then Observation
3.12(4) implies that the faces Fq(a’), Fo(b'), and Fg(c'), are pairwise disjoint. Then,
by Proposition 3.13,
. rogrN
nll)ngo Hgq(a,,b,) = co.

Thus, for n large enough, Corollary 13.12(2)—(3) implies

17 [a;,b,’l] C Na([an, bn]; 84)
and
(18) diamg (N (S:84) N [an. bal) > Ha(d)y. b)) — 264

Since T, is S—almost-transverse with constants 284 and A, by (18),
(19) Hgq(ay,.by) < Ay +264.
Similarly, for n large enough,

(20) (b, ch] CNa(lbn,cnl;84) and  Hg(b,,c;) < Ap + 284,
(21) [en.an] CNa([cn.anl:8s) and  Hq(cy.ay) < Ay + 2684.
bc

Let m2?, m?

and m$? be the Hilbert distance midpoints of [a,,, b} ], [b),, c,] and

[c),, a,], respectively. By (17), (20) and (21), there exist w,‘fb, w,ljc and w5 in [an, by,
[bn, cn] and [cy, an], respectively, such that

Howi? miP) <84, Howh®.m)) <84 and Ho(wi®.mS®) <.
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Then
Ho(wg? whe) < Ho(wi? ma?) + Ho(m3? . mb¢) + Ha(m}*, wh®)
<84+ Ho(m%, b))+ Ho (b}, mb¢) + 54
=284+ 3(Ha(ay,. b))+ Ha(by. cp))
<484+ Ay (by (19)-(20)).
Similarly,
(22) Howb®, we®) < A, +48, and Hq(wt® wit) < A, + 484.
Then, for n large enough, the triangles 7, are (A, +484)—thin, since
HE™ ([an. wiP). [an. w§e]) < Ay + 484,
HE"™ ([bn. w5, bn, wiP]) < Ay + 464,
HE™ ([cn. w5 [en. wh]) < Ap + 484

Since A, > 1, we have A, + 464 < (1 + 484)A,,. Thus, for n large enough, 7, is
(AA)—thin for A := 14 484, which contradicts the assumption that 7, is not (nA,)—
thin. m|

14 Proof of Theorem 1.13

For the rest of the section suppose that (€2, C, A) is a naive convex cocompact triple.
(1) implies (2) and (3) This is Theorem 1.18.

(3) implies (2) Suppose that A is a relatively hyperbolic group with respect to a
collection of subgroups {H1, ..., H;} each of which is virtually abelian of rank at
least two. Foreach 1 < j <k, let A; < H; be a finite-index abelian subgroup with
rank at least two. Then, by definition, A is a relatively hyperbolic group with respect
to {A1,..., Ag}.

Fix a word metric dp on A. Then, for U C A and r > 0, define
NaU;r):={geA:da(g.U) <r}

and
diamp (U) = sup{da(g1.82) : g1.82 € U}.

Next, foreach 1 < j <k, let A 7 be a maximal abelian subgroup of A that contains A4;.
By Theorem 1.23, there exists a properly embedded simplex S; C C such that A i =<

Geometry € Topology, Volume 27 (2023)



494 Mitul Islam and Andrew Zimmer

Staba (S)), A j acts cocompactly on S}, and A ;j has a finite-index subgroup isomorphic
to Z9m(S/) Since A ;j (and hence A 7) has rank at least two, this implies that dim §; > 2.

We claim that 4; < A ; has finite index and hence A; also acts cocompactly on §;.
By Observation 5.3, the metric space (S;, Hg) is quasi-isometric to RImS) | So, by
the fundamental lemma of geometric group theory [8, Chapter I, Proposition 8.19],
(ff j»da) is also quasi-isometric to RY™S; . Since dim S ' > 2, Theorem 4.9 implies
that there exist r1 >0, g; € A, and 1 <i; <k such that
A CNA(gjAijs 1)
Then
diama (N A (gj Ai;i71) NN A(Aj:71)) > diamp (A4;) = oc.
So Theorem 4.6 implies that g; A;; = A;. Then
A; CNA(4)511)
and hence 4; < A ;j has finite index.
Fix some xo € C and consider the orbit map

F:(A.dp) = (C.He). F(g) = gxo.

By the fundamental lemma of geometric group theory [8, Proposition 8.19], this is a
quasi-isometry. Let G:C — A be a quasi-inverse. Then, using the fact that A; acts
cocompactly on S;, there exists 2 > 0 such that

F(gAj) CNq(gSj:ir2) and G(gS;) CNa(gAj;r2)

forall g € A and 1 < j <k. Then, by definition and Theorem 4.8, (C, Hg) is relatively
hyperbolic with respect to the family of properly embedded simplices of dimension at
least two

S:=1{gSj:geN 1=j <k}

(2) implies (1) Suppose that (C, Hg) is a relatively hyperbolic space with respect to a
family So of properly embedded simplices in C of dimension at least two. It is fairly
easy to show that Sy is isolated and coarsely complete, but we will have to modify So
to construct a A—invariant family.

By Theorem 4.6, for any r > 0, there exists Q(r) > 0 such that

diamo(N @ (S1;r) NN a(S2;1)) < 01(r)
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when S1, S € S are distinct. Further, by Observation 5.3 and Theorem 4.9, there
exists Q2 > 0 such that, if S C C is a properly embedded simplex of dimension at least
two, then there exists S’ € Sg such that

(23) S CNa(S": 02).

Lemma 14.1 If S € Sg and v € 0S is a vertex, then

HE™  ({v}.CN Fa(v)) < Q2.

Proof Suppose v,v,...,v, are the vertices of S. If w € cnN Fq(v), then, by
Lemma 3.18,

S:=Qn P (Span{w, va,...,vp})
is a properly embedded simplex in C with
HG"(8.8) < Hgw) (v, w).
Then there exists S’ € Sq such that
ScNa(S": Q).
Then, when r > Q2 + Hpg, v) (v, w),
diamg (Vo (S:r) NN g (S’;r)) > diamg(S) = co.

SoS =S"and
S cNa(S: 02).

Then Proposition 3.13 implies that there exists v’ € S N Fq(v) with

Hpg ) (v, w) < 0s.
But, by Observation 5.4,

{v} = Fs(v) =8 N Fq(v)
and so v =v’. So

Hpg@)(v,w) < Qs.

Finally, since w € C N Fq(v) was arbitrary, this proves the lemma. O
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Now we repeat part of the argument from Section 10. In particular, for each simplex
S € Sp we construct a new simplex ®(S) as follows. Let vy,..., v, be the vertices
of S. Then, by the previous lemma,

H (@0 Fauy). {v) < 0s.
So C N Fq(v;) is a compact subset of Fq(v;). Then let
w; = CoMFQ(v_i)(Eﬂ Fq(v))).
Then Lemma 3.18 implies that
O(S) := QNP (Spanf{wy, ..., wp})

is a properly embedded simplex with vertices wy, ..., wp and
(24) Hg™™ (S, ®(S)) < Q.
Then define

S:={yd(S):yeA, S eSy}.
We will show that S is isolated, coarsely complete and A—invariant, but first a prelimi-
nary lemma:
Lemmal4.2 IfSeS,S €8y and
S CNa(S';r)
for some r > 0, then ®(S’) = S.
Proof Let vy,...,v, be the vertices of S. Then, by Proposition 3.13, there exist

v/l,...,v;, € 35’ such that
/
v; S Fg(vj)

forall 1 < j < p. Lemma 14.1 and the definition of ® implies that C N Fq(v;) is a
compact neighborhood of {v;} in Fg(v;). Since

Fs/(v};) CCN Fa(v)),

Observation 5.4 implies that v} is a vertex of S”. Further, by Lemma 3.18,

ConvHullg{v], ..., vl’,}
intersects 2. Since S’ is a properly embedded simplex, vy, ..., v, must be all of the
vertices of S’. Then, by definition, ®(S’) = S. ]
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Lemma 14.3 S is an isolated, coarsely complete and A—invariant family of maximal
properly embedded simplices in C of dimension at least two. Hence, (2,C, A) has
coarsely isolated simplices.

Proof By construction, S is A—invariant.

We next argue that S is isolated. Suppose S, € S converges to a closed set S in the
local Hausdorff topology. Then § is a properly embedded simplex by Observation 3.20.
For each n, there exists S,’, € Sy such that

Sn CNa(S,; 02).
Since limy, o0 S = S, we have
oo = lim diamgNq(Sy: Q2+ 1) NNQ(S,11: Q2+ 1)
So there exists N > 0 such that S, = S for all n > N. Then, by Lemma 14.2,
Sp = ®(S)) = B(Sh)

forn > N. So S = Sy. Since S, € S was an arbitrary convergent subsequence, the set
S is closed and discrete in the local Hausdorff topology, and hence isolated.

Finally, we show that S is coarsely complete. Since Sg is coarsely complete, if S C C
is a properly embedded simplex of dimension at least two, then there exists S’ € Sy
such that

S CcNa(S";05).
Then, by (24),
S CNa(5";202),
where S” := ®(§’) € S. O

Part III The convex cocompact case

15 Lines and corners in the boundary

In this section we prove the following result, which we will use to verify properties (7)
and (8) in Theorem 1.8:
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Proposition 15.1 Suppose 2 C P(Rd) is a properly convex domain and A < Aut(2)
is convex cocompact. Assume that the family Spax of all maximal properly embedded
simplices in C := Cq(A) of dimension at least two satisfies the following:

(1) Smax is strongly isolated.
(2) IfS € Snax and x € 0S8, then Fo(x) = Fg(x).

Then:

(a) If £ C 0;C is a nontrivial line segment, then there exists S € Smax With £ C 9.

(b) If y € 9;C is not a C'—smooth point of 32, then there exists S € Spmax With
yeas.

Remark 15.2 In Section 16 we will show that if A < Aut(2) is convex cocompact
and Spax 1S an isolated family of properly embedded simplices, then conditions (1) and
(2) are automatically satisfied.

We will need the following observation about convex cocompact subgroups:

Proposition 15.3 [12, Lemma 4.1(1)] Suppose 2 C ]P’(Rd) is a properly convex
domain and A < Aut(2) is convex cocompact. If x € 0;Cq(A), then Fq(x) C
0;Ca(A).

We start the proof of Proposition 15.1 with some general lemmas.

Lemma 15.4 Suppose Q2 C P(Rd) is a properly convex domain, A < Aut(2) is
convex cocompact and C := Cq(A). Assume £ C 0; C is a nontrivial open line segment,
mel,qeCandV = Span{{, q}. For any r > 0 and € > 0, there exists a neighborhood
U of m in P(V) such that, if p € U NC, then there exists a properly embedded simplex
S = S(p) C C of dimension at least two such that

(25) Ba(p;r)NP(V) C Ng(S;e).

Proof The argument is very similar to the proof of Lemma 11.4.

Fix r > 0 and € > 0. Suppose for a contradiction that such a neighborhood U does not
exist. Then we can find p, € C N P(V) such that lim, .~ p, = m and p, does not
satisfy (25) for any properly embedded simplex in C of dimension at least two.
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By replacing £ with the maximal open line segment containing, it we can assume that
{ = (a,b), where a,b € 0Fq(m).

After passing to a subsequence, we can find y, € A such that y, p, - pso € C. Passing
to a further subsequence, we can suppose that y,a — doo, Ynb = boo and ynqg — ¢oo-
Then [0, boo] C 9; C. Since a, b € IFg(m), we have

oo = lim Hq(pn,(a,q)U(g,b)) = lim Hq(ynpn,(Yna.ynq) U (Ynq.ynb)).
n—oo n—>oo

S0 [@sos Goo] U [Goos Poo] C 0;C. Thus, o, boo, §oo are the vertices of a properly
embedded simplex S C C. However, for n sufficiently large, we have

Bo(Ynpn;r) Nyn P(V) CNQ(S;e€)
and so

Ba(pn;r)NP(V) C Ny, 'S e).

Hence, we have a contradiction. O

Lemma 15.5 Suppose Q2 C P(RY) is a properly convex domain, A < Aut(2) is
convex cocompact and C := Cq(A). Assume z € 9; C is not a C ' —smooth point of 92
and g € C. For any r > 0 and € > 0, there exists g € (z, q] such that, if p € (z, qr ],
then there exists a properly embedded simplex S = S(p) C C of dimension at least two
such that

(26) Ba(p;r)N(z,q] CNq(S;e).

Proof Once again, the argument is very similar to the proof of Lemma 11.4.

Fix r > 0 and € > 0. Suppose for a contradiction that such a g, ¢ € (z, ¢] does not exist.
Then we can find p, € (z, g] such that lim, ., p, = z and p, does not satisfy (26)
for any properly embedded simplex in C of dimension at least two.

We can find a 3—dimensional linear subspace V such that (z,g] C P(V) and z € 9;C
is not a C '=smooth boundary point of P(V) N . By changing coordinates, we can

suppose that
PWV)={w:x:y:0:---:0] : w, x,y € R},

PV)NQc{[l:x:y:0:---:0]: x eR, y > |x]|},
z=[1:0:0:---:0],
g=1[1:0:1:0---:0].
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We may also assume that P (V') N © is bounded in the affine chart

{[1:x:y:0:---:0]: x,y € R}
of P(V).

Then
pn=1[1:0:y,:0:---:0],

where 0 < y, < 1 and y, converges to 0. Let
Ly:={[l:x:y,:0:---:0] : x e R} N Q.

By passing to a subsequence, we can suppose that (y,),>1 is a decreasing sequence

and
27) lim Hqo(pn, Ly—1) = oco.
n—>0o0
Then
. Yn—1
lim =00

n—oo yl’l

Let a,, by € 02 be the endpoints of L, = (an, b,). We claim that

(28) hm HSZ(pn, (Z,an—l)) =0 = hm HQ(pi’l’ (Zv bn—l))-
n—-oo n—>oo

Consider g, € PGL(V') defined by

gn([w:x:y:O:---:O]):[w:ix:iy:'--:O].

Yn Yn

Since (y,)n>1 is a decreasing sequence converging to zero, D, := g, (P (V)N Q) is
an increasing sequence of properly convex domains in P(V') and

D= UDnC{[l:x:y:O:---:O]:xeR,y>|x|}

n>1

is also a properly convex domain. Notice that Hp, converges to Hp uniformly on
compact subsets of D. Also, by construction, there exist f < —1 and 1 < s such that

D={[l:x:y:0:---:0]: x € R, y > max{sx, tx}}.
Then a, = [1:2, yy:y,:0:+--:0], where t, — 1.
Now pick v, € (z,a,—1) such that

Hq(pn.(z,an—1)) = Ha(pn, vn).
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Since

lim gnan—1=nlim |:1:tn__11yn_1 il :O:~-:0:| =[0:r71:1:0:---:0],

any limit point of g, v, is in
{0:¢7t:1:0:- 0 U{[1:rt ir:0:---:0]: 7 = 0} C OD.
Then
lim HQ(pn,(z,an-1)) = lim Hq(pp.vs) = lim Hp, (gnpn.&nvn) = 00
n—oo n—>oo n—oo
since g, pn — [1:0:1:0:---:0] € D.
For the same reasons,
hm HQ (p}’h (Za bn—l)) = Q.
n—>oo
This establishes (28).

Next we can pass to a subsequence and find y, € A such that y, p, - peo € C.
Passing to a further subsequence, we can suppose that y,d,—1 = doo, Ynbn—1 = boo,

YnZ = Zoo and Ynq — Goo-
Equation (27) implies that [dso, boo] C 92 and (28) implies that
[2007 aoo] ) [Zoo» boo] C 09Q2.

Thus, deo, boo and zs, are the vertices of a properly embedded simplex S C €2 which
contains po. Further, for n sufficiently large, we have

Bo(yYnpnir) Nyn(z,q] CN(S:e€)
and so
Ba(pn;r) N (z,q) CNa(y, 'S e).

To obtain a contradiction, we have to show that y,, 1S C C for every n or, equivalently,
that S C C. By construction, ¢eo € 9; C N (@0, boo)- Then Proposition 15.3 implies
that [deo, Poo] C 05 C. Since zoo € 9; C and S has vertices deoo, boo and zeo, We then see
that S C C. O

The rest of the section is devoted to the proof of Proposition 15.1, so suppose that
QC P(Rd) is a properly convex domain, A < Aut(£2) is convex cocompact and the
family Spax of all maximal properly embedded simplices in C := Cq(A) of dimension
at least two satisfies the hypotheses of the proposition.
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Lemma 15.6 If ¢ C 9;C is a nontrivial line segment, then there exists S € Spax With
£ CoS.

Proof We can assume that £ is an open line segment. Then fix some m € £ and ¢ € C.
Since Spax is strongly isolated, there exists some D > 0 such that, if S1, S2 € Spax
are distinct, then

diamg (N (S1; 1) NN @(S2; 1)) < D.

Let V := Span{{, ¢}. By Lemma 15.4, there exists a neighborhood U of m in P (V)
such that, if x € U NC, then there exists a maximal properly embedded simplex Sx C C
of dimension at least two such that

Bo(x; D)NP (V) C Nag(Sx: 1).
By shrinking U, we can assume that U N C is convex.

We claim that S = S, for every x, y € U NC. Since U NC is convex, it is enough to
show this when Hg(x, y) < %D. Then

Ba(x:4D)NP(V) C Ba(y: D)NP(V) CNa(Sy: 1).

So
Ba(x;3D)NP(V) CNa(Sx; 1) NN a(Sy: 1)
and hence
diamg (V@ (Sx: 1) NN q(Sy: 1)) > diamg (Ba(x; 3 D) NP (V)) = D.
SO Sx = Sy.

Now let S := Sy for some (and hence any) x € U NC. Then
UNCCNg(S;1).

So, by Proposition 3.13, there exists m’ € dS with m € Fq(m’). Then, since £
is an open line segment, { C Fg(m’). Finally, by condition (2) of the hypotheses,
Fqo(m') = Fs(m’) C 8S. Hence, £ C 95. ]

Lemma 15.7 If z € 9; C is not a C 1 —smooth point of 02, then there exists S € Smax
with z € 8.
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Proof Fix g € C. Arguing as in the proof of Lemma 15.6 and using Lemma 15.5
shows that there exist some ¢o € (z, g] and a maximal properly embedded simplex
S C C of dimension at least two such that

(quO] CNQ(S’ 1)

Then, by Proposition 3.13, there exists z’ € S with z € Fg(z’). Finally, by condition (2)
of the hypotheses on Spyx,

ze€ Fo(z')= Fs(z') CdS. ]

16 Proof of Theorems 1.7 and 1.8

For the rest of this section, suppose 2 C IP’(Rd) is a properly convex domain, A <
Aut(2) is a convex cocompact subgroup (see Definition 1.1) and Spax is the family of
all maximal properly embedded simplices in Cq(A) of dimension at least two.

16.1 Proof of Theorem 1.7

We claim that the following are equivalent:

(A) Smax is closed and discrete in the local Hausdorff topology induced by Hg,.
B) (R2,Cq(A), A) has coarsely isolated simplices.
(C) (Ca(A), Hg) is a relatively hyperbolic space with respect to Spax-

(D) (Cq(A), Hg) is arelatively hyperbolic space with respect to a family of properly
embedded simplices in Cq(A) of dimension at least two.

(E) A is arelatively hyperbolic group with respect to a collection of virtually abelian
subgroups of rank at least two.

By definition, (A) implies (B) and (C) implies (D). Further, Theorem 1.13 implies that
(B), (D) and (E) are all equivalent. So it is enough to assume (B) and show that (A)
and (C) hold. We establish this using Theorem 1.18 and the next lemma.

Lemma 16.1 If (2,Cq(A), A) has coarsely isolated simplices, then Syax is strongly
isolated, coarsely complete and A—invariant. Moreover, if S € Spax and x € 35, then

Fa(x) = Fs(x).
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Remark 16.2 A careful reading of the proof shows that Syax is actually the unigue
family of strongly isolated, coarsely complete and A—invariant maximal properly
embedded simplices in Cq(A) of dimension at least two.

Proof By Theorem 1.17, there exists Score, @ strongly isolated, coarsely complete and
A—invariant family of maximal properly embedded simplices in Cq(A) of dimension
at least two.

We first claim that, if S € Score and x € 9., then
(29) Fa(x) = Fs(x).

By definition, Fg(x) C Fg(x). To establish the other inclusion, it suffices to show that,
if e € 0Fq(x) is an extreme point, then e € dFg (x).

So let e € dFq(x) be an extreme point. Theorem 1.19(4) implies that there exists
D1 > 0 such that
HP2, (Ca(A) N Fo(x), Fs(x)) < D1
By Proposition 15.3, Fo(x) = Cq(A) N Fo(x). Thus,
(30) Hpit (Fa(x), Fs(x)) < Dy.
Then, by Proposition 3.13 and (30), there exists
e/ € dFs(x)N Frox)(e).

But, since e is an extreme point, Fr, (x)(e) = Fqo(e) = {e}. So e = ¢’ € dFg(x). This
proves the claim.

Next we show that Score = Smax- By definition, Score C Smax, S0 it is enough to show
that Smax C Score- FiX S € Siax. Since Score is coarsely complete, there exist S” € Score
and r > 0 such that

S CNa(S';r).

Then, by Proposition 3.13 and (29),
sc |J Fa)= |J Fs(x)=05"

x€0S’ x€0S’

Hence, S C S’. Since S is a maximal properly embedded simplex, we then have
S =58"€Score-

Finally, the “moreover” part follows from (29) and the equality Spmax = Score- O
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16.2 Proof of Theorem 1.8

Now assume, in addition to the hypotheses at the beginning of Section 16, that Sy« is
closed and discrete in the local Hausdorff topology induced by Hg.

By Lemma 16.1, Spax is strongly isolated, coarsely complete and A—invariant. Then
properties (1), (2), (3) and (5) follow immediately from Theorem 1.19. Property (6)
holds since Spax i strongly isolated. Property (4) is the “moreover” part of Lemma 16.1.
Finally, properties (7) and (8) follow from Proposition 15.1.

Appendix Remarks on Theorem 4.15

In this appendix we explain how to modify Sisto’s arguments in [31] to establish
Theorem 4.15. In fact, we will explain why a more general result is true. Before stating
the result, we introduce a generalization of the notion of asymptotically transverse-free
obtained by replacing geodesics in Definition 4.13 with (1, ¢)—quasigeodesics.

Definition A.1 Let (X, d) be a complete geodesic metric space, « > 1, 8 > 0 and S be
a collection of subsets of X.

(1) If I C R is an interval, then 8: I — X is a («, B)—quasigeodesic in (X, d) if

1
a|f1 —t| =B <d(0(t1),0(t2)) <alti —t2| + B
forall 1,1, € I.

(2) An (a, B)—quasigeodesic triangle in (X, d) is a choice of three points in X and
(o, B)—quasigeodesics connecting these points.

(3) A quasigeodesic triangle 7 in X is S—almost-transverse with constants k and A
if
diamy Nx (S;6)Ny) <A

for every S € S and edge y of T.

(4) The collection S is strongly asymptotically transverse-free if there exist A and o
such that, foreachc > 1, A> 1,k >0,if T is a (1, ¢)—quasigeodesic triangle in X
which is S—almost-transverse with constants x and A, then 7 is (AA+Ac)-thin.

We will prove the following generalization of Theorem 4.15, which connects the three
different notions of “asymptotically transverse-free”:
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Proposition A.2 Let (X, d) be a complete geodesic metric space and S a collection
of subsets of X. Then the following are equivalent:

(1) S is asymptotically transverse-free relative to a geodesic path system and there
exists an almost-projection system for S.

(2) S is asymptotically transverse-free and there exists an almost-projection system
for §.

(3) S is strongly asymptotically transverse-free and there exists an almost-projection
system for S.

In Proposition A.2, observe that (3) implies (2) and (2) implies (1) by definition.
Thus, in order to prove Proposition A.2, it suffices to prove (1) implies (3). Sisto [31,
Lemma 2.13] previously proved that (2) implies (3) and in the rest of this section we
modify Sisto’s argument to show that (1) implies (3).

Fix (X,d) a complete geodesic metric space, G a geodesic path system on X, S a
collection of subsets of X, and [1s = {mg: X — S : S € S} an almost-projection system
with constant C. Then fix a constant

oo > max{10C, 1}.

Finally, for any pair of distinct points x, y € X, let y, y denote a path in G connecting
x and y.

The proof of Proposition A.2 will require the following two lemmas. Informally, the
first one says that, if 6 is an “S—almost-transverse quasigeodesic”, then any geodesic
joining points on 6 is also “S—almost-transverse”.

Lemma A.3 [31, page 176] Supposec >0, A > 1,k > cog, 0:[0,T] > X is a
(1, ¢)—quasigeodesic and

diamy Nx (S;k)NO) <A
for every S € S. Then

diamy (Mx (S; coo) Nyx,y) < A+ 1000 + 18cop
forevery S e Sand x,y € 6.

Lemma A.3 follows from Sisto’s proof of Lemma 2.13 in [31]. For the reader’s
convenience we will provide the argument at the end of this section.

We also need the following variant of the Morse lemma:
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Lemma A.4 Supposec >0,x,y € X and 0:[0,T] — X is a (1, ¢c)—quasigeodesic
with x = 6(0) and y = 6(T). Moreover, suppose that there exists § > 0 such that any
triangle with all its vertices on 6 and all its edges in G is §—thin. Then

d"S(9, yy,y) <48+ 10c.
Delaying the proof of Lemma A.4, we prove Proposition A.2.

Proof of Proposition A.2 By the remarks above, it suffices to show that (1) implies (3).
So suppose that S is asymptotically transverse-free relative to the geodesic path system
G with constants Ag and og.

By increasing oy if necessary, we can assume that
oo = max{10C, 1, 0g}.
Then fix
Ao :=max{9Ag(1 + 100p), 2000 (1 + 9g)}.

Fix a (1, ¢)—quasigeodesic triangle 7 := (61 U 6, U 63) that is S—almost-transverse
with constants ¥k and A where ¢ > 1, k > cop, and A > 1. We will show that 7T is
(AoA 4+ Agc)—thin. Since T is arbitrary, this will complete the proof that S is strongly
asymptotically transverse free and hence that (1) implies (3) in Proposition A.2.

Let 7T¢ be a geodesic triangle with the same vertices as 7 but edges in G. Let y1,
y» and y3 be the edges of T¢ labeled so that the edge y; corresponds to the edge 6;
forall 1 <i <3. By Lemma A.3, Tg is S—almost-transverse with constants cag and
A + 1009 + 18cog. Notice that cap > og and A + 100g + 18cog > 1. Since S is
asymptotically transverse-free relative to the geodesic path system G, the triangle 7¢
is 6—thin, where

3D 8 := Ag(A 4+ 1009 + 18cayp).

Lemma A.3 also show that, for each 1 <i < 3, the (1, ¢)—quasigeodesic 6; and the
geodesic y; € G satisfy the hypothesis in Lemma A.4 with § as in (31). Thus,

(32) max d1(6;, ;) < 48 + 10c.

1<i<3
So T is (96§420c¢)—thin. Further,
96 4+ 20c = 9Ag(A + 1009 + 18cop) + 20c
<9A¢(1 + 1009)A +2000(1 + 9Ag)c
<Ao(A+c).
Thus, 7 is (AgA + Agc)—thin. O
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Proof of Lemma A.3 Before proving the lemma we need to recall two other estimates
from Sisto’s paper.

Proposition A.5 (Sisto [31, Corollary 2.7]) If r > 2C, x1,x2 € X, S € S, g € g
and £ is any geodesic in X connecting x1 and x», then

diamy (§ N"Nx (S;r)) <d(mws(x1), ws(x2)) + 18r + 62C.
Proposition A.6 (Sisto [31, Lemma 2.10]) If x1,x2 € X, S € S, ng € g, £ is
any geodesic in X connecting x1 and x5, and d(mwg(x1), ws(x2)) > 8C + 1, then &
intersects Bx (s (x1); 10C), Bx (s (x2); 10C) and Nx (S;2C).
We now claim that
(33) d(rs(x),7s(y)) < A+20C + 1.

If this is not true, then, by Proposition A.6, yy,y intersects Bo(mws(x);10C) and
Bq(rts(y); 10C). Thus,

diamy (Nx (S;6) N yx,y) > diamy (Nx (S; 10C) Nyx,y) = A+ 1,

which is a contradiction. Hence, the estimate in (33) is true. Since cog > 2C,
Proposition A.5 implies that

diamy (yx,y NNx(S;co0)) < A+ 18cog+82C +1 < A+ 1009 + 18cog. O
Proof of Lemma A.4 Let M :=2§ + 5c¢. By a standard argument (see for instance
[8, proof of Theorem 1.7, page 404]), it suffices to prove

0 CNx(yx,y; M —c).

Fix z € 6 and consider the geodesic triangle yx y U yx, ; U ¥z ,. By hypothesis, this
triangle is d—thin. Next pick a € yx ; such that d(z,a) = § + 4c. If such a point does
not exist, then d(x, z) < § + 4¢, which implies that

2 € Nx(yx,y;0+4c) CNx(yx,y; M —c)

and we are done. Now, since yx,y U yx,z U ¥z, is 6—thin, there exists b € yx , Uy, y
such that d(a, b) < 6. We will show that b € yx . Since 6 is a (1, ¢c)—quasigeodesic,

d(x,z) +d(z,y) <d(x,y) + 3c.
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Then, for all y’ € y,,,,, we have
d(a,y") = d(x, y) —d(x,a) —d(y'. y)
>d(x,z)+d(z,y)—3c—d(x,a)—d(y’, y)
=d(a,z)+d(y’,z)—3c>8+c.
So we must have b € yy,,. Then
d(z,yx,y) <d(z,a)+d(a,b) <26 +4c =M —c.

Since z € 0 was arbitrary,
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