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A bstr a ct — F e d e r at e d l e a r ni n g h as g e n e r at e d si g ni fi c a nt i nt e r est,
wit h n e a rl y all w o r ks f o c us e d o n a “st a r ” t o p ol o g y w h e r e
n o d es/ d e vi c es a r e e a c h c o n n e ct e d t o a c e nt r al s e r v e r. We mi g r at e
a w a y f r o m t his a r c hit e ct u r e a n d e xt e n d it t h r o u g h t h e n et w or k
di m e nsi o n t o t h e c as e w h e r e t h e r e a r e m ulti pl e l a y e rs of n o d es
b et w e e n t h e e n d d e vi c es a n d t h e s e r v e r. S p e ci fi c all y, w e d e v el o p
m ulti-st a g e h y b ri d f e d e r at e d l e a r ni n g ( M H - F L ), a h y b ri d of i nt r a-
a n d i nt e r-l a y e r m o d el l e a r ni n g t h at c o nsi d e rs t h e n et w o r k as a
m ulti-l a y er cl ust er- b as e d str u ct ur e. M H - F L c o nsi d e rs t h e t o p ol o g y
str u ct ur es a m o n g t h e n o d es i n t h e cl ust e rs, i n cl u di n g l o c al
n et w o r ks f o r m e d vi a d e vi c e-t o- d e vi c e ( D 2 D) c o m m u ni c ati o ns, a n d
p r es u m es a s e mi- d e c e ntr aliz e d ar c hit e ct ur e f o r f e d e r at e d l e a r ni n g.
It o r c h est r at es t h e d e vi c es at diff e r e nt n et w o r k l a y e rs i n a
c oll a b o r ati v e/ c o o p e r ati v e m a n n e r (i. e., usi n g D 2 D i nt e r a cti o ns)
t o f o r m l o c al c o ns e ns us o n t h e m o d el p a r a m et e rs a n d c o m bi n es
it wit h m ulti-st a g e p a r a m et e r r el a yi n g b et w e e n l a y e rs of t h e t r e e-
s h a p e d hi e r a r c h y. We d e ri v e t h e u p p e r b o u n d of c o n v e r g e n c e f o r
M H - F L wit h r es p e ct t o p a r a m et e rs of t h e n et w o r k t o p ol o g y ( e. g.,
t h e s p e ct r al r a di us) a n d t h e l e a r ni n g al g o rit h m ( e. g., t h e n u m b e r
of D 2 D r o u n ds i n diff e r e nt cl ust e rs). We o bt ai n a s et of p oli ci es
f o r t h e D 2 D r o u n ds at diff e r e nt cl ust e rs t o g u a r a nt e e eit h e r
a fi nit e o pti m alit y g a p o r c o n v e r g e n c e t o t h e gl o b al o pti m u m.
We t h e n d e v el o p a dist ri b ut e d c o nt r ol al g o rit h m f o r M H - F L t o
t u n e t h e D 2 D r o u n ds i n e a c h cl ust e r o v e r ti m e t o m e et s p e ci fi c
c o n v e r g e n c e c rit e ri a. O u r e x p e ri m e nts o n r e al- w o rl d d at as ets
v e rif y o u r a n al yti c al r es ults a n d d e m o nst r at e t h e a d v a nt a g es of
M H - F L i n t e r ms of r es o u r c e utili z ati o n m et ri cs.

I n d e x Ter ms — F o g l e a r ni n g, d e vi c e-t o- d e vi c e c o m m u ni c ati o ns,
p e e r-t o- p e e r l e a r ni n g, c o o p e r ati v e l e a r ni n g, dist ri b ut e d m a c hi n e
l e a r ni n g, s e mi- d e c e nt r ali z e d f e d e r at e d l e a r ni n g.

I. I N T R O D U C T I O N

M a c hi n e l e ar ni n g ( M L) h as pr o d u c e d a ut o m at e d s ol uti o ns t o
pr o bl e ms r a n gi n g fr o m n at ur al l a n g u a g e pr o c essi n g t o o bj e ct
d et e cti o n/tr a c ki n g [ 1], [ 2]. Tr a diti o n all y, M L m o d el tr ai ni n g
h as b e e n c arri e d o ut at a c e ntr al n o d e ( e. g., a s er v er). I n
m a n y c o nt e m p or ar y a p pli c ati o ns of M L, h o w e v er, t h e r el e v a nt
d at a is g e n er at e d at t h e e n d us er d e vi c es. As t h es e d e vi c es
g e n er at e l ar g er v ol u m es of d at a, tr a nsf erri n g it t o a c e ntr al
s er v er f or m o d el tr ai ni n g h as s e v er al dr a w b a c ks: (i) it m a y
r e q uir e si g ni fi c a nt e n er g y c o ns u m pti o n fr o m b att er y- p o w er e d
d e vi c es; (ii) t h e r o u n d-tri p-ti m es b et w e e n d at a g e n er ati o n a n d
m o d el tr ai ni n g m a y i n c ur pr o hi biti v e d el a ys; a n d (iii) i n pri v a c y-
s e nsiti v e a p pli c ati o ns, e n d us ers m a y n ot b e willi n g t o tr a ns mit
t h eir r a w d at a i n t h e first pl a c e.

S. H oss ei n ali p o ur, S. A z a m, C. Bri nt o n, V. A g g ar w al, a n d D. L o v e ar e wit h P ur d u e
U ni v ersit y: { h oss ei n a, a z a m 1, c g b, v a n e et, djl o v e } @ p ur d u e. e d u. N. Mi c h el usi is wit h Ari-
z o n a St at e U ni v ersit y: ni c ol o. mi c h el usi @ as u. e d u. H. D ai is wit h N C St at e U ni v ersit y:
h d ai @ n cs u. e d u.

C. Bri nt o n w as s u p p ort e d i n p art b y O N R u n d er gr a nt N 0 0 0 1 4- 2 1- 1- 2 4 7 2, a n d N S C
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Gl o b al A g gr e g ati o n

Fi g. 1: C o n v e nti o n al st ar t o p ol o g y ar c hit e ct ur e of f e d er at e d l e ar ni n g.

F e d er at e d l e ar ni n g h as e m er g e d as a t e c h ni q u e f or distri b ut-
i n g m o d el tr ai ni n g a cr oss d e vi c es w hil e k e e pi n g t h e d e vi c es’
d at as ets l o c al [ 3]. Its c o n v e nti o n al ar c hit e ct ur e c o nsists of a
m ai n s er v er c o n n e ct e d t o m ulti pl e d e vi c es i n a st ar t o p ol o g y
(s e e Fi g. 1). E a c h r o u n d of m o d el tr ai ni n g c o nsists of t w o st e ps:
(i) l o c al u p d ati n g, w h er e e a c h d e vi c e u p d at es its l o c al m o d el
b as e d o n its d at as et a n d t h e gl o b al m o d el, e. g., usi n g gr a di e nt
d es c e nt, a n d (ii) gl o b al a g gr e g ati o n , w h er e t h e s er v er g at h ers
d e vi c es’ l o c al m o d els a n d c o m p ut es a n e w gl o b al m o d el, w hi c h
is t h e n s y n c hr o ni z e d a cr oss t h e d e vi c es t o b e gi n t h e n e xt r o u n d.

I n c o n v e nti o n al f e d er at e d l e ar ni n g, o nl y d e vi c e-t o-s er v er (i n
st e p (i)) a n d s er v er-t o- d e vi c e (i n st e p (ii)) c o m m u ni c ati o ns
o c c ur. T his is li miti n g a n d pr o hi biti v e i n c o nt e m p or ar y l ar g e-
s c al e n et w or k s c e n ari os, w h er e t h er e ar e s e v er al l a y ers of
n o d es b et w e e n t h e e n d d e vi c es a n d t h e cl o u d (s e e Fi g. 2( a)). I n
p arti c ul ar, it c a n l e a d t o l o n g d el a ys, l ar g e b a n d wi dt h utili z ati o n,
a n d hi g h p o w er c o ns u m pti o n f or a g gr e g ati o ns [ 4]. We mi gr at e
f e d er at e d l e ar ni n g fr o m its st ar str u ct ur e t o a m or e distri b ut e d
str u ct ur e t h at a c c o u nts f or t h e m ulti-l a y er n et w or k di m e nsi o n
a n d l e v er a g es t o p ol o g y str u ct ur es a m o n g t h e d e vi c es.

A. F o g L e ar ni n g: Fe d er at e d L e ar ni n g i n F o g E n vir o n m e nts

F o g c o m p uti n g is a n e m er gi n g t e c h n ol o g y w hi c h ai ms
t o m a n a g e c o m p ut ati o n r es o ur c es a cr oss t h e cl o u d-t o-t hi n gs
c o nti n u u m, e n c o m p assi n g t h e cl o u d, c or e, e d g e, m etr o, cli e nts,
a n d t hi n gs [ 5]. We r e c e ntl y i ntr o d u c e d t h e f o g l e ar ni n g ( F o g L)
p ar a di g m [ 4], w hi c h a d v o c at es l e v er a gi n g t h e f o g c o m p uti n g
ar c hit e ct ur e t o h a n dl e M L t as ks. S p e ci fi c all y, F o g L r e q uir es
e xt e n di n g f e d er at e d l e ar ni n g t o (i) i n c or p or at e f o g n et w or k
str u ct ur es, (ii) a c c o u nt f or d e vi c e c o m p ut ati o n h et er o g e n eit y,
a n d (iii) m a n a g e t h e pr o xi mit y b et w e e n r es o ur c e- a b u n d a nt a n d
r es o ur c e- c o nstr ai n e d n o d es. O ur f o c us i n t his p a p er is (i), i. e.,
e xt e n di n g f e d er at e d l e ar ni n g al o n g t h e n et w or k di m e nsi o n.

We c o nsi d er t h e s a m pl e n et w or k ar c hit e ct ur e of F o g L i n
Fi g. 2( a). T h er e ar e m ulti pl e l a y ers b et w e e n us er d e vi c es a n d
t h e cl o u d, i n cl u di n g b as e st ati o ns ( B Ss) a n d e d g e s er v ers.
C o m p ar e d wit h f e d er at e d l e ar ni n g, F o g L h as t w o k e y c h ar a c-
t eristi cs: (i) It ass u m es a m ulti-l a y er cl ust er- b as e d str u ct ur e
wit h l o c al p ar a m et er a g gr e g ati o ns at diff er e nt l a y ers. (ii)
I n a d diti o n t o i nt er-l a y er c o m m u ni c ati o ns, it i n cl u d es i ntr a-
l a y er c o m m u ni c ati o ns vi a d e vi c e-t o- d e vi c e ( D 2 D) c o n n e cti vit y,
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Main Server

Cloud Servers

Edge 
Servers
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End 
Devices
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Inter-edge Links

Medium/
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Inter-cloud Links
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U2U Link

M2M Link

(a): A schematic of model transfer stages for a large-scale ML task in
a fog network. The parameters of the end devices are carried through
multiple layers of the network consisting of base stations (BSs), road side
units (RSUs), unmanned aerial vehicles (UAVs), high altitude platforms
(HAPs), edge servers, and cloud servers before reaching the main server.
Devices located at different layers of the network can engage in direct
communications via mobile-mobile (M2M), vehicle-vehicle (V2V), UAV-
UAV (U2U), inter-edge, and inter-cloud links.

……

… …

LUT Cluster

EUT Cluster

Horizontal parameter sharing
through a time varying graph

(cooperative D2D)

Vertical parameter sharing

(b): Partitioning the network layers into multiple LUT/EUT clusters
for FogL, introducing a hybrid model training framework consisting of
both horizontal and vertical parameter transfer. Inside each LUT cluster,
the devices engage in collaborative/cooperative D2D communications
through a time varying network topology and exchange their parameters.
The parents of LUT clusters obtain the consensus of their children
parameters by sampling the model parameter of one node, while the
parents of EUT clusters receive all the parameters of their children.

Fig. 2: Architecture of (a) the multi-layer network structure of fog computing systems and (b) the network layers and parameters transfer for FogL.
which is promoted in 5G and IoT [6]. There exists a literature on
D2D communication protocols for ad-hoc and sensor networks
including vehicular ad-hoc networks (VANET), mobile ad-hoc
networks (MANET), and flying ad-hoc networks (FANET) [7]–
[10]. Exploiting D2D communications has also been promoted
in agriculture and rural use cases [11], making FogL a
promising model training strategy in such environments. FogL
also considers server-to-server interactions [12] and other types
of peer-to-peer (P2P) interactions under the umbrella of D2D.

Characteristic (ii) mentioned above orchestrates the devices at
each layer in a cooperative framework, introducing a set of local
networks to the learning paradigm. This motivates studying the
learning performance with explicit consideration of topology
structure among the devices. To do this, we partition network
layers into clusters of two types as depicted in Fig. 2(b): (i)
limited uplink transmission (LUT), where D2D communications
are enabled, and (ii) extensive uplink transmission (EUT),
where, similar to the conventional federated learning, all nodes
only communicate with their upper layer.

Accommodating both inter- and intra-layer communications
introduces a semi-decentralized learning architecture, which
is a hybrid model for training that considers conventional
server-device interactions (i.e., centralized “star” topology) in
conjunction with collaborative/cooperative D2D communica-
tions (i.e., fully decentralized “mesh” topology). Thus, the
methodology we develop in this paper is called multi-stage
hybrid federated learning (MH-FL) and considers both intra-
cluster consensus formation and inter-cluster aggregations for
distributed ML. In developing MH-FL, we incorporate the
time-varying local network topologies among the devices as
a dimension of federated learning, and demonstrate how it
impacts ML model convergence and accuracy.
B. Related Work

Researchers have considered the effects of limited and
imperfect communication capabilities in wireless networks
– such as channel fading, packet loss, and limited bandwidth
– on the operation of federated learning [13]–[15]. Also,
communication techniques such as quantization [16], [17] and
sparsification of model updates (i.e., when only a fraction of
the model parameters are shared during model training) [18]
have been studied. Recently, [19] analyzed the convergence
bounds in the presence of edge network resource constraints.

Research has also considered the computation aspects of
federated learning in wireless networks [14], [20]–[22]. Part
of this literature has focused on learning in the presence of
stragglers, i.e., when a node has significantly lower computation
capabilities than others [14], [20]. Another emphasis has been
reducing the computation requirements through intelligent raw
data offloading between devices [21] and judicious selection of
device participation [22], [23]. Other techniques for mitigating
compute limitations, e.g., through model compression, have
also been applied to distributed ML [24].

There exist recent works on hierarchical federated learn-
ing [25]–[27]. These works are mainly focused on specific use
cases of two-tiered network structures above wireless cellular
devices, e.g., edge clouds connected to a main server [25], [26]
or small cell and macro cell base stations [27]. As compared
to all the aforementioned works, which consider the star model
training topology (or tree in case of hierarchical considerations),
our work is distinct for several reasons, including that: (i) we
introduce a multi-layer cluster-based structure with an arbitrary
height that encompasses all IoT elements between the end
devices and the main server, which generalizes all the prior
models; and (ii) more importantly, we explicitly consider the
network dimension and topology structure among the devices
at each network layer formed via cooperative/collaborative
D2D communications. This migrates us from prior models and
enables new analysis and considerations for hybrid intra- and
inter-layer model learning over large-scale fog networks.

There also exist recent works on fully decentralized (server-
less) federated learning [17], [28], [29]. These architectures
require a well-connected D2D communication graph among
all the devices in the network, which becomes less feasible
to maintain as the geographical span of the devices increases
(e.g., the end devices across multiple regions in Fig. 2(a)). We
establish an intermediate learning architecture that couples the
star topology assumed in conventional federated learning with
fully decentralized architectures to provide a scalable model
training. In particular, we propose a novel semi-decentralized
learning architecture that (i) uses a cluster-based representation
of devices with local communications only among the D2D-
enabled devices inside the same cluster; (ii) reduces the reliance
on resource-intensive uplink model transmissions via sampling
only one device from D2D-enabled clusters; and (iii) is based
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on a layered coordination of global aggregations across the
fog learning hierarchy facilitated by a main server.

Beyond federated learning, there is a well developed litera-
ture on other distributed ML techniques (e.g., [30]–[32]). Our
proposed framework for FogL inherits its model aggregation
rule from federated learning, i.e., local gradient descent at the
devices and weighted averaging to obtain the global model. We
choose this due to specific characteristics that make it better
suited for fog: keeping the user data local, handling non-iid
datasets across devices, and handling imbalances between sizes
of local datasets [3]. These capabilities have made federated
learning the most widely acknowledged distributed learning
framework for future wireless systems [33], [34]. The multi-
stage hybrid architecture of FogL could also be studied in the
context of other distributed ML techniques, e.g., ADMM [30].

Finally, there exist a literature on distributed consensus
with applications in multi-agent systems [35], [36], sensor
networks [37], [38], and optimization [39]–[42]. Our scenario
is unique given its multi-layer network structure and focus on
a hybrid ML model training, where the goal is to propagate
an expectation of the nodes’ parameters through the hierarchy
to train an ML model. The results we obtain have thus not yet
appeared in either consensus-related or ML-related literature.

C. Summary of Contributions

Our contributions in this work can be summarized as follows:
• We formalize multi-stage hybrid federated learning (MH-FL),

a new methodology for distributed ML. MH-FL extends
federated learning along the network dimension, relaying
the local updates of end devices through the network
hierarchy via a novel multi-stage, cluster-based parameter
aggregation technique. This paradigm introduces local
aggregations achieved by an interplay between cooperative
D2D communications and distributed consensus formation.

• We analytically characterize an upper bound of convergence
of MH-FL. We demonstrate how this bound depends on
characteristics of the ML model, the network topology,
and the learning algorithm, including the number of model
parameters, the communication graph structure, and the
number of D2D rounds at different device clusters.

• We demonstrate that the model loss achieved by MH-FL
under unlimited D2D rounds coincides with that of federated
learning. Under the finite D2D rounds regime, we obtain
a condition under which a constant optimality gap can be
achieved asymptotically. We further show that under limited
finely-tuned D2D rounds, MH-FL converges linearly to the
optimal ML model. We further introduce a practical cluster
sampling technique and investigate its convergence behavior.

• We obtain analytical relationships for tuning (i) the number
of D2D rounds in different clusters at different layers and (ii)
the number of global iterations to meet certain convergence
criteria. We use these relationships to develop distributed
control algorithms that each cluster can employ individually
to adapt the number of D2D rounds it uses over time.

• Our experimental results on real-world datasets verify our
theoretical findings and show that MH-MT can improve
network resource utilization significantly with negligible
impact on model training convergence speed and accuracy.
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Fig. 3: Left: An example of FogL Network representation. The root corresponds
to the main server, the leaves are the end devices, and the nodes in-between
are intermediate fog nodes. In D2D-enabled clusters, the nodes form a
certain topology over which the devices communicate with their neighbors
for distributed model consensus. Right: The corresponding FogL augmented
graph for analysis. Virtual nodes and clusters are highlighted in green.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we formalize the FogL network architecture
(Sec. II-A) and the ML problem (Sec. II-B). Then, we formalize
the hybrid learning paradigm via intra- and inter-cluster
communications (Sec. II-C) and parameter sharing (Sec. II-D).
A. Network Architecture and Graph Model

We consider the network architecture of FogL as depicted
on the left in Fig. 3. In FogL, both inter-layer and intra-layer
communications take place to conduct ML model training. The
inter-layer communications are captured via a tree graph, with
the main server at the root and end devices as the leaves. Each
layer is partitioned into multiple clusters, with each device in
a cluster sharing the same parent node in the next layer up. In
general, each node may have a parent node located multiple
layers above (e.g., an edge device can be directly connected to
an edge server), and multiple clusters can share the same parent
node (e.g., multiple groups of cellular devices share the same
BS). Except at the bottom layer, each node in the hierarchy
is the parent for a subset of the nodes, and is responsible for
gathering the model parameters of its children nodes.

From this FogL network representation, we construct the
FogL augmented network graph shown on the right of Fig. 3,
where several virtual nodes and clusters have been added.
Virtual nodes are added in such a way that each node has
a single parent node in its immediate upper layer. Also,
when multiple clusters share the same parent node, a layer is
added to the FogL augmented graph that consists of multiple
intermediate virtual nodes forming a virtual cluster, such that
there is always a one-to-one mapping between the clusters
and parent nodes. If necessary, the nodes in the highest layer
before the main server will form a virtual cluster to preserve
this one-to-one mapping. A node without any neighbors in
its layer is also assumed to form a virtual singleton cluster.
For convenience, we refer to the structure of Fig. 3 as a tree
since in macro-scale it resembles a tree structure. However,
in the micro-scale, nodes inside the clusters form connected
graphs through which D2D communications are performed,
differentiating the structure from a tree graph.

The FogL augmented graph has the following properties:
(i) each parent node has a single cluster associated with it in
the layer immediately below it; (ii) the length of the paths
from the root to each of the leaf nodes are the same; and (iii)
the layer below the root always consists of one cluster. The
network consists of |L|+ 1 layers, where L , {L1, · · · , L|L|}
denotes the set of layers below the server. The root/server is
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located at L0 and the end devices are contained in L|L|. Inside
layer Lj , 1 ≤ j ≤ |L|, there exists a set of clusters indexed by
Lj,1, Lj,2, · · · (see Fig. 3). We let the nodes move between the
clusters in the same layer. To capture these dynamics, we use
L(k)
j,i (i.e., calligraphic font) to refer to the set of nodes inside

cluster Lj,i at learning iteration k (described in Sec. II-B). For
ease of presentation, we assume that the number of clusters at
each layer is time invariant, i.e., each cluster always contains
at least one node and nodes do not form new clusters. We let
Nj denote the set of nodes in layer Lj and Nj , |Nj |.

For convenience, we will sometimes use C to denote an
arbitrary cluster (i.e., any Lj,i) and C(k) (i.e., calligraphic font)
to refer to its set of nodes at iteration k. We also sometimes
use n to denote an arbitrary node. For each node n located
in layers L|L|−1, · · · , L0, we let Q(n) denote the index of its
child cluster and Q(k)(n) denote the set of its children nodes
(i.e., the nodes in Q(n)) at global iteration k.
B. Machine Learning Task

Each end device n is associated with a dataset Dn. Each
element di ∈ Dn of a dataset, called a training sample, is
represented via a feature vector xi and a label yi for the ML
task of interest. For example, in image classification, xi may
be the RGB colors of all pixels in the image, and yi may be
the identity of the person in the image sample. The goal of the
ML task is to learn the parameters w ∈ RM of a particular
M -dimensional model (e.g., an SVM or a neural network) that
are expected to maximize the accuracy in mapping from xi to
yi across any sample in the network. The model is associated
with a loss f̃(w, xi, yi), referred to as f̃i(w) for brevity, that
quantifies the error of parameter realization w on di. We refer
to Table 1 in [19] for a list of common ML loss functions.

The global loss of the ML model is formulated as

F (w) =
1

D

∑
n∈N|L|

|Dn|fn(w), D =
∑

n∈N|L|

|Dn|, (1)

where fn is the local loss at node n, i.e., fn(w) =
1
|Dn|

∑
di∈Dn f̃i(w). The goal of model training is to identify

the optimal parameter w∗ that minimizes the global loss:
w∗ = arg min

w∈RM
F (w). (2)

To achieve this in a distributed manner, training is conducted
through consecutive global iterations. At the start of global
iteration k ∈ N, the main server possesses a parameter vector
w(k−1) ∈ RM , which propagates downstream through the
hierarchy to the end devices. Each end device n overrides its
current local model parameter vector w(k−1)

n according to
w(k−1)
n = w(k−1), (3)

and then performs a local update using gradient descent [3] as

w(k)
n = w(k−1)

n − β∇fn(w(k−1)
n ), n ∈ N|L|, (4)

where β is the step-size. The main server wishes to obtain the
global model used for initiating the next global iteration, which
is defined as a weighted average of end devices’ parameters:

w(k) =

∑
n∈N|L| |Dn|w

(k)
n

D
. (5)

The value of D in (5) is assumed to be known at the main
server, since it only requires uplink transmission of the scalar

|Dn| by each end device n ∈ N|L|, which can be aggregated
and propagated upstream by each parent node in the hierarchy.
As we will see, our method does not require knowledge of
each individual |Dn| at the server to conduct the parameter
averaging given in (5), since the number of data points at each
end device will be encapsulated in a scaled model parameter
vector shared to its parent node (see Sec. III-B). On the
downlink from the server to the edge devices, we assume that
the (common) global parameter w(k−1) can be readily shared
through the hierarchy to reach to the end devices, e.g., through
a broadcasting protocol. These devices will then conduct (3)
and (4) locally. The challenge, then, is computing (5) at the
main server. To do this, in federated learning, the devices will
directly upload (4) to the server. However, this is prohibitive
in a large-scale fog computing system. First, it may require
high energy consumption: uplink transmissions from battery-
limited devices to nodes at a higher layer typically correspond
to long physical distances, and can deplete individual device
batteries. Second, it may induce high network traffic and long
latencies: a neural network with even hundreds of parameters,
which would be small by today’s standards [24], would require
transmission of billions of parameters in the upper layers
during each iteration over a network with millions of nodes.
Additionally, it may overload current cellular and vehicular
architectures: these infrastructures are not designed to handle
large jumps in the number of active users [43], which would be
the case with simultaneous uplink transmissions at the bottom-
most layer. These issues require a novel approach to parameter
aggregations, which we develop in this paper.
C. Hybrid Learning via Intra- and Inter-Layer Communications

The main server in FogL is only interested in the weighted
average of the local parameters (5). Consequently, we propose
local aggregations at each network layer. To achieve this, each
cluster in Fig. 3 follows one of two mechanisms:
1) Distributed aggregation: The nodes engage in a cooperative

scheme facilitated by D2D communications to realize the
consensus/average of their local model parameters. The
parent node then samples parameters of one of the children
and scales it by the number of children to calculate an
approximate sum of the children nodes’ parameters.

2) Instant aggregation: Each node instead uploads its local
model to the parent node. The parent computes the aggre-
gation directly as a sum of the children nodes’ parameters.

The communication requirement of the instant aggregation
is often significantly higher than the distributed aggregation
since D2D communications generally occur over much shorter
distances, which makes them less power/energy consuming.
We refer to mechanisms 1 and 2 mentioned above as limited
uplink transmission (LUT) and extensive uplink transmission
(EUT), respectively.1 Not all clusters can operate in LUT mode,
since not all are D2D enabled, e.g., due to sparse connections
between devices. Still, we can expect significant advantages in
terms of the volume of parameters uploaded through the system

1We assume that each node belongs either to an EUT or to an LUT cluster.
If some portion of the nodes in a cluster are capable of D2D communications
while the rest are not, the cluster can be broken down into two clusters (i.e.,
an LUT and an EUT cluster) with the same parent node, based on which the
fogL augmented network graph in Sec. II-A is then constructed.
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Fig. 4: Example of the network traffic reduction provided by multi-layer
aggregations in FogL, where each device trains a model with parameter length
M . The sum of the length of parameters transferred among the layers (BTot)
is depicted at the top. (a) Network consisting of all EUT clusters, where the
parent nodes upload all received parameters from their children. (b) Network
consisting of all EUT clusters, where the parent nodes sum all received
parameters and upload to the next layer. (c) Network with a portion of clusters
in LUT mode, where each parent node only samples the parameters of one
device after consensus formation. (d) Network consisting of all LUT clusters.

with a combination of EUT and LUT clusters, as depicted in
Fig. 4. At the bottom layers where communication is mostly
over the air, D2D can also be implemented through the out-
band mode [44]. This has the additional advantage of not
occupying the licensed spectrum, which results in bandwidth
savings that can lead to an improved quality of service.

We allow a cluster to switch between EUT and LUT over
time. For instance, the connectivity between a fleet of miniature
UAVs will vary as they travel, necessitating EUT when D2D
is not feasible. To capture this dynamic, for each cluster C, at
global iteration k, 1(k)

{C} captures the operating mode, which
is 1 if the cluster operates in LUT mode, and 0 otherwise.
In each LUT cluster, a node will only communicate with its
neighboring devices, which may not include the whole cluster.
Further, each node’s neighborhood may evolve over time. For
example, when the communications are conducted over the air
as in Fig. 2(a), the neighbors in one aggregation interval are
identified based on the distances among the nodes and their
transmit powers. We will explicitly consider such evolutions in
cluster topology in our distributed consensus model in Sec. III.

In the simple case where there is only one layer below
the server, i.e., |L| = 1, consisting of a single EUT cluster,
the FogL architecture reduces to federated learning. If instead
there is just one layer of one LUT cluster with no server, FogL
resembles fully distributed learning [17], [28], [29]. One of
our contributions is developing and analyzing this generalized
cluster-based multi-layer hybrid learning paradigm for FogL.

D. Parameter Sharing vs. Gradient Sharing

Note that the parameter update in (5) can be written as

w(k) =

∑
n∈N|L| |Dn|

(
w

(k−1)
n − β

(
∇fn(w

(k−1)
n )

))
D

= w(k−1) − β
∑
n∈N|L| |Dn|∇fn(w

(k−1)
n )

D
.

(6)

This asserts that the global parameters can also be obtained
via the gradients of the devices, implying that the devices can
either share their gradients or their parameters during training.
This equivalence arises from the one-step update in (4), which
is a common assumption in federated learning [13], [14], [45].
However, recent work [19], [21] has advocated conducting
multiple rounds of local updates between global aggregations

to reduce communication costs; in this case, the parameters are
required for each aggregation. In this paper, we focus on the
more general case of parameter sharing, although we obtain
one theoretical result (Proposition 3) based on gradient sharing.

In LUT clusters, devices leverage D2D communications to
obtain an approximate value of the average of their parameters.
A basic approach would be to implement a message passing
algorithm where nodes exchange parameters with their neigh-
bors until each node in the cluster has all parameters stored
locally. Each node can then readily calculate the aggregated
value, and one of them can be sampled by the parent node.
Collecting a table of parameters at each node may not be
feasible, however, given how large these vectors can be for
contemporary ML models, as discussed in Sec. II-B. Instead,
we desire a technique that (i) does not require any node to
store a table of all model parameters in the cluster, (ii) can
be implemented in a distributed manner via D2D, and (iii) is
generalizable across different network layers. In the following,
we leverage distributed average consensus methods for this.

III. MULTI-STAGE HYBRID FEDERATED LEARNING(MH-FL)
In this section, we develop our MH-FL methodology
(Sec. III-A&III-B). Then, we conduct a detailed performance
analysis of our method (Sec. III-C). Finally, based on this
analysis, we develop online control algorithms for tuning the
number of D2D rounds in each cluster over time to guarantee
the convergence properties for our method (Sec. III-D).

A. Distributed Average Consensus within Clusters
Referring to Fig. 3, during each iteration k of training, the

LUT clusters engage in D2D communications, where each
node desires estimating the average value of the parameters
inside its cluster. For each cluster C that is LUT during the
kth global aggregation iteration (i.e., for which 1

(k)
{C} = 1),

we let G(k)
C =

(
C(k), E(k)

C

)
denote its communication graph.

In this graph, C(k) is the set of nodes belonging to the
cluster, and there is an edge (m,n) ∈ E(k)

C between nodes
m,n ∈ C(k) iff they can communicate via D2D during k. We
assume that G(k)

C is undirected, connected, and static for the
duration of one iteration k, although it may vary in different
iterations. Note that we have abstracted the physical layer
wireless/wired communication medium of each LUT cluster C
to a general graph topology G(k)

C . In a wireless cluster, different
channel conditions and communication configurations among
the devices will manifest as different topologies for G(k)

C .
We employ the family of linear distributed consensus

algorithms [46], where during the global iteration k, the nodes
inside LUT cluster C conduct θ(k)

C ∈ N rounds of D2D (number
of D2D rounds is a design parameter obtained in Sec. III-C).
Each round of D2D consists of parameter transfers between
neighboring nodes. Formally, during global iteration k, each
node n ∈ C(k) engages in the following rounds of iterative
updates for t = 0, ..., θ

(k)
C − 1:

z(t+1)
n = v(k)

n,nz(t)
n +

∑
m∈ζ(k)(n)

v(k)
n,mz(t)

m , (9)

where z(0)
n = w

(k)
n corresponds to node n’s initial parameter,

and z
(
θ

(k)
C

)
n denotes the parameter after the D2D consensus
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ŵ
(k)
n′ =

∑
j∈Q(k)(n)

|Dj |w
(k−1)
j

|Q(k)(n)|
−

∑
j∈Q(k)(n)

β|Dj |∇fj(w
(k−1)
j )

|Q(k)(n)|
+ 1

(k)
{Q(n)}c

(k)
n′ , n

′ ∈ Q(k)(n) (7)

ŵ
(k)
n′ =

∑
i∈Q(k)(n)

∑
j∈Q(k)(i)

|Dj |w
(k−1)
j

|Q(k)(n)|
−

∑
i∈Q(k)(n)

∑
j∈Q(k)(i)

β|Dj |∇fj(w
(k−1)
j )

|Q(k)(n)|
+

∑
i∈Q(k)(n)

1
(k)
{Q(i)}|Q

(k)(i)|c(k)
i′

|Q(k)(n)|
+ 1

(k)
{Q(n)}c

(k)
n′ , n

′∈Q(k)(n)
(8)

process. ζ(k)(n) denotes the set of neighbors of node n

during global iteration k, and v
(k)
n,p, p ∈ {n} ∪ ζ(k)(n) are

the consensus weights associated with node n during k. There
are several potential choices for these weights that guarantee
convergence of the distributed consensus iterations, provided
that the cluster graph G(k)

C is connected [46] (if it is not, we can
partition the cluster into multiple connected subgraphs with the
same parent node). We will detail the conditions required for
convergence of local model aggregations in Assumption 2
of Sec. III-C. One choice that satisfies the conditions is
z(t+1)
n = z(t)

n + d
(k)
C

∑
m∈ζ(k)(n)(z(t)

m − z(t)
n ), 0 < d

(k)
C < 1/D

(k)
C ,

where D(k)
C is the maximum degree of the nodes in G(k)

C [46].
With this constant edge weight implementation, the nodes inside
LUT cluster C only need to have knowledge of the parameter
d

(k)
C to conduct local aggregations, which can be broadcast by

the respective parent node. This choice of consensus weights
is used in our simulations in Sec. IV.

Due to time constraints (i.e., depending on the required
time between global aggregations), the number of D2D rounds
cannot be arbitrarily large, and thus the nodes inside a cluster
often do not have a perfect estimate of the average value of
their parameters. In Sec. III-C, we analyze the effect of a finite
number of D2D rounds on the MH-FL performance.
B. Local Aggregations and Parameters Propagation

In the following, we introduce a scaled parameter for each
node n denoted by w̃n and develop an approach to perform
global aggregations based on manipulation and relaying of
these parameters across different layers of the network. The
definition of w̃n depends on the layer where node n is located.

1) Nodes’ parameters in the bottom-most layer: Given
w(k−1), the end devices in layer L|L| first perform the local
update described in (4). Since the nodes’ parameters go through
multiple stages of aggregations (see Fig. 4), the server cannot
recover the individual parameters from the aggregated ones to
calculate (5). To overcome this issue, each device n ∈ N|L|
obtains its scaled parameter as w̃

(k)
n = |Dn|w(k)

n and shares it
with its neighbors during the D2D process for global iteration k,
i.e., its parameters weighted by its number of datapoints.2 Using
this weighting technique, the number of datapoints of the nodes
is encoded in the multi-layer aggregations. Specifically, each
node n ∈ C(k) belonging to cluster C located in L|L| engages
in the local iterations described by (9), where z(0)

n = w̃
(k)
n .

Finally, the node stores ŵ
(k)
n = z

(
θ
(k)
C

)
n , which corresponds to

the final weighted local parameter value after the D2D process.
2) Nodes’ parameters in the middle layers: Once D2D

communications are finished in layer L|L|, each parent node
n ∈ N|L|−1 of a cluster that operated in LUT mode selects a

2Nodes inside EUT clusters of layer L|L| directly share their scaled
parameters with their parents.

cluster head n′ among its children Q(k)(n) in layer L|L| based
on a selection/sampling distribution. This child n′ uploads its
parameter vector ŵ(k)

n′ to the parent node. The resulting sampled
parameter vector at the parent node is given by (7), where the
first two terms correspond to the true average of the parameters
of the nodes inside cluster Q(n), and c

(k)
n′ ∈ RM is the error

arising from the consensus. This error is only applicable to
the LUT clusters and is concerned with the deviation from the
true cluster average (which would be obtained from an EUT
cluster). The parent node n ∈ N|L|−1 then computes its scaled
parameter w̃(k)

n by scaling the received vector by the number
of its children, and stores the corresponding vector:

w̃(k)
n = |Q(k)(n)|ŵ(k)

n′ , n∈N|L|−1, n
′ ∈Q(k)(n),1

(k)

{Q(n)} = 1.(10)

Also, in layer L|L|−1, each parent node n of a cluster that
operated in EUT mode receives all the parameters of its
children and computes w̃

(k)
n =

∑
i∈Q(k)(n) w̃

(k)
i . Once this

is completed, the LUT clusters located in layer L|L|−1 engage
in distributed consensus formation via cooperative D2D.

This procedure continues up the hierarchy at each layer Lj ,
j = |L|−2, ..., 1. More precisely, for an LUT cluster C located
in one of the middle layers, each node n ∈ C(k) performs the
local iterations described by (9) with initialization z(0)

n = w̃
(k)
n .

At the end of the D2D rounds, each of these nodes stores the

last obtained parameter ŵ
(k)
n = z

(
θ

(k)
C

)
n , and passes it up if

sampled by its parent. At the same time, each node n inside
an EUT cluster located in one of the middle layers directly
shares w̃

(k)
n for the calculation of the local aggregation.

Traversing up the layers, the consensus errors accumulate.
For example, (8) gives the expression for the final consensus
parameter vector of a node n′ ∈ Q(k)(n) inside an LUT
cluster at layer L|L|−1, which will be sampled by a parent
node n ∈ N|L|−2 located in the upper layer. In this expression,
i′ denotes the sampled node chosen by parent node i.

3) Main server: Let w̃(k)
0 denote the scaled parameter at the

main server. If the cluster in layer L1 operates in LUT mode,
then w̃

(k)
0 = |L(k)

1,1|ŵ
(k)
m , where m ∈ L(k)

1,1 denotes the node
sampled by the main server with parameter ŵ(k)

m obtained after
performing D2D rounds3. Otherwise, the main server sums
all the received parameters, i.e., w̃(k)

0 =
∑
m∈L(k)

1,1
w̃

(k)
m . The

main server then computes the global parameter vector as

w(k) = w̃
(k)
0 /D, (11)

which is then broadcast down the hierarchy to start the next
global round k+1, beginning with local updates at the devices.

3According to FogL augmented graph properties, L1 consists of one cluster,
and thus |L(k)

1,1 | = |N1| which is inherently time invariant. The super-index k
is added for consistency in calligraphic notations.
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Algorithm 1: Multi-stage hybrid federated learning(MH-FL)
input : number of global aggregations K, default number of D2D rounds

θ
(k)
Lj,i

∀i, j, k.

output : Final global model w(K).
1 Initial operations at main server: Initialize the global parameter w(0) and

synchronize the edge devices with it.
2 ** Initial operations at main server: If asymptotic convergence to optimal is

desired: (i) server randomly sets ‖∇F̃ (w0)‖ and broadcasts it, (ii) Server
sets δ either arbitrarily or according to (24) to guarantee a certain accuracy,
and broadcasts it. Otherwise, the server sets D2D control parameters
{σj}|L|j=1 as described in Sec. III-D and broadcasts them.

3 for k = 1 to K do
4 for l = |L| down to l = 0 do
5 if l = |L| then
6 Given w(k−1), each node n obtains w(k)

n using (4).
7 Each node n obtains its scaled parameter

w̃(k)
n = |Dn|w(k)

n .
8 ** Each cluster operating in LUT mode runs Algorithm 2.
9 ## Each cluster operating in LUT mode runs Algorithm 3.

10 Nodes inside LUT clusters update their parameters using (9).

11 else if 1 ≤ l ≤ |L| − 1 then
12 Each parent node n of an LUT cluster Q(n) samples a child

n′ ∈ Q(k)(n) and computes w̃(k)
n = |Q(k)(n)|ŵ(k)

n′ .
13 Each parent node n of an LUT cluster Q(n) uses the received

parameters to compute w̃(k)
n =

∑
i∈Q(k)(n)

w̃
(k)
i .

14 ** Each cluster operating in LUT mode runs Algorithm 2.
15 ## Each cluster operating in LUT mode runs Algorithm 3.
16 Nodes inside LUT clusters update their parameters using (9).

17 else if l = 0 then
18 if 1(k)

{L1,1}
= 1 then

19 The server computes w̃
(k)
0 =|L(k)

1,1|ŵ
(k)
m , where m∈L(k)

1,1 .

20 else
21 The server computes w̃

(k)
0 =

∑
m∈L(k)

1,1

w̃(k)
m .

22 The server computes w(k) using (11) and broadcasts it.
23 ** If asymptotic convergence to optimal is desired, the main

server approximates the gradient of the loss function used
for the next iteration as in Sec. III-D and broadcasts it.

The MH-FL methodology we developed throughout this
section is summarized in Algorithm 1. The lines beginning
with ** and ## are enhancements for tuning the D2D rounds
over time at different clusters, which we present in Sec. III-D.

C. Theoretical Analysis of MH-FL

One of the key contributions of MH-FL is the integration of
D2D communications with multi-layer parameter transfers. As
discussed, D2D communications are conducted through time
varying topology structures among the nodes, which introduce
a network dimension to model training. Studying this effect
under limited D2D rounds regime is the main theme of our
theoretical analysis. Before presenting our main results, we
first introduce a few assumptions and a definition. Henceforth,
‖.‖ denotes the 2-norm unless otherwise stated.

Assumption 1. The global ML loss function (1) has the
following properties: (i) µ-strong convexity, i.e., F (y) ≥
F (x)+(y − x)>∇F (x)+ µ

2 ‖y − x‖2 for some µ > 0, ∀x,y,
and (ii) η-smoothness, i.e, ‖∇F (x)−∇F (y)‖ ≤ η ‖x− y‖
for some η > µ, ∀x,y.

The above properties are common assumptions in federated
learning and ML literature [13], [45], [47]–[49]. Commonly
encountered ML models with convex loss functions are linear
regression, logistic regression, squared SVM, and single
layer neural networks with convex activation functions. In
practice, these models are implemented with an additional
regularization term to improve the convergence and avoid

model overfitting, which makes them strongly convex [49]. We
will conduct our convergence analysis based on this assumption
and design control algorithms in Sec. III-D for both the convex
(Algorithm 2) and non-convex (Algorithm 3) cases.

We will also find it useful to write the consensus algorithm
in matrix form. Letting W̃

(k)
C ∈ R|C(k)|×M denote the matrix

of scaled parameters across all nodes in an LUT cluster C
prior to consensus in iteration k, the evolution of the nodes’
parameters described by (9) can be written as

Ŵ
(k)
C =

(
V

(k)
C

)θ(k)
C

W̃
(k)
C , (12)

where Ŵ
(k)
C ∈R|C

(k)|×M denotes the matrix of node param-
eters after the consensus, and V

(k)
C = [v

(k)
n,m]n,m∈C(k) is the

consensus matrix applied to the parameter vector to realize (9).
Assumption 2. The consensus matrix V

(k)
C for each LUT clus-

ter C has the following properties [46], [50]: (i)
(
V

(k)
C

)
m,n

=

0 if (m,n) /∈ E(k)
C , (ii) V(k)

C 1 = 1, (iii) V(k)
C = V

(k)
C

>
, and

(iv) ρ
(
V

(k)
C −

11>
|C(k)|

)
≤ λ(k)

C < 1, where 1 is the vector of 1s
and ρ(A) is the spectral radius of matrix A.

In Assumption 2, λ(k)
C can be interpreted as an upper bound

on the spectral radius, which plays a key role in our results.
Definition 1. The divergence of parameters in cluster C at
iteration k, denoted by Υ

(k)
C , is defined as an upper bound on

the difference of its nodes’ scaled parameters as follows:∥∥w̃(k)
q − w̃

(k)
q′

∥∥ ≤ Υ
(k)
C , ∀q, q′ ∈ C(k). (13)

At the bottom-most layer, the above defined quantity is
indicative of the degree of data heterogeneity (i.e., the level
of non-i.i.d) among the nodes in a cluster, whereas in the
upper layers it captures the heterogeneity of data contained in
sub-trees with their roots being the nodes in the cluster. We
show in Theorem 1 how it impacts the convergence bound, and
in the subsequent results how it dictates the number of D2D
rounds. Then, in Sec. III-D, we develop control algorithms that
approximate the divergence in a distributed manner at every
cluster, and use it to control the convergence rate.

1) General convergence bound: In the following theorem,
we study the convergence of MH-FL (see Appendix A):
Theorem 1. With a learning rate β = 1/η, after k global
iterations of any realization of MH-FL, an upper bound on
F (w(k)) − F (w?) is given in (14), where Φ = N|L|−1 +
N|L|−2 + · · · + N1 + 1 is the total number of nodes in the
network besides the bottom layer and Ξ(k−t) is given by (15).
Remark 1. Each nested sum in (15), e.g., (b), encompasses
the nodes located in a path starting from the main server
and ending at a node in one of the layers. Different nested
sums capture paths with different lengths. Also, each summand,
e.g., (c), corresponds to the characteristics of the child cluster,
e.g., Q(a|L|−1) in (c), of the node in the last index of its
associated nested sum, e.g., a|L|−1 in (b). This contains the
operating mode, number of nodes, upper bound of spectral
radius, number of D2D rounds, and divergence of parameters.
Main takeaways. The bound in (14), (15) quantifies how
the convergence is dependent on several learning and system
parameters. In particular, we see a dependence on (i) the charac-
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F (w(k))− F (w∗) ≤
(

1− µ

η

)k (
F (w(0))− F (w∗)

)
︸ ︷︷ ︸

(a)

+
ηΦ

2D2

k−1∑
t=0

(
1− µ

η

)t
Ξ(k−t) (14)

Ξ(k−t) =
∑

a1∈L
(k−t)
1,1

∑
a2∈Q(k−t)(a1)

· · ·
∑

a|L|−1∈Q(k−t)(a|L|−2)︸ ︷︷ ︸
(b)

1
(k−t)
{Q(a|L|−1)}|Q

(k−t)(a|L|−1)|3
(
λ

(k−t)
Q(a|L|−1)

)2θ
(k−t)
Q(a|L|−1)

(
Υ

(k−t)
Q(a|L|−1)

)2

︸ ︷︷ ︸
(c)

+
∑

a1∈L
(k−t)
1,1

∑
a2∈Q(k−t)(a1)

· · ·
∑

a|L|−2∈Q(k−t)(a|L|−3)

1
(k−t)
{Q(a|L|−2)}|Q

(k−t)(a|L|−2)|3
(
λ

(k−t)
Q(a|L|−2)

)2θ
(k−t)
Q(a|L|−2)

(
Υ

(k−t)
Q(a|L|−2)

)2

+ · · ·+
∑

a1∈L
(k−t)
1,1

1
(k−t)
{Q(a1)}|Q

(k−t)(a1)|3
(
λ

(k−t)
Q(a1)

)2θ
(k−t)
Q(a1)

(
Υ

(k−t)
Q(a1)

)2

+ 1
(k−t)
{L1,1}|L

(k−t)
1,1 |3

(
λ

(k−t)
L1,1

)2θ
(k−t)
L1,1

(
Υ

(k−t)
L1,1

)2

(15)

teristics of the loss function (i.e., η, µ), (ii) the number of nodes
and clusters at each network layer (through the |Q| terms),
(iii) the topology and characteristics of the communication
graph among the nodes inside the clusters, captured via the
spectral radius bounds (i.e., λ), (iv) the number of D2D rounds
performed at each cluster (i.e., the θ), and (v) the divergence
among the node parameters at each cluster (i.e., Υ). Given
a fixed set of parameters at iteration k − 1, we can observe
that increasing the number of D2D rounds at each cluster in
iteration k results in a smaller bound (since θ is appeared as
the exponent of λ < 1), and thus a better expected model loss,
as we would expect. Furthermore, for a fixed number of D2D
rounds, a smaller spectral radius, corresponding to a better
connected cluster, results in a smaller bound. On the other
hand, larger parameter divergence results in a worse bound.

Term (a) in (14) corresponds to the case with no consensus
error in the system, i.e., when all LUT clusters have θ(k)

C →∞
(infinite D2D rounds) or when the network consists of all EUT
clusters. Since 1− µ/η < 1, the overall rate of convergence of
MH-FL is at best linear with rate 1− µ/η. However, achieving
this would incur prohibitively long delays, motivating us to
study the effects of the number of D2D rounds. Also, note that
the terms 1−

(
µ/η

)t inside the summation have a dampening
effect: at global iteration k, the errors from global iteration
t < k are multiplied by 1−

(
µ/η

)k−t, meaning the initial errors
for t� k are dampened by very small coefficients, while the
final errors have a more pronounced effect on the bound. At
first glance, this seems to suggest that at higher global iteration
indices, more D2D rounds are needed to reduce the errors.
However, especially upon having i.i.d datasets, we can expect
the parameters of the end devices to become more similar to
one another with increasing global iteration count, which in
turn would decrease the divergence (i.e., Υ) within clusters
over time. Further, the connectivity of the clusters (captured
by λ) will change at different layers of the hierarchy, causing
the spectral radius to vary. This motivates us in Sec. III-D to
consider adapting the D2D rounds over two dimensions: time
(i.e., global iterations) and space (i.e., network layers).

2) Asymptotic optimality: We now explicitly connect the
number of D2D rounds performed at different clusters with
the asymptotic optimality of MH-FL (see Appendix B).
Proposition 1. For any realization of MH-FL, if the number
of D2D rounds at different clusters in different layers of the
network satisfies the following criterion (∀k, i, j):


θ

(k)
Lj,i
≥


log(σj)−2 log

(∣∣L(k)
j,i

∣∣ 32 Υ
(k)
Lj,i

)
2 log

(
λ

(k)
Lj,i

)
, if σj ≤

∣∣L(k)
j,i

∣∣3 (Υ
(k)
Lj,i

)2

θ
(k)
Lj,i
≥ 0, otherwise

(16)

for non-negative constants σ1, · · · , σ|L|, then the asymptotic
upper bound on the distance from the optimal is given by

lim
k→∞

F (w(k))− F (w∗) ≤ η2Φ

2µD2

|L|−1∑
j=0

σj+1Nj . (17)

Proposition 1 gives a guideline for designing the number of
D2D rounds at different network clusters over time to achieve
a desired (finite) upper bound on the optimality gap. It can be
seen that optimality is tied to our introduced auxiliary variables
{σj}|L|j=1, which we refer to as D2D control parameters.

To eliminate the existence of a constant optimality gap
in (17), we obtain an extra condition on the tuning of these
parameters and make them time-varying to guarantee a linear
convergence to the optimal solution (see Appendix C):

Proposition 2. For any realization of MH-FL, suppose that
the number of D2D rounds at different clusters of different
network layers satisfies the following criterion (∀k, i, j):
θ

(k)
Lj,i
≥


log
(
σ

(k)
j

)
−2 log

(∣∣L(k)
j,i

∣∣ 32 Υ
(k)
Lj,i

)
2 log

(
λ

(k)
Lj,i

)
,if σ(k)

j ≤
∣∣L(k)
j,i

∣∣3(Υ(k)
Lj,i

)2

θ
(k)
Lj,i
≥ 0, otherwise

(18)

where the non-negative constants σ(k)
1 , · · · , σ(k)

|L| satisfy
|L|−1∑
j=0

σ
(k)
j+1Nj ≤

D2µ(µ− δη)

η4Φ

∥∥∥∇F (w(k−1))
∥∥∥2

(19)

for 0 < δ ≤ µ/η. Then, we have

F (w(k+1))− F (w∗) ≤ (1− δ)
(
F (w(k))− F (w∗)

)
, ∀k,(20)

which implies a linear convergence of MH-FL and
limk→∞ F (w(k))− F (w∗) = 0.

Proposition 2 asserts that under a stricter tuning of the
number of D2D rounds at different layers, i.e., (18) and (19),
convergence to the optimal solution can be guaranteed with a
rate that is at most 1 − µ/η according to (20). Furthermore,
the number of D2D rounds are always finite when all the D2D
tuning variables are greater than zero; according to (19), this
can be always satisfied until reaching the optimal point (the
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κ ≥


log
(
ε− η2Φ

2µD2

∑|L|−1
j=0 σj+1Nj

)
− log

(
F (w(0))− F (w∗)− η2Φ

2µD2

∑|L|−1
j=0 σj+1Nj

)
log (1− µ/η)

 (21) κ ≥
⌈

log(ε)− log(F (w(0))− F (w∗))

log(1− δ)

⌉
(22)

gradient of loss becomes zero) where the algorithm will stop.
Note that Proposition 2’s condition boosts the required θ(k)

Lj,i
over time, since the norm of the gradient in (19) decreases over
time, in turn lowering the values of {σ(k)

j }
|L|
j=1. In Proposition 1,

by contrast, the D2D rounds will become tapered over time
(i.e, they will diminish over time), since σj is fixed over k and
the divergence of the parameters is expected to decrease over
global iterations, especially when dealing with i.i.d data. Our
experiments in Sec. IV verify these effects.

Proposition 2’s result also assumes knowledge of the global
loss gradient

∥∥∇F (w(k−1))
∥∥, which is not known at the

beginning of global iteration k, where w(k−1) is just sent
down through the layers. In Sec. III-D, we will develop
an approximation technique for implementing this result in
practice. Finally, note that in both Propositions 1&2, a smaller
spectral radius (corresponding to well connected clusters) is
tied to a lower number of D2D rounds (note that λ < 1).

3) Relationship between global iterations and D2D rounds:
The following two corollaries to Propositions 1&2 investigate
the impact of the number of global iterations on the required
D2D rounds, and vice versa. First, we obtain the number of
D2D rounds required at different clusters to reach a desired
accuracy in a desired global iteration (see Appendix D):
Corollary 1. Let ε ∈

[
(1− µ

η
)κ
(
F (w(0))−F (w∗)

)
, F (w(0))−

F (w∗)
)
. To guarantee that MH-FL obtains a solution to within

ε of the optimal by global iteration κ, i.e., F (w(κ))−F (w∗) ≤
ε, a sufficient number of D2D rounds in different clusters of
the network is given by either of the following conditions:

1) θ(k)
Lj,i

, ∀i, j, k, given by (16), where the values of
σ1, · · · , σ|L| satisfy the following inequality:
|L|−1∑
j=0

σj+1Nj ≤
ε− (1− µ/η)

κ
(F (w(0))− F (w∗))

(1− (1− µ/η)κ) η2Φ
2µD2

. (23)

2) θ(k)
Lj,i

, ∀i, j, k, given by (18), where the values of

σ
(k)
1 , · · · , σ(k)

|L| satisfy (19) with δ given by

δ ≥ 1− κ

√
ε

F (w(0))− F (w∗)
. (24)

Second, we obtain the number of global iterations required
to reach a desired accuracy for a predetermined policy of deter-
mining the D2D rounds in different clusters (see Appendix E):
Corollary 2. With ε as in Corollary 1, either of the following
two conditions give a sufficient number of global iterations κ
to achieve F (w(κ))− F (w∗) ≤ ε:
1) If the θ

(k)
Lj,i

, ∀i, j, k, satisfy (16) given σ1, · · · , σ|L|, and

ε ≥ η2Φ
2µD2

∑|L|−1
j=0 σj+1Nj , then κ follows (21).

2) If the θ
(k)
Lj,i

, ∀i, j, k, satisfy (18) and (19) given

σ
(k)
1 , · · · , σ(k)

|L| and δ, then κ follows (22).

4) Varying gradient step size: If we design a time-varying
step size βk that is decreasing over time, we can sharpen
the convergence result in Proposition 1, when devices share
gradients instead of parameters (see Sec. II-D). In particular,

we can guarantee that MH-FL converges to the optimal solution,
rather than having a finite optimality gap (see Appendix F):
Proposition 3. Suppose that the nodes share gradients using
the same procedure described in Algorithm 1, and that each
parent node samples one of its children uniformly at random.
Also, assume that end devices use a step size βk = α

k+λ , where
λ > 1 and α > 1/µ at global iteration k, with β0 ≤ 1/η. If
the number of D2D rounds are performed according to (16)
with non-negative constants σ1, · · · , σ|L|, we have

E[F (w(k))− F (w∗)] ≤ Γ

k + λ
, (25)

where

Γ=max

{
λ(F (w(0))− F (w∗)),

ηα2Φ
∑|L|−1
j=0 σj+1Nj

2D2(αµ− 1)

}
. (26)

Consequently, under such conditions, MH-FL converges to the
optimal solution: limk→∞ E[F (w(k))− F (w∗)] = 0.

The bound in (25) implies a rate of convergence of O(1/k),
which is slower than the linear convergence obtained in
Proposition 2, but also allows tapering of the D2D rounds
over time as in Proposition 1.

5) Cluster sampling: In a large-scale network with millions
of nodes, it may be desirable to reduce upstream communica-
tions even further than what is provided by LUT clusters. We
develop a cluster sampling technique where a portion of the
clusters are activated in model training at each global iteration
in Appendix G, and extend Theorem 1 to this case. We leave
further investigation of this technique to future work.

D. Control Algorithms for Distributed Consensus Tuning

With all else constant, fewer rounds of D2D results in lower
power consumption and network load among the devices in
LUT clusters. Motivated by this, we develop control algorithms
for MH-FL that tune the number of D2D rounds through time
(global aggregations) and space (network layers).

1) Adaptive D2D for loss functions satisfying Assumption 1:
We are motivated to realize the two D2D consensus round
tuning policies that we obtained in Propositions 1 and 2, which
we refer to as Policies A and B, respectively. Policy A will
provide a finite optimality gap, with tapering of the D2D rounds
through time, while Policy B will provide linear convergence
to the optimal, with boosting of the D2D rounds through time.
We are interested in realizing these two policies in a distributed
manner, where the number of D2D rounds for different device
clusters are tuned by the corresponding parent nodes in real-
time. It is assumed that parent node of C has an estimate on
the topology of the cluster, and thus an upper-bound on the
spectral radius of its children cluster graph λ(k)

C , ∀k.
According to (16) and (18), for both policies, tuning of the

D2D rounds for cluster C requires knowledge of the divergence
of parameters Υ

(k)
C . Also, Policy A requires a set of fixed D2D

control parameters σj for clusters located in layer Lj , while
Policy B requires the global gradient of the broadcast weight∥∥∇F (w(k−1))

∥∥ and the real-time D2D control parameters σ(k)
j .

In the following, we first derive the divergence of parameters
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Algorithm 2: Adaptive D2D round tuning at each cluster
input : Global aggregation count k, tuning parameter ω > 1, cluster

index C = Lj,i.
output : Number of D2D rounds θ(k)

Lj,i
for the cluster.

1 Nodes inside the cluster C iteratively compute (a) and (b) of (27).
2 Parent node of cluster samples one child and computes (27).
3 if asymptotic convergence to optimal desired then

4 Parent node uses (29) with stored ‖ ˜∇F (w(k−1))‖ and δ
received from the server to compute σ(k)

j .

5 Parent node uses (18) to compute θ(k)
Lj,i

.

6 else
7 Parent node uses the received consensus tuning parameter σ(k)

j

from the server in (16) to compute θ(k)
Lj,i

.

in a distributed manner. Then, we focus on realizing the other
specific parameters for each policy.

Given Definition 1, at cluster C in layer Lj , 1 ≤ j ≤ |L|,
the divergence of the parameters can be approximated as4

Υ
(k)
C ≈ max

q,q′∈C(k)

{
‖w̃(k)

q ‖ − ‖w̃
(k)
q′ ‖

}
= max
q∈C(k)

‖w̃(k)
q ‖︸ ︷︷ ︸

(a)

− min
q′∈C(k)

‖w̃(k)
q′ ‖︸ ︷︷ ︸

(b)

. (27)

To obtain (a) and (b) in a distributed manner, at any given
LUT cluster, each node n ∈ C(k) first computes the scalar
value ‖w̃(k)

n ‖. Nodes then share these scalar values with their
neighbors iteratively. In each iteration, each node saves two
scalars: the (i) maximum and (ii) minimum values among the
received values and the node’s current value. It is easy to verify
that for any given communication graph G(k)

C among the cluster
nodes, once the number of iterations has exceeded the diameter
of G(k)

C , the saved values at each node will correspond to (a)
and (b) for cluster C in (27). The parent node can then sample
the value of one of its children to compute (27).

For Policy A, since the values of {σj}|L|j=1 are fixed through
time, one option is for the server to tune them once at the
beginning of training and distribute them among all the nodes.
If satisfaction of a given accuracy ε at a certain iteration κ is
desired, we use the result of Corollary 1 and obtain the D2D
control parameters as the solution of the following max-min
optimization problem: arg max{σj}|L|j=1

min {Nj−1σj} subject
to (23). It can be verified that the solution is given by

σ?j =
ε− (1− µ/η)

κ
(F (w(0))− F (w∗))

(1− (1− µ/η)κ) η2Φ
2µD2Nj−1|L|

, 1 ≤ j ≤ |L|,(28)

which can be broadcast at the beginning of training among the
nodes. The reason behind the choice of the aforementioned
max-min problem is two-fold. First, according to (16), for a
given set of divergence of parameters Υ

(k)
C across C, fewer

numbers of D2D rounds at each layer Lj is associated with
larger values of σj , so larger values of D2D control parameters
are often desired. Second, this choice of objective function
results in smaller values of D2D control parameters as we move
down the layers (towards the end devices) and the number of

4Here, for practical purposes, we use the lower bound of divergence
∣∣ ‖a‖−

‖b‖
∣∣ ≤ ‖a− b‖. The upper bound alternative ‖a− b‖ ≤ ‖a‖+ ‖b‖ can be

arbitrarily large even when a = b.

Algorithm 3: Adaptive D2D round tuning at each cluster
for non-convex loss functions

input : Tolerable error of aggregations ψ, global aggregation count
k, cluster index C = Lj,i.

output : Number of D2D rounds θ(k)
Lj,i

for the cluster.
1 Nodes inside the cluster iteratively compute (a) and (b) of (27).
2 Parent node of cluster samples one child and computes (27).
3 Parent node of the cluster computes the required rounds of D2D as

follows with σj = ψD2/(ΦNj−1|L|):
θ
(k)
Lj,i
≥

log(σj)−2 log

(∣∣L(k)
j,i

∣∣ 32 Υ
(k)
Lj,i

)
2 log

(
λ

(k)
Lj,i

) , if σj ≤
∣∣L(k)
j,i

∣∣3 (Υ
(k)
Lj,i

)2

θ
(k)
Lj,i
≥ 0, otherwise.

(30)

nodes increases. This leads to larger D2D rounds and lower
errors in the bottom layers, which is desired in practice given
the discussion in Sec. III-B that the errors from the bottom
layers are propagated and amplified as we move up the layers.

For Policy B, to obtain ‖∇F (w(k−1))‖, we use (6)
to approximate ∇F (w(k−2)) as ∇F (w(k−2)) ≈(
w(k−2) −w(k−1)

)
/β. This is an approximation due

to the error introduced in the consensus process. Using
this, the main server estimates ‖∇F (w(k−1))‖ via

˜‖∇F (w(k−1))‖ = 1
ω‖∇F (w(k−2))‖, where we introduce

tuning parameter ω > 1 based on the intuition that the norm
of the gradient should be decreasing over k, and broadcasts
it along with w(k−1). The choice of ω can be viewed as
a tradeoff between the number of global aggregations k

and the number of D2D rounds θ(k)
C per aggregation: as ω

increases, we tolerate less consensus error in (19), requiring
more D2D rounds θ

(k)
C and fewer global iterations k to

achieve an accuracy. Then, the cluster heads obtain the
σ

(k)
j , ∀j, k, according to the following max-min problem:

arg max{σ(k)
j }

|L|
j=1

min {Nj−1σ
(k)
j } subject to (19) for a given

δ. It can be verified that the solution is given by

σ
(k)
j

?
=
D2µ(µ− δη)

η4ΦNj−1|L|
‖ ˜∇F (w(k−1))‖2, 1 ≤ j ≤ |L|, ∀k. (29)

The parameter δ can be tuned by the main server at the
beginning of training to guarantee a desired linear convergence,
or it can be tuned by (24) to satisfy a desired accuracy at a
certain global iteration. In both cases, the server broadcasts this
parameter among the nodes at the beginning of training. With
δ and ‖∇F (w(k−1))‖ in hand, along with the ML model
characteristics (D,µ, η) and networked related parameters
(Φ, |L|, Nj−1) that can be once broadcast by the server, all the
parent nodes of the clusters can calculate (29) at each global
iteration, which then can be used in (18) to tune the number
of D2D rounds for the children nodes in real-time.

A summary of this procedure for tuning the D2D rounds at
a cluster is given in Algorithm 2. In the full MH-FL method
described in Algorithm 1, this is (optionally) called for each
cluster in the lines marked via ∗∗.

2) Adaptive D2D tuning for non-convex loss functions:
Some contemporary ML models, such as neural networks,
possess non-convex loss functions for which Assumption 1
does not apply. In these cases, we can develop a heuristic
approach to tune the D2D rounds of MH-FL if we specify
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a maximum tolerable error of aggregations ψ at each global
iteration. The resulting procedure is given in Algorithm 3,
which is called once for each cluster in Algorithm 1 in place
of Algorithm 2 (see the lines marked ##). To execute this, prior
to the start of training, each parent node should receive ψ and
the number of nodes in its layer. Using Algorithm 3, we can
show that the 2-norm of aggregation errors is always bounded
by parameter ψ (see Appendix H for the proof).

IV. EXPERIMENTAL EVALUATION

We conducted extensive numerical experiments to evaluate
MH-FL. In this section, we present the setup and results for a
popular dataset and a sample fog topology. Additional results
on more datasets and topologies can be found in Appendix I.
A. Experimental Setup

We consider a fog network consisting of a main server and
three subsequent layers. There are 125 edge devices in the
bottom layer (L3), clustered into groups of 5 nodes. Each of
these clusters communicates with one of 25 parent nodes in
layer L2. The nodes at this layer are in turn clustered into
groups of 5, with 5 parent nodes at layer L1 that communicate
with the main server. We consider the cases where (i) all
clusters are configured to operate in LUT mode and (ii) all are
EUT, which allows us to evaluate the performance differences
in terms of model convergence, energy consumption, and
parameters transferred. In the LUT case, network topology
within clusters follows a random geometric graph [51]. See
Appendix I for the detailed discussion of our implementation.

We consider a 10-class image classification task on the
standard MNIST dataset of 70K handwritten digits (http://yann.
lecun.com/exdb/mnist/). We evaluate with both regularized
SVM and fully-connected neural network (NN) classifiers as
loss functions; SVM satisfies Assumption 1 while NN does not.
Unless stated otherwise, the results are presented using SVM.
Samples are distributed across devices in either an i.i.d. or
non-i.i.d. manner; for i.i.d., each device has samples from each
class, while for non-i.i.d., each device has samples from only
of the 10 classes. More details on the dataset, classifiers, and
hyperparameter tuning procedure are available in Appendix I:
there, we also provide additional results on the Fashion MNIST
(F-MNIST) dataset and for a network of 625 edge devices.
B. MH-FL with Fixed Consensus Rounds

1) MH-FL with fixed step size: We consider a scenario in
which the number of D2D rounds is set to be a constant
value θ over all clusters, which provides useful insights for
the rest of the results. In Fig. 5, we compare the performance
of MH-FL when all the clusters work in LUT mode and have
fixed rounds of D2D with the case where the network consists
of all EUT clusters (referred to as “EUT baseline”). The EUT
case is identical (in terms of convergence) to carrying out
centralized gradient descent over the entire dataset. We see that
increasing the number of consensus at different layers increases
the accuracy and stability of the model training for MH-FL.
Although convergence is not achieved in all cases (in particular,
when θ is 1 and 2), if the number of D2D rounds chosen is
larger than 15, comparable performance to EUT is achieved.
This performance is characterized by linear convergence, as
can be seen in Fig. 5(c) with logarithmic axis scales.

2) MH-FL with decaying step size: The effect of decreasing
the gradient descent step size (Proposition 3) is depicted in
Fig. 6. This verifies that the decay can suppress the finite
optimality bound and provide convergence to the optimal
model. Also, the convergence occurs at a slower pace compared
with the baseline, which is in line with our theoretical results
(convergence rate of O(1/k)). Fig. 6 further reveals the inherent
trade-off between conducting a higher number of D2D rounds
with a constant learning rate (higher power consumption from
more rounds, but with a fast convergence speed) and performing
a fewer number of D2D rounds with a decaying learning rate
(lower power consumption with a slower convergence).

C. MH-FL with Adaptive D2D Round Tuning

We next study the case when our distributed D2D tuning
scheme is utilized. The results are depicted for both conver-
gence cases, i.e., where a finite optimality gap is tolerable
(Figs. 7, 8) and when the linear convergence to the optimal
solution is desired (Figs. 9, 10). Recall that Propositions 1&2
obtain the sufficient number of D2D rounds based on an upper
bound; for this experiment, we observed that log(σj) and
log(σ

(k)
j ) in (16) and (18) can be scaled and used as log(χσ

(k)
j )

and log(χσ
(k)
j ), ∀j, where χ ∈ [1, 15] to obtain fewer rounds

of D2D while satisfying the desired convergence behavior.
1) MH-FL with finite optimality gap: Fig. 7 depicts the

result for the case where local datasets are i.i.d., with the
values of {σj}|L|j=1 depicted. In the figures, θ(k) denotes the
average number of D2D rounds employed by clusters over
all the network layers at global iteration k, and θ(k)

Lj
denotes

the average number of D2D rounds at iteration k in layer Lj .
We observe that (i) the D2D rounds performed in the network
is tapered through time (subplot c), and (ii) the D2D rounds
performed at different network layers is tapered through space,
where higher layers of the network perform fewer rounds
(subplots d-f). We perform the same experiment with non-i.i.d
datasets across the nodes in Fig. 8. Comparing Fig. 8 to 7, it
can be observed that non-i.i.d. introduces oscillations on the
number of D2D performed at different network layers, and
the smaller values of D2D control parameters result in larger
numbers of D2D rounds which leads to more stable training.

2) MH-FL with linear convergence: The same experiment
is repeated in Figs. 9, 10 for the linear convergence case. We
see that the number of D2D rounds is tapered through space
(subplots d-f) and is boosted over time index k (subplots c-f).
This is due to the decrease in the norm of gradient in the right
hand side of (29) over time, which calls for an increment in the
number of D2D rounds. Comparing Figs. 9 and 10 with Figs. 7
and 8, we see that guaranteeing the linear convergence comes
with the tradeoff of performing a larger number of D2D rounds
over time. In Figs. 7, 8, a small optimality gap is achieved,
while the number of D2D rounds is tapered over time.

3) MH-FL with adaptive rounds of D2D for non-convex
ML models: Recall that we developed Algorithm 3 for non-
convex ML loss functions. Figs. 11 and 12 give results with
NNs for different values of tolerable error of aggregations ψ,
under i.i.d and non-i.i.d data distributions, respectively. These
figures show the effect of tolerable error of aggregations on
the performance of NNs; by decreasing the tolerable error, the

http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/


12

0 10 20
k

0.4

0.6

0.8
ac

cu
ra

cy

(a)

0 10 20
k

5

10

lo
ss

 (1
0−2

)
(b)

EUT θ = 1 θ = 2 θ = 5 θ = 15 θ = 30

e0 e1 e2 e3
k

e−4

e−3

lo
ss

 (l
og

 sc
al

e)

(c)

Fig. 5: Performance comparison between baseline EUT and MH-FL when a
fixed number of D2D rounds θ is used at every cluster in the network, for
non-i.i.d data. As the number of D2D rounds increases, MH-FL performs
more similar to the EUT baseline and the learning becomes more stable.
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Fig. 7: Performance comparison between baseline EUT and MH-FL for
i.i.d data when a finite optimality gap is tolerable. σj at Lj is fixed as
σj = σ′maxi Υ

(1)
Lj,i

. The tapering of D2D rounds through time (c) and
space (layers) (d)-(f) can be observed.
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Fig. 8: Performance comparison between baseline EUT and MH-FL for
non-i.i.d data when a finite optimality gap is tolerable. σi is set as in Fig. 7.
Smaller loss and higher accuracy are achieved with smaller σ′, implying
more rounds of D2D are required.

0 10 20
k

0.4

0.6

0.8

ac
cu
ra
cy

(a)
0 10 20

k

2.5

5.0

7.5

lo
ss
 (×
10

 2
)

(b)

EUT δ ′ = 99% δ ′ = 95% δ ′ = 90% δ ′ = 80%

0 10 20
k

20

40

θ(
k)

(c)

0 10 20
k

20

40

θ(
k) L 3

(d)
0 10 20

k

20

40

θ(
k) L 2

(e)
0 10 20

k

20

40

θ(
k) L 1

(f)

Fig. 9: Performance comparison between baseline EUT and MH-FL for
i.i.d data when linear convergence to the optimal is desired. The value of
δ is set at δ = δ′ µ

η
. Boosting of the D2D rounds through time can be

observed in (c)-(f) as k is increased. Also, tapering through space can be
observed by comparing the D2D rounds across the bottom subplots.
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Fig. 10: Performance comparison between baseline EUT and MH-FL for
non-i.i.d data when linear convergence to the optimal is desired. The value
of δ is set as in Fig. 9. Smaller values of loss and higher accuracy are both
associated with larger value of δ, which results in lower error tolerance
and more rounds of D2D.

number of D2D rounds is increased, and the performance is
enhanced. These figures also reveal a tapering of the number
of consensus through time and space in the i.i.d case.

4) Analytical vs. experimental bound comparison: We
investigate the number of aggregations required to obtain a
certain accuracy under linear convergence (Corollary 1). In
Fig. 13, we compare the result obtained from Policy B using
(29) to that observed in our experiments. The results indicate
that the theoretical bounds are reasonably tight.
D. Network Resource Utilization

We now study the network resource utilization of MH-FL.
In particular, we consider two metrics: (i) the amount of data
transferred between the network layers, and (ii) the accumulated
energy consumption of the edge devices. In both cases, EUT
and MH-FL are trained to reach 98% of the final accuracy
achieved after 50 iterations of centralized gradient descent.
We consider four scenarios, corresponding to those used in
Figs. 7, 8, 11, 12. To obtain the accumulated energy, we

consider the transmission power of end devices to be 10dbm
in D2D and 24dbm in uplink mode [52], [53], and assume
that transmission of parameters at each round occurs with
data rate of 1Mbits/s with 32-bit quantization per model
parameter element. The accumulated energy consumption of
the edge devices through the training phase is depicted in
Fig. 14, which reveals around 50% energy saving on average
as compared to the EUT baseline. The accumulated number of
parameters transferred over the network layers are shown in
Fig. 15, revealing 80% reduction in the number of parameters
transferred over the layers as compared to the baseline. We
conduct further numerical studies in Appendix I-C to reveal
the impact of our D2D control parameters {σj}|L|j=1 and our
tolerable aggregation error ψ on the energy and transmit
parameters savings.

V. CONCLUSION AND FUTURE WORK

We developed multi-stage hybrid federated learning (MH-FL),
a novel methodology which migrates the star topology of
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Fig. 11: Performance comparison between baseline EUT and MH-FL under
i.i.d data using NNs with different values of ψ. Tapering the D2D rounds
through time can be observed. Also, tapering through space can be observed
by comparing the D2D rounds across the bottom subplots.
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Fig. 12: Performance comparison between baseline EUT and MH-FL under
non-i.i.d data using NNs with different values of ψ. Lower loss and higher
accuracy are associated with smaller values of ψ, which result in lower
error tolerance and larger numbers of D2D rounds.
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federated learning to a multi-layer cluster-based distributed
architecture incorporating cooperative D2D communications,
which constitutes a semi-decentralized learning architecture.
We theoretically obtained the convergence bound of MH-MT
explicitly considering the time varying network topology, time
varying number of D2D rounds at different network clusters,
and inherent ML model characteristics. We proposed a set
of policies for the number of D2D rounds conducted at
different network clusters under which convergence either to a
finite optimality gap or the global optimum can be achieved.
We further used these policies to develop a set of adaptive
distributed control algorithms that tune the number of D2D
rounds at different clusters of the network in real-time.

This paper motivates several directions for future work.
Investigating more specific system characteristics that have
been considered for federated learning – such as communi-
cation imperfections, interference management, mitigation of
stragglers, and device scheduling – for the multi-stage hybrid
structure of fog networks is promising. Also, the proposed
network dimension of federated learning motivates works on
network (re-)formation, congestion-aware data transfer and load
balancing, and topology design for performance optimization.
Furthermore, integrating the recently proposed asynchronous
federated learning paradigm [54] with the semi-decentralized
architecture proposed in this paper is an interesting direction.
Finally, in this work, we have assumed that the operation of
device clusters as LUT vs. EUT is provided as an input to
our methodology; namely, by the physical/link-layer protocols
in place, where D2D communication links are established. A
holistic, cross-layer optimization approach that jointly optimizes

model training and resource utilization metrics over the
partitioning of devices into LUT vs. EUT and the subsequent
operation of LUT clusters is another promising future direction.
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[32] P. Richtárik and M. Takáč, “Distributed coordinate descent method for
learning with big data,” J. Mach. Learn. Res., vol. 17, no. 1, pp. 2657–
2681, 2016.

[33] S. Niknam, H. S. Dhillon, and J. H. Reed, “Federated learning for
wireless communications: Motivation, opportunities and challenges,”
arXiv preprint arXiv:1908.06847, 2019.

[34] G. Zhu, D. Liu, Y. Du, C. You, J. Zhang, and K. Huang, “Toward an
intelligent edge: Wireless communication meets machine learning,” IEEE
Commun. Mag., vol. 58, no. 1, pp. 19–25, 2020.

[35] C. L. P. Chen, G. Wen, Y. Liu, and F. Wang, “Adaptive consensus control
for a class of nonlinear multiagent time-delay systems using neural
networks,” IEEE Trans. Neural Netw. Learning Syst., vol. 25, no. 6, pp.
1217–1226, 2014.

[36] T. Li and J.-F. Zhang, “Consensus conditions of multi-agent systems with
time-varying topologies and stochastic communication noises,” IEEE
Trans. Autom. Control, vol. 55, no. 9, pp. 2043–2057, 2010.

[37] S. Kar and J. M. F. Moura, “Distributed consensus algorithms in sensor
networks with imperfect communication: Link failures and channel noise,”
IEEE Trans. Signal Process., vol. 57, no. 1, pp. 355–369, 2009.

[38] S. Manfredi, “Design of a multi-hop dynamic consensus algorithm over
wireless sensor networks,” Control Eng. Practice, vol. 21, no. 4, pp.
381–394, 2013.

[39] A. Nedic and A. Ozdaglar, “Distributed subgradient methods for multi-
agent optimization,” IEEE Trans. Auto. Control, vol. 54, no. 1, pp. 48–61,
2009.

[40] T. Chang, M. Hong, and X. Wang, “Multi-agent distributed optimization
via inexact consensus ADMM,” IEEE Trans. Signal Process., vol. 63,
no. 2, pp. 482–497, 2015.
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APPENDIX A
PROOF OF THEOREM 1

Proof. We carry out the proof in three parts: In part I, we obtain the convergence behavior of MH-FL given arbitrary aggregation
errors at the sampled devices. In part II, we obtain the aggregation error caused by the D2D consensus process. Finally, in part
III, we derive the final convergence bound.

A. PART I: Convergence Bound for General Local Aggregation Error at the Sampled Nodes

We first aim to bound the per-iteration decrease of the gap between the function F (w(k)) and F (w∗). Using the Taylor
expansion and the η-smoothness of function F , the following quadratic upper-bound can be obtained:

F (w(k)) ≤F (w(k−1)) + (w(k) −w(k−1))>∇F (w(k−1)) +
η

2

∥∥∥w(k) −w(k−1)
∥∥∥2

, ∀k. (31)

To find the relationship between w(k−1) and w(k), we follow the procedure described in the main text. For parent node ap, let
a′p+1 denote the corresponding sampled node, ∀p, e.g., in the following nested sums a′|L| denotes the sampled node in the last
layer by parent node a|L|−1 in its above layer. This corresponds to an arbitrary realization of the children sampling at different
parent nodes. Let a′1 denote the sampled node by the main server in L1. The model parameter of this node is given by

ŵ
(k)
a′1

=

∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

|Da|L| |w
(k−1)
a|L|

|L(k)
1,1|

−

∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

β|Da|L| |∇fa|L|(w
(k−1)
a|L|

)

|L(k)
1,1 |

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

|L(k)
1,1|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1

|L(k)
1,1|

+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

|L(k)
1,1|

+ 1
(k)
{L1,1}c

(k)
a′1
,

(32)

which the main server uses to obtain the next global parameter as follows (due to the existence of the indicator function in the
last term of the above expression, the following expression holds regardless of the operating mode of the cluster at layer L1):

w(k) =
|L(k)

1,1|ŵ
(k)
a′1

D
. (33)

Based on (3), it can be verified that∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

|Da|L| |w
(k−1)
a|L|

= Dw(k−1).
(34)

Also, using (1), we have∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

β|Da|L| |∇fa|L|(w
(k−1)
a|L|

) = βD∇F (w(k−1)).
(35)
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Replacing the above two equations in (32) and performing the update given by (33), we get

w(k) = w(k−1) − β∇F (w(k−1)) +
1

D

( ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

)
,

(36)

Calculating w(k) − w(k−1) using the above equation and replacing the result in (31) yields

F (w(k))− F (w(k−1)) ≤
(
ηβ2

2
− β

)∥∥∥∇F (w(k−1))
∥∥∥2

+

(
1− βη
D

)( ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+ · · ·

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

)>
∇F (w(k−1))

+
η

2D2

∥∥∥ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+ · · ·

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

∥∥∥2

.

(37)

Tuning the learning rate as β = 1
η , we obtain

F (w(k))− F (w(k−1)) ≤ −1

2η

∥∥∥∇F (w(k−1))
∥∥∥2

+

η

2D2

∥∥∥ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

∥∥∥2

.

(38)

Considering the right hand side of the above inequality, to bound
∥∥∇F (w(k−1))

∥∥2
, we use the strong convexity property of F .

Considering the strong convexity criterion in Assumption 1 with x replaced by w(k−1) and minimizing the both hand sides, the
minimum of the left hand side occurs at y = w∗ and the minimum of the right hand side occurs at y = w(k−1)− 1

µ∇F (w(k−1)).
Replacing these values in the strong convexity criterion in Assumption 1 results in Polyak-Lojasiewicz inequality [55] in the
following form: ∥∥∥∇F (w(k−1))

∥∥∥2

≥ (F (w(k−1))− F (w∗))2µ, (39)
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which yields
F (w(k))− F (w(k−1)) ≤ −µ

η
(F (w(k−1))− F (w∗))+

η

2D2

[∥∥∥ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

∥∥∥2
]
.

(40)

Then, we perform the following algebraic steps to bound the second term on the right hand side of the above inequality:∥∥∥ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+ · · ·

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

∥∥∥2

≤

(∥∥∥ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

∥∥∥
+
∥∥∥ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1

∥∥∥
+ · · ·

+
∥∥∥ ∑
a1∈L(k)

1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

∥∥∥+
∥∥∥1(k)
{L1,1}|L

(k)
1,1 |c

(k)
a′1

∥∥∥)2

≤

( ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|

∥∥∥c(k)
a′|L|

∥∥∥
+

∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|

∥∥∥c(k)
a′|L|−1

∥∥∥
+ · · ·

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|2
∥∥∥c(k)

a′2

∥∥∥+ 1
(k)
{L1,1}|L

(k)
1,1|
∥∥∥c(k)

a′1

∥∥∥)2

(a)

≤

Φ

[ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|2

∥∥∥c(k)
a′|L|

∥∥∥2

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|2

∥∥∥c(k)
a′|L|−1

∥∥∥2

+ · · ·

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|2
∥∥∥c(k)

a′2

∥∥∥2

+ 1
(k)
{L1,1}|L

(k)
1,1|2

∥∥∥c(k)
a′1

∥∥∥2
]
,

(41)
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where the triangle inequality, e.g, for vectors ai, 1 ≤ i ≤ n: ‖
∑n
i=1 ai‖ ≤

∑n
i=1 ‖ai‖, is applied sequentially and

Φ = N|L|−1 +N|L|−2 + · · ·+N1 + 1. (42)

Also, inequality (a) in (41) is obtained by exploiting the Cauchy–Schwarz inequality,< a, a′ > ≤ ‖a‖ . ‖a′‖, which results in
the following bound, where q = [q1, · · · , qb]:(

b∑
a=1

qi

)2

= (< 1,q >)
2 ≤ b

b∑
a=1

q2
i . (43)

B. PART II: Finding the Consensus (local aggregation) Error in Each LUT Cluster

To further find each of the error terms in the right hand side of (41), we need to bound
∥∥∥c(k)

a′p

∥∥∥2

, 1 ≤ p ≤ |L|. For notations

simplicity we consider bounding
∥∥∥c(k)

a′|L|

∥∥∥2

for the case where sampling is conducted from node a′|L|, a
′
|L| ∈ C

(k), where LUT
cluster C is located in the bottom-most layer .

The evolution of nodes’ parameters during D2D communications in this cluster can be described by (12) as

Ŵ
(k)
C =

(
V

(k)
C

)θ(k)
C

W̃
(k)
C . (44)

Let matrix W
(k)

C denote the average of the vector of parameters in cluster C. This matrix can be described as

W
(k)

C =
1|C(k)|1

>
|C(k)|W̃

(k)
C

|C(k)|
. (45)

We next define the local aggregation error matrix E
(k)
C for cluster C at the instance of global aggregation k, which satisfies the

following equality:
E

(k)
C = Ŵ

(k)
C −W

(k)

C . (46)

Note that [E
(k)
C ]a′|L|,: = c

(k)
a′|L|

, where [E
(k)
C ]a′|L|,: denotes the row describing the parameter of node a′|L|. Note that 1>E(k)

C = 0,

and thus (11>)E
(k)
C = 0 and accordingly

E
(k)
C =

(
I− 11>

|C(k)|

)
E

(k)
C =

(
I− 11>

|C(k)|

)(
Ŵ

(k)
C −W

(k)

C

)
=

(
I− 11>

|C(k)|

)((
V

(k)
C

)θ(k)
C

W̃
(k)
C −W

(k)

C

)
=

(
I− 11>

|C(k)|

)((
V

(k)
C

)θ(k)
C

W̃
(k)
C −

(
V

(k)
C

)θ(k)
C

W
(k)

C

)

=

((
V

(k)
C

)θ(k)
C − 11>

|C(k)|

)(
W̃

(k)
C −W

(k)

C

)
,

(47)

where I denotes the identity matrix. In the above equalities we have used the facts that (i)
(
V

(k)
C

)θ(k)
C

W
(k)

C = W
(k)

C since

performing consensus on averaged matrix does not change the resulting parameters, and (ii) 11>

|C(k)|

(
V

(k)
C

)θ(k)
C

= 11>

|C(k)| according

to Assumption 2 since
(
V

(k)
C

)θ(k)
C

is also double stochastic.

Using the above properties, we finally bound ‖c(k)
a′|L|
‖ as follows:

∥∥c(k)
a′|L|

∥∥2 ≤ trace
(

(E
(k)
C )>E

(k)
C

)
= trace

(W̃(k)
C −W

(k)

C

)>((
V

(k)
C

)θ(k)
C − 11>

|C(k)|

)2 (
W̃

(k)
C −W

(k)

C

)
≤ (λ

(k)
C )2θ

(k)
C

∑
q∈C(k)

‖w̃(k)
q −w

(k)
C

∥∥2 ≤ (λ
(k)
C )2θ

(k)
C

1

|C(k)|
∑

q,q′∈C(k)

‖w̃(k)
q −w

(k)
q′

∥∥2

≤ (λ
(k)
C )2θ

(k)
C |C(k)| max

q,q′∈C(k)
‖w̃(k)

q −w
(k)
q′

∥∥2 ≤ (λ
(k)
C )2θ

(k)
C |C(k)|

(
Υ

(k)
C

)2

,

(48)

where w
(k)
C denotes the vector of average of parameters inside the cluster and we used the fact that

(
V

(k)
C

)θ(k)
C − 11>

|C(k)| =
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(
V

(k)
C

)θ(k)
C
(
I− 11>

|C(k)|

)
=
(
V

(k)
C

)θ(k)
C
(
I− 11>

|C(k)|

)θ(k)
C

=
(
V

(k)
C −

11>

|C(k)|

)θ(k)
C

(note that
(
I− 11>

|C(k)|

)
is a projection matrix) is

a real symmetric matrix.
The above mentioned proof can be generalized to every cluster with slight modifications, which results in∥∥∥c(k)

a′p

∥∥∥2

≤ (λC)
2θ

(k)
C |C(k)|

(
Υ

(k)
C

)2

, a′p ∈ C. (49)

C. PART III: Obtaining the Final Convergence Bound

Replacing the above inequality in (41) combined with (40) gives us

F (w(k))− F (w(k−1)) ≤ −µ
η

(
F (w(k−1))− F (w∗)

)
+

ηΦ

2D2

[ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|3

(
λ

(k)
Q(a|L|−1)

)2θ
(k)

Q(a|L|−1)
(

Υ
(k)
Q(a|L|−1)

)2

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|3

(
λ

(k)
Q(a|L|−2)

)2θ
(k)

Q(a|L|−2)
(

Υ
(k)
Q(a|L|−2)

)2

+ · · ·+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|3
(
λ

(k)
Q(a1)

)2θ
(k)

Q(a1)
(

Υ
(k)
Q(a1)

)2

+ 1
(k)
{L1,1}|L

(k)
1,1|3

(
λ

(k)
L1,1

)2θ
(k)
L1,1

(
Υ

(k)
L1,1

)2
]
.

(50)

Adding F (w(k−1)) to both hands sides and subtracting F (w∗) from both hand sides, we get

F (w(k))− F (w∗) ≤ (1− µ

η
)
(
F (w(k−1))− F (w∗)

)
︸ ︷︷ ︸

(a)

+

ηΦ

2D2

[ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|3

(
λ

(k)
Q(a|L|−1)

)2θ
(k)

Q(a|L|−1)
(

Υ
(k)
Q(a|L|−1)

)2

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|3

(
λ

(k)
Q(a|L|−2)

)2θ
(k)

Q(a|L|−2)
(

Υ
(k)
Q(a|L|−2)

)2

+ · · ·+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|3
(
λ

(k)
Q(a1)

)2θ
(k)

Q(a1)
(

Υ
(k)
Q(a1)

)2

+ 1
(k)
{L1,1}|L

(k)
1,1|3

(
λ

(k)
L1,1

)2θ
(k)
L1,1

(
Υ

(k)
L1,1

)2
]
.

(51)

Expanding term (a) on the right hand side of the inequality in a recursive manner leads to the theorem result. �

APPENDIX B
PROOF OF PROPOSITION 1

Consider the bound on the number of D2D that is given in the proposition statement. For Lj,i, if σj ≤ |L(k)
j,i |3

(
Υ

(k)
Lj,i

)2

, ∀i,

the proposed number of D2D guarantees θ(k)
Lj,i
≥

log(σj)−2 log

(∣∣L(k)
j,i

∣∣ 3
2 Υ

(k)
Lj,i

)
2 log

(
λ

(k)
Lj,i

) , which results in

θ
(k)
Lj,i
≥

log (σj)− 2 log
(∣∣L(k)

j,i

∣∣ 3
2 Υ

(k)
Lj,i

)
2 log

(
λ

(k)
Lj,i

)

⇒ θ
(k)
Lj,i
≥ 1

2

log

(
σj

|L(k)
j,i |3

(
Υ

(k)
Lj,i

)2

)
log
(
λ

(k)
Lj,i

)
⇒
(
λ

(k)
Lj,i

)2θ
(k)
Lj,i ≤ σj

|L(k)
j,i |3

(
Υ

(k)
Lj,i

)2 , ∀k,

(52)
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where the last inequality is due to the facts that log a
log b = logba, alogba = b, and λ

(k)
Lj,i

< 1. Also, for cluster Lj,i, if σj ≥

|L(k)
j,i |3

(
Υ

(k)
Lj,i

)2

, any θ(k)
Lj,i
≥ 0 ensures σj ≥ |L(k)

j,i |3
(

Υ
(k)
Lj,i

)2 (
λ

(k)
Lj,i

)2θ
(k)
Lj,i , ∀k. Replacing the above result in (14), we get

F (w(k−1))− F (w∗) ≤ ηΦ

2D2

k−1∑
t=0

(
η − µ
η

)t [
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k−t)
{Q(a|L|−1)}σ|L|+∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k−t)
{Q(a|L|−2)}σ|L|−1 + · · ·

+
∑

a1∈L(k)
1,1

1
(k−t)
{Q(a1)}σ2 + 1

(k−t)
{L1,1}σ1

]
+

(
η − µ
η

)k (
F (w(0))− F (w∗)

)

≤ ηΦ

2D2

k−1∑
t=0

(
η − µ
η

)t [
N|L|−1σ|L| +N|L|−2σ|L|−1 + · · ·

+N1σ2 +N0σ1

]
+

(
η − µ
η

)k (
F (w(0))− F (w∗)

)
.

(53)

Taking the limit with respect to k, we get

lim
k→∞

F (w(k−1))− F (w∗) ≤ ηΦ

2D2

|L|−1∑
j=0

σj+1Nj

 1

1− (η−µη )
, (54)

which concludes the proof.

APPENDIX C
PROOF OF PROPOSITION 2

Consider the per-iteration decrease of the objective function given by (51). Following a similar procedure as Appendix B, given
the proposed number of D2D rounds in the proposition statement, we get

F (w(k))− F (w∗) ≤ (1− µ

η
)
(
F (w(k−1))− F (w∗)

)
+

ηΦ

2D2

[ |L|−1∑
j=0

σ
(k)
j+1Nj

]
. (55)

Using the fact that ∇F (w∗) = 0 combined with η-smoothness of F , we get∥∥∥∇F (w(k−1))
∥∥∥ =

∥∥∥∇F (w(k−1))−∇F (w∗)
∥∥∥ ≤ η‖w(k−1) − w∗‖. (56)

Also, it is straightforward to verify that strong convexity of F , expressed in Assumption 1, implies the following inequality:

µ/2
∥∥∥w(k−1) − w∗

∥∥∥2

≤ F (w(k−1))− F (w∗). (57)

Combining the above results with the condition given in the proposition statement, i.e., (19), we get

|L|−1∑
j=0

σ
(k)
j+1Nj ≤

D2µ(µ− δη)

η4Φ

∥∥∥∇F (w(k−1))
∥∥∥2

≤ D2µ(µ− δη)

η2Φ

∥∥∥w(k−1) − w∗
∥∥∥2

≤ 2D2(µ− δη)

η2Φ

(
F (w(k−1))− F (w∗)

)
(58)

By replacing the above inequality in (55) we obtain

F (w(k))− F (w∗) ≤ (1− µ/η)
(
F (w(k−1))− F (w∗)

)
+ (µ/η − δ)

(
F (w(k−1))− F (w∗)

)
, (59)

which readily leads to the proposition result.
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APPENDIX D
PROOF OF COROLLARY 1

Regarding the first condition, at global iteration κ, using the number of consensus given in the corollary statement, according
to (53), we have

F (w(κ))− F (w∗) ≤ ηΦ

2D2

|L|−1∑
j=0

σj+1Nj
1−

(
1− µ

η

)κ
µ/η

+

(
η − µ
η

)κ (
F (w(0))− F (w∗)

)

=

(
1− µ

η

)κF (w(0))− F (w∗)− η2Φ

2µD2

|L|−1∑
j=0

σj+1Nj

+
η2Φ

2µD2

|L|−1∑
j=0

σj+1Nj .

(60)

Thus to satisfy the accuracy requirement, it is sufficient to have(
1− µ

η

)κF (w(0))− F (w∗)− η2Φ

2µD2

|L|−1∑
j=0

σj+1Nj

+
η2Φ

2µD2

|L|−1∑
j=0

σj+1Nj ≤ ε. (61)

Performing some algebraic steps leads to (23).
Regarding the second condition, given the number of D2D rounds stated in the proposition statement, we first recursively

expand the right hand side of (59) to get

F (w(κ))− F (w∗) ≤ (1− δ)κ
(
F (w(0))− F (w∗)

)
. (62)

Thus, to satisfy the desired accuracy, it is sufficient to have

(1− δ)κ[F (w(0))− F (w∗)] ≤ ε, (63)

which readily leads to (24). Note that the criterion given in the corollary statement for ε guarantees that: 0 < δ ≤ µ/η.

APPENDIX E
PROOF OF COROLLARY 2

Regarding the first condition, upon using the number of D2D rounds described in the corollary statement, we get (61), which
can be written as (

1− µ

η

)κ
≤

ε− η2Φ
2µD2

∑|L|−1
j=0 σj+1Nj

F (w(0))− F (w∗)− η2Φ
2µD2

∑|L|−1
j=0 σj+1Nj

. (64)

To obtain κ, we need to take the logarithm with base 1−µ/η, where 0 < 1−µ/η < 1. Using the characteristic of the logarithm
upon having a positive base less than one, we get

κ ≥ log

(
ε− η2Φ

2µD2

∑|L|−1
j=0 σj+1Nj

)(
F (w(0))−F (w∗)− η2Φ

2µD2

∑|L|−1
j=0 σj+1Nj

)−1

1−µ/η , (65)

which can be written as (21).
Regarding the second condition, upon using the number of D2D rounds described in the corollary statement, we get (63). To

obtain κ, we take the logarithm with base 1− δ from both hand sides of the equation, using the fact that 0 < 1− δ < 1 and
the characteristic of the logarithm upon having a positive base less than one, we get

κ ≥ log
(ε/(F (w(0))−F (w∗)))
1−δ , (66)

which can be written as (22).

APPENDIX F
PROOF OF PROPOSITION 3

Upon sharing the gradients, the nodes in the bottom layer share their scaled gradients (multiplying their gradients by their
number of data points), while the rest of the procedure, i.e., traversing of the gradients over the hierarchy, is the same as
sharing the parameters. For parent node ap, let a′p+1 denote the corresponding sampled node, ∀p, e.g., in the following nested
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sums a′|L| denotes the sampled node in the last layer by parent node a|L|−1 in its above layer. Let ĝ(k)
a′1

denote the sampled
value by the main server at global iteration k. It can be verified that we have

ĝ(k)
a′1

=

∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

|Da|L| |∇fa|L|(w
(k−1)
a|L|

)

|L(k)
1,1|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

|L(k)
1,1|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1

|L(k)
1,1|

+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

|L(k)
1,1|

+ 1
(k)
{L1,1}c

(k)
a′1
.

(67)

The main server then uses this vector as the estimation of global gradient and builds the parameter vector for the next iteration
as follows (note that although the root only receives the gradients, it has the knowledge of the previous parameters that it
broadcast, i.e., w(k−1)):

ŵ(k)
a′1

= D
w(k−1)

|L(k)
1,1 |
−

βk−1

[ ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

|Da|L| |∇fa|L|(w
(k−1)
a|L|

)

|L(k)
1,1|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

|L(k)
1,1|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1

|L(k)
1,1|

+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

|L(k)
1,1|

+ 1
(k)
{L1,1}c

(k)
a′1

]
,

(68)

which is used to obtain the next global parameter (due to the existence of the indicator function in the last term of the above
expression, the following expression holds regardless of the operating mode of the cluster at layer L1):

w(k) =
|L(k)

1,1 |ŵ
(k)
a′1

D
. (69)

According to (1), it can be verified that∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|∈Q(k)(a|L|−1)

|Da|L| |∇fa|L|(w
(k−1)
a|L|

) = D∇F (w(k−1)).
(70)
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Replacing the above equation in (68) and performing the update given by (69), we get

w(k) = w(k−1) − βk−1

[
∇F (w(k−1)) +

1

D

( ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

)]
.

(71)

Using the above equality in (31), we have

F (w(k)) ≤ F (w(k−1))− βk−1

(
∇F (w(k−1)) + c(k)

)>
∇F (w(k−1)) +

η

2
β2
k−1‖∇F (w(k−1)) + c(k)‖2

= F (w(k−1))− βk−1

∥∥∥∇F (w(k−1))
∥∥∥2

− βk−1

(
c(k)

)>
∇F (w(k−1)) +

η

2
β2
k−1‖∇F (w(k−1)) + c(k)‖2

= F (w(k−1))− βk−1

∥∥∥∇F (w(k−1))
∥∥∥2

− βk−1

(
c(k)

)>
∇F (w(k−1)) +

ηβ2
k−1

2
‖∇F (w(k−1))‖2

+ β2
k−1η

(
∇F (w(k−1))>c(k)

)
+
ηβ2

k−1

2

∥∥∥c(k)
∥∥∥2

,

(72)

where

c(k) ,
1

D

( ∑
a1∈L(k)

1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−1∈Q(k)(a|L|−2)

1
(k)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|c(k)

a′|L|

+
∑

a1∈L(k)
1,1

∑
a2∈Q(k)(a1)

∑
a3∈Q(k)(a2)

· · ·
∑

a|L|−2∈Q(k)(a|L|−3)

1
(k)

{Q(a|L|−2)}|Q
(k)(a|L|−2)|c(k)

a′|L|−1
+

...

+
∑

a1∈L(k)
1,1

1
(k)
{Q(a1)}|Q

(k)(a1)|c(k)
a′2

+ 1
(k)
{L1,1}|L

(k)
1,1|c

(k)
a′1

)
.

(73)

Taking the expectation from both hand sides (with respect to the consensus errors) and using the fact that upon using the
consensus method, when one node is sampled uniformly at random we have:5 E[c

(k)
a′p

] = 0, ∀p. This implies E[c(k)] = 0, ∀k,
replacing which in (72) gives us

E[F (w(k))] ≤ F (w(k−1))− (1− ηβk−1

2
)βk−1

∥∥∥∇F (w(k−1))
∥∥∥2

+
ηβ2

k−1

2
E[‖c(k)‖2]. (74)

Using the fact that β0 ≤ 1/η, we get βk ≤ 1/η, and thus 1− ηβk/2 ≥ 1/2, ∀k. Using this in the above inequality gives us

E[F (w(k))] ≤ F (w(k−1))− βk−1

2

∥∥∥∇F (w(k−1))
∥∥∥2

+
ηβ2

k−1

2
E[‖c(k)‖2]. (75)

Using the strong convexity, we get Polyak-Lojasiewicz inequality [55] in the following form: ‖∇F (w(k−1))‖2 ≥ 2µ[F (w(k−1))−
F (w∗)], using which in the above inequality yields

E[F (w(k))] ≤ F (w(k−1))− βk−1µ[F (w(k−1))− F (w∗)] +
ηβ2

k−1

2
E[‖c(k)‖2], (76)

or, equivalently

E[F (w(k))]− F (w∗) ≤ (1− βk−1µ)[F (w(k−1))− F (w∗)] +
ηβ2

k−1

2
E[‖c(k)‖2]. (77)

Taking total expectation, with respect to all the consensus errors until iteration k, from both hand sides results in

E[F (w(k))− F (w∗)] ≤ (1− βk−1µ)E[F (w(k−1))− F (w∗)] +
ηβ2

k−1

2
E[‖c(k)‖2]. (78)

5Assume a set of n numbers denoted by x1, · · · , xn with mean x̄. Assume that X denotes a random variable with probability mass function p(X = xi) = 1
n

,
1 ≤ i ≤ n. It is straightforward to verify that E(X − x̄) = 0.
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We continue the proof by carrying out an induction. The proposition result trivially holds for iteration 0. Assume that the
result holds for iteration k, i.e., E[F (w(k))− F (w∗)] ≤ Γ

k+λ . We aim to show that the result also holds for iteration k + 1.
Using (78), we get

E[F (w(k+1))− F (w∗)] ≤ (1− βkµ)E[F (w(k))− F (w∗)] +
ηβ2

k

2
E[‖c(k+1)‖2], (79)

which results in
E[F (w(k+1))− F (w∗)] ≤ (1− α

k + λ
µ)

Γ

k + λ
+

ηα2

2(k + λ)2
E[‖c(k+1)‖2]

=

(
k + λ− αµ

(k + λ)2

)
Γ +

ηα2

2(k + λ)2
E[‖c(k+1)‖2]

=

(
k + λ− 1

(k + λ)2

)
Γ− αµ− 1

(k + λ)2
Γ +

ηα2

2(k + λ)2
E[‖c(k+1)‖2].

(80)

Note that using a similar method as Appendix A, we can get6

E
[∥∥∥c(k+1)

∥∥∥2
]
≤ Φ

D2

[
∑

a1∈L(k+1)
1,1

∑
a2∈Q(k+1)(a1)

· · ·
∑

a|L|−1∈Q(k+1)(a|L|−2)

1
(k+1)

{Q(a|L|−1)}|Q
(k+1)(a|L|−1)|3

(
λ

(k+1)
Q(a|L|−1)

)2θ
(k+1)

Q(a|L|−1)
(

Υ
(k+1)
Q(a|L|−1)

)2

+
∑

a1∈L(k+1)
1,1

∑
a2∈Q(k+1)(a1)

· · ·
∑

a|L|−2∈Q(k+1)(a|L|−3)

1
(k+1)

{Q(a|L|−2)}|Q
(k+1)(a|L|−2)|3

(
λ

(k+1)
Q(a|L|−2)

)2θ
(k+1)

Q(a|L|−2)
(

Υ
(k+1)
Q(a|L|−2)

)2

+ · · ·+
∑

a1∈L(k+1)
1,1

1
(k+1)

{Q(k+1)(a1)}|Q
(k+1)(a1)|3

(
λ

(k+1)
Q(a1)

)2θ
(k+1)

Q(a1)
(

Υ
(k+1)
Q(a1)

)2

+ 1
(k+1)
{L1,1}|L

(k+1)
1,1 |3

(
λ

(k+1)
L1,1

)2θ
(k+1)
L1,1

(
Υ

(k+1)
L1,1

)2
]
.

(81)

Using the number of D2D rounds given in the proposition, similar to the approach taken in Appendix B it can be verified that
E[‖c(k+1)‖2] ≤ C = Φ

D2

∑|L|−1
j=0 Njσj+1, ∀k. Using this and the definition of Γ in (26), we get: Γ ≥ ηα2C

2(αµ−1) , ∀k. Using this
result in the last line of (80), we get

E[F (w(k+1))− F (w∗)] ≤
(
k + λ− 1

(k + λ)2

)
Γ. (82)

Note that since k + λ > 1, we have (k + λ)2 ≥ (k + λ− 1)(k + λ+ 1). Using this fact in (82), we obtain

E[F (w(k+1))− F (w∗)] ≤
(

1

k + λ+ 1

)
Γ, (83)

which completes the induction and thus the proof.

6Note that if for every realization of random variable X , inequality ‖X‖2 < y holds, then we get: E[‖X‖2] < y.

F (w(k))− F (w∗) ≤
[
k∏
l=1

(
1−

µ

η
+ 8

c2

D2

(
D −D(l)

s

)2
)](

F (w(0))− F (w∗)
)

+


k∑
t=1

 k∏
l=t+1

(
1−

µ

η
+ 8

c2

D2

(
D −D(l)

s

)2
)

 ηΦ(
D

(t)
s

)2

[ ∑
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1,1
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a2∈Q(k)(a1)

· · ·
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1
(t)

{Q(a|L|−1)}|Q
(k)(a|L|−1)|3

(
λ

(t)
Q(a|L|−1)

)2θ
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Q(a|L|−1)

(
Υ

(t)
Q(a|L|−1)

)2

+
∑
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APPENDIX G
CLUSTER SAMPLING

In a system of a million/billion users, one technique that a main server can use to reduce the network load is to engage a
portion of the devices in each global iteration. We realize this in FogL via cluster sampling using which at each global iteration,
a portion of the clusters of the bottom-most layer are engaged in model training, which we call them as active clusters. We
assume that at each global iteration k, the main server engages a set of |S(k)| clusters in the learning, where each element of
the set S(k) corresponds to one cluster in the bottom-most layer. Consequently, we partition the nodes in different layers into
active nodes (those that are through the path between an active cluster and the main server) and passive nodes. Similarly, for
the clusters of the middle layers, if the cluster contains at least one active node, it is called an active cluster. To capture these
dynamics, with some abuse of notation, let 1(k)

{C} take the value of 1 if cluster C is both in active mode and operates in LUT
mode in global aggregation k, and 0 otherwise. To conduct analysis, in addition to our assumptions made in Assumptions 1
and 2, we also consider the following assumption that is common in stochastic optimization literature [56]:

∃c1 ≥ 0, c2 ≥ 1 : ‖∇fi(x)‖2 ≤ c1 + c2‖∇F (x)‖2, ∀i, x. (85)

Proposition 4. For global iteration k of MH-FL with cluster sampling, the upper bound of convergence of the objective
function is given by (84), where D(k)

S denotes the total number of data points of the sampled devices at iteration k, i.e.,
D

(k)
s =

∑
n∈N|L| 1

(k)
{B(n)}|Dn|, with B(n) referring to the cluster that node n belongs to.7

Proof. To find the relationship between w(k) and w(k−1), we follow the procedure described in the main text. Let 1(k)
{S(C)} take

the value of 1 when cluster C is in active mode in global aggregation k, and 0 otherwise. Also, with some abuse of notation,
let 1(k)

{C} take the value of 1 if cluster C is both in active mode and operates in LUT mode in global aggregation k, and 0
otherwise. It can be verified that, at global iteration k, the parameter of the node located in the L1 sampled by the main server,
referred to as a′1, is given by (86), which is used by the server to obtain the next global parameter as follows:

w(k) =
|L(k)

1,1|w
(k)
a′1

D
(k)
s

, (87)

where D(k)
s =

∑
n∈N|L| 1

(k)
{B(n)}|Dn|, with B(n) referring to the cluster that the node n belongs to, is the total number of data

points available at the sampled devices at global aggregation k, which is assumed to be known to the server (in this case
the server needs the knowledge of the number of data points available at the active clusters). Following a similar procedure
described in Appendix A, we obtain (88). Let us define $(k) as follows:

7It is assumed that
∏k
j=k+1 cj = 1, ∀cj .
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By adding and subtracting a term, we rewrite (88) as follows:
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or equivalently
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Let us define %(k) as follows:
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For global iteration k, let S̄(k) denotes the set of passive clusters, which is the complementary set of S(k), i.e., S̄(k)∪S(k) = L|L|,
S̄(k) ∩ S(k) = ∅, where L|L| denotes the set of all clusters located in the bottom-most layer. Let 1(k)

{S̄(C)} take the value of 1

when cluster C is in passive mode in global aggregation k, and 0 otherwise. Following the procedure described in the proof of
Appendix A, we first aim to bound E[‖%(k)‖2]. The procedure is described in (96). In that series of simplifications in (96),
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(95)

the triangle inequality is applied repeatedly. In inequality (a), we have used the fact that (‖a‖+ ‖b‖)2 ≤ 2(‖a‖2 + ‖b‖2), in
inequality (b) we have used the fact that 1

D
(k)
s

= 1
D −

D(k)
s −D

(D)(D
(k)
s )

, in (c) we have used (85), and in inequality (d) we have used
the smoothness definition in Assumption 1 that can also be written as

F (y) ≤ F (x) + (y − x)>∇F (x) +
η

2
‖y − x‖2 , ∀x,y, (93)

minimizing the both hand sides of which results in: ‖∇F (w)‖2 ≤ 2η(F (w)−F (w∗)), ∀w. Note that ‖$(k)‖2 can be obtained
similar to Appendix A as (94). Replacing this with β = 1

η in the bound in (96), and following the procedure of proof in
Appendix A, we get (95), which can be recursively expanded to get the bound in the proposition statement. �

Remark 2. The methodology used to derive all the previous results regarding the convergence and the number of D2D can be
studied for this scenario with cluster sampling, which we leave as future work. One key observation from (84) is that upon
increasing the number of active clusters, often resulting in increasing D(k)

s , ∀k, the right hand side of (84) starts to decrease,
which implies a higher training accuracy, and the similarity between the bounds (14) and (84) increases. In the limiting case
D

(k)
s = D, ∀k, bound (84) can be written similarly to (84), where ηΦ

2D2 in (14) would be replaced by a larger value ηΦ
D2 .
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The following appendix is the last appendix of the paper concerned with theoretical analysis, which is followed by another
appendix containing extensive numerical simulations.
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APPENDIX H
AGGREGATION ERROR UPON USING ALGORITHM 3

According to (32), the aggregation error at the k-th global aggregation is given by

e(k) =
1

D
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Following a similar procedure described in Appendix A, we get

‖e(k)‖2 ≤ Φ
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where Φ = N|L|−1 +N|L|−2 + · · ·+N1 + 1. By tuning the number of D2D according to (30), following a similar procedure
as Appendix B, we get
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Thus, we have
‖e(k)‖2 ≤ ψ. (100)
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APPENDIX I
DETAILS OF THE SIMULATIONS SETTING AND FURTHER SIMULATIONS

In this section, we first present some details regarding simulations settings and parameter tuning and then present a series of
simulation results regarding the choice of different datasets and larger network size as compared to the main text. Our entire
Python implementation, including the set of hyperparameters used in each experiment, can be found at the following Github
repository: https://github.com/shams-sam/Federated2Fog”.

A. Simulation Setting

1) Setup: All simulations are performed on a single machine with 64GB RAM and 8GB GPU memory, which emulates the
learning through a distributed learning framework PySyft that helps spin off virtually disjoint nodes with mutually exclusive
model parameters and datasets, working on top of PyTorch machine learning library.

2) Classifiers: We consider two different classifiers - regularized Support Vector Machine (SVM) and fully-connected Neural
Network (NN), initialized with a copy of global model before the learning process begins on each node participating in the
learning process.

The regularized SVM is tuned to satisfy the strong convexity with µ = 0.1. We also use the estimated value of η = 10
(similar values are observed in [19]). The NN classifier is a simple fully connected network with a single hidden layer and no
convolutional units. Softmax activation at the output layer gives the class logits and the overall training optimizes negative
log-likelihood loss function with L2 regularization.

Input size for both the models, SVM and NN is 28× 28 = 784, with output size 10. The number of parameters optimized
by the networks M is given by M = (784 + 1)× 10 = 7850.

3) Datasets and Data Distribution among the Nodes: We consider two datasets MNIST and F-MNIST (Fashion MNIST)8,
each of which contain 60000 training samples and 10000 testing samples. MNIST consists of handwritten digits 0− 9, while
F-MNIST consists of images associated with 10 classes in clothing domain. Each dataset consists of 28× 28 grayscale images.

The datasets are distributed over nodes such that all nodes have approximately equal number of training samples. However
the training samples, maybe either be i.i.d or non-i.i.d distributed. For i.i.d distribution, each node participating in the learning
process has samples from each class of the dataset, while under non-i.i.d distribution, each node has access to only one of the
classes. These are the extreme ends of possible split of data among nodes in terms of class distribution, helping us evaluate the
overall robustness as well as differences in characteristics of our technique under different settings.

4) Network Formation: We consider two network configurations: (i) the network consists of 125 edge devices; (ii) the
network consists of 625 edge devices. For the former case, we consider a fog network consisting of a main server and three
sub-layers, to build our fog network we start with the 125 worker nodes in the bottom-most layer (L3) and dedicated local
datasets sampled as explained above. The worker nodes update the local models with a copy of parameters from latest global
model at the start of each iteration. The worker nodes are then clustered in groups of 5 to communicate with one of the
25 aggregators in their upper layer (i.e., L2), such that there is a 1-to-1 mapping between the clusters and the aggregators.
Similarly the nodes in layer (L2) are clustered and communicate with the 5 aggregators in the layer L1, followed by clustering
and communicating the 5 nodes with the main server.

For the latter case, we consider a fog network consisting of a main server and four sub-layers, to build our fog network we
start with the 625 worker nodes in the bottom-most layer (i.e., L4) and dedicated local datasets sampled as explained above.
The worker nodes update the local models with a copy of parameters from latest global model at the start of each iteration.
The worker nodes are then clustered in groups of 5 to communicate with one of the 125 aggregators in their upper layer (i.e.,
L3), such that there is a 1-to-1 mapping between the clusters and aggregators. Similarly nodes in L3 are again clustered and
communicate to the 25 aggregators in the upper layer (i.e., L2). This is followed by clustering of these nodes in groups of 5
and communicating with 5 aggregators in layer L1, which then communicate with the main server.

The connectivity among the nodes within a cluster is simulated using random geometric graphs with increasing connectivity
as we traverse from the bottom-most layer to the main server. In our random geometric graph construction, nodes are placed in
a circle disc with radius 100m uniformly at random, where the existence of edge (i.e., D2D link) between two nodes is assumed
if the distance between the nodes is less than a threshold (ϕ). For the case with 125 edge device, layer L3 has ϕ = 40m,
followed by layer L2 with ϕ = 50m and layer L1 with ϕ = 60m. For the case with 625 edge device, in layer L3 and L4 we
have ϕ = 40, followed by layer L2 with ϕ = 50 and layer L1 with ϕ = 60. We use NetworkX9 library of Python for generating
the graph. We adjust the radius parameter of the graph generator such that the average degree of the graph is within tolerance
region of 0.2 from the desired degree of the graph.

For the D2D communications, we consider the common choice of the weights [46] that gives z(t+1)
n = z(t)

n +

d
(k)
C

∑
m∈ζ(k)(n)(z(t)

m − z(t)
n ), 0 < d

(k)
C < 1/D

(k)
C , for any node n in arbitrary cluster C, where D

(k)
C is the maximum

8https://github.com/zalandoresearch/fashion-mnist
9https://networkx.github.io
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degree of the nodes in G(k)
C . Using this implementation, the nodes inside LUT cluster C only need to have the knowledge of

the parameter d(k)
C , which is broadcast by the respective parent node.

We summarize the simulation parameters in Table I.

Table I: Summary of parameter values employed in our simulations.

Parameter Value
Number of Edge Devices 125, 625

Number of Layers of the Network 4, 5
Number of Devices Per Cluster 5

Random Geometric Graph Threshold ϕ [40, 60]m
Smoothness η 10

Strong Convexity µ 0.1
Number of Data points D 60, 000

Uplink Transmit Power of Devices 24dBm
D2D Transmit Power of Devices 10dBm

D2D/Uplink Delay of Transmission of Parameters 0.25 Sec

B. Further Simulation Results

This section presents the plots from complimentary experiments from Section IV. In the following, we explain the relationship
between the figures presented in this appendix and the simulation results presented in the main text.

Fig. 5 from main text is repeated in Fig. 16 for MNIST dataset distributed over 625 edge devices, Fig. 27 for FMNIST
dataset distributed over 125 edge devices and Fig. 38 for FMNIST dataset distributed over 625 edge devices.

Fig. 6 from main text is repeated in Fig. 17 for MNIST dataset distributed over 625 edge devices, Fig. 28 for FMNIST
dataset distributed over 125 edge devices and Fig. 39 for FMNIST dataset distributed over 625 edge devices.

Fig. 7 from main text is repeated in Fig. 18 for MNIST dataset distributed over 625 edge devices, Fig. 29 for FMNIST
dataset distributed over 125 edge devices and Fig. 40 for FMNIST dataset distributed over 625 edge devices.

Fig. 8 from main text is repeated in Fig. 19 for MNIST dataset distributed over 625 edge devices, Fig. 30 for FMNIST
dataset distributed over 125 edge devices and Fig. 41 for FMNIST dataset distributed over 625 edge devices.

Fig. 9 from main text is repeated in Fig. 20 for MNIST dataset distributed over 625 edge devices, Fig. 31 for FMNIST
dataset distributed over 125 edge devices and Fig. 42 for FMNIST dataset distributed over 625 edge devices.

Fig. 10 from main text is repeated in Fig. 21 for MNIST dataset distributed over 625 edge devices, Fig. 32 for FMNIST
dataset distributed over 125 edge devices and Fig. 43 for FMNIST dataset distributed over 625 edge devices.

Fig. 11 from main text is repeated in Fig. 22 for MNIST dataset distributed over 625 edge devices, Fig. 33 for FMNIST
dataset distributed over 125 edge devices and Fig. 44 for FMNIST dataset distributed over 625 edge devices.

Fig. 12 from main text is repeated in Fig. 23 for MNIST dataset distributed over 625 edge devices, Fig. 34 for FMNIST
dataset distributed over 125 edge devices and Fig. 45 for FMNIST dataset distributed over 625 edge devices.

Fig. 13 from main text is repeated in Fig. 24 for MNIST dataset distributed over 625 edge devices, Fig. 35 for FMNIST
dataset distributed over 125 edge devices and Fig. 46 for FMNIST dataset distributed over 625 edge devices.

Fig. 14 from main text is repeated in Fig. 25 for MNIST dataset distributed over 625 edge devices, Fig. 36 for FMNIST
dataset distributed over 125 edge devices and Fig. 47 for FMNIST dataset distributed over 625 edge devices.

Fig. 15 from main text is repeated in Fig. 26 for MNIST dataset distributed over 625 edge devices, Fig. 37 for FMNIST
dataset distributed over 125 edge devices and Fig. 48 for FMNIST dataset distributed over 625 edge devices.

C. Energy and Parameter Transmission Savings under Various D2D Control Parameters and Tolerable Aggregation Errors

Varying σ: To demonstrate the effect of σ on the energy and data traffic savings, we set σj at layer Lj as σj = σ′maxi Υ
(1)
Lj,i

,

where Υ
(1)
Lj,i

is the divergence of parameters at the beginning of model training at i-th cluster of layer j, and change the value

of σ′ in our experiments. Note that higher values of {σj}|L|j=1 are associated with a looser condition on the D2D consensus
formation error (see Proposition 1 and 2). This implies that increasing {σj}|L|j=1 often results in performing fewer D2D rounds
across the fog layers. The results for varying values of σ′ are depicted in Fig. 49 and 50 (for MNIST dataset and 125 nodes);
Fig. 51 and 52 (for MNIST dataset and 625 nodes); Fig. 53 and 54 (for FMNIST dataset and 125 nodes); Fig. 55 and 56 (for
FMNIST dataset and 625 nodes).
• Considering the energy consumption (i.e., Figs. 49,51,53,55), increasing σ′ often results in more energy savings since

the nodes conduct less D2D rounds. However, after a certain threshold, increasing σ′ may lead to slight increase in
energy consumption for MH-FL (e.g., increasing σ′ from 0.6 to 0.9 in Fig. 49). That is because decreasing the D2D
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communication rounds below a threshold may have a significantly negative impact on the convergence speed, where the
model may need considerably higher number of global aggregation iterations to reach the desired accuracy.

• Considering the parameter transmission savings (i.e., Figs. 50,52,54,56), it can be noted that increasing σ′ often results in
a slight increase in parameter transmission for MH-FL, since the model may need a few more global aggregations to reach
the desired accuracy when the D2D rounds conducted are decreased. Note that in all the cases, MH-FL outperforms the
EUT baseline method in terms of both energy consumption and parameter transmissions.

Varying ψ: Note that parameter ψ controls the 2-norm of aggregation errors when MH-FL is used with non-convex loss
functions. In particular, smaller values of ψ impose a smaller tolerable error of aggregation at the server, which call for higher
number of D2D rounds across the nodes to decrease the local aggregation errors. The results are depicted in Fig. 57 and 58
(for MNIST dataset and 125 nodes); Fig. 59 and 60 (for MNIST dataset and 625 nodes); Fig. 61 and 62 (for FMNIST dataset
and 125 nodes); Fig. 63 and 64 (for FMNIST dataset and 625 nodes).
• Considering the energy consumption (i.e., Figs. 57,59,61,63), increasing ψ results in more energy savings since the nodes

conduct fewer D2D rounds. Also, it can be seen that for small values of ψ (e.g. ψ = 10 in these figures), MH-FL has
a higher energy consumption as compared to EUT baseline since the number of D2D communication rounds become
unreasonably high for such choices of ψ. However for moderate to high value of ψ (e.g., ψ ≥ 103 in these figures),
MH-FL always outperforms the EUT baseline in terms of energy consumption.

• Considering the parameter transmission savings (i.e., Figs. 58,60,62,64), increasing ψ often results in increasing the number
of parameter transmissions for MH-FL since the model may need more time (i.e., higher number of global aggregations)
to reach the desired accuracy. Nevertheless, MH-FL outperforms the EUT baseline in all the scenarios due the sampling of
a single node from each LUT cluster.
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Fig. 16: Performance comparison between baseline EUT and MH-MT when
a fixed number of D2D rounds θ is used at every cluster of the network, for
non-i.i.d. As the number of D2D rounds increases, MH-MT performs more
similar to the EUT baseline and the learning is more stable. (MNIST, 625
Edge Devices)
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Fig. 17: Performance comparison between baseline EUT, and MH-MT with
and without (w/o) decreasing the gradient descent step size. Decreasing the
step size can provide convergence to the optimal solution in cases where
a fixed step size is not capable, but also has a slower convergence speed.
(MNIST, 625 Edge Devices)
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Fig. 18: Performance comparison between baseline EUT and MH-MT for
i.i.d when a finite optimality gap is tolerable. σj at Lj is fixed as σj =

σ′maxi Υ
(1)
Lj,i

. Tapering of D2D rounds through time and space (layers)
can be observed. (MNIST, 625 Edge Devices)
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Fig. 19: Performance comparison between baseline EUT and MH-MT for
non-i.i.d when a finite optimality gap is tolerable. σi is set as in Fig. 18.
Smaller loss and higher accuracy are achieved with smaller σ′, implying
more rounds of consensus. (MNIST, 625 Edge Devices)
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Fig. 20: Performance comparison between baseline EUT and MH-MT for i.i.d.
when linear convergence to the optimal is desired. The value of δ is set at
δ = δ′ µ

η
. Boosting of the D2D rounds through time can be observed. Also,

tapering through space can be observed by comparing the D2D rounds in
the bottom subplots. (MNIST, 625 Edge Devices)

0 10 20
k

0.4

0.6

0.8

ac
cu
ra
cy

(a)
0 10 20

k

2.5
5.0
7.5

lo
ss
 ( 
10

−2
)

(b)

EUT δ ′ = 99% δ ′ = 95% δ ′ = 90% δ ′ = 80%

0 10 20
k

20

40

θ(
k)

(c)

0 20
k

20

40

θ(
k) L 4

(d)
0 20

k

20

40

θ(
k) L 3

(e)
0 20

k

20

40

θ(
k) L 2

(f)
0 20

k

0

20

40

θ(
k) L 1

(g)

Fig. 21: Performance comparison between baseline EUT and MH-MT for
non-i.i.d when linear convergence to the optimal is desired. The value of
δ is set as in Fig. 20. Smaller values of loss and higher accuracy are both
associated with larger value of δ, which results in lower error tolerance and
more rounds of consensus. (MNIST, 625 Edge Devices)
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Fig. 22: Performance comparison between baseline EUT and MH-MT under
i.i.d using NNs with different values of ψ. Tapering the D2D rounds through
time can be observed. Also, tapering through space can be observed by
comparing the D2D rounds in the bottom subplots. (MNIST, 625 Edge
Devices)
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Fig. 23: Performance comparison between baseline EUT and MH-MT under
non-i.i.d. using NNs with different values of ψ. Lower loss and higher
accuracy are associated with smaller values of ψ, which result in lower error
tolerance and larger values of D2D rounds over time. (MNIST, 625 Edge
Devices)
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σ′ = 0.1 from Fig. 18, scenario 2: σ′ = 0.1 from
Fig. 19, scenario 3: ψ = 104 from Fig. 22, and
scenario 4: ψ = 104 from Fig. 23. (MNIST, 625
Edge Devices)
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Fig. 27: Performance comparison between baseline EUT and MH-MT when
a fixed number of D2D rounds θ is used at every cluster of the network, for
non-i.i.d. As the number of D2D rounds increases, MH-MT performs more
similar to the EUT baseline and the learning is more stable. (FMNIST, 125
Edge Devices)

0 10 20 30 40 50
k

0.2

0.4

0.6

ac
cu

ra
cy

(a)

0 10 20 30 40 50
k

0.0

0.2

0.4

0.6

lo
ss

(b)

EUT θ = 15 θ = 1 w/ decreasing step θ = 1 w/o decreasing step

Fig. 28: Performance comparison between baseline EUT, and MH-MT with
and without (w/o) decreasing the gradient descent step size. Decreasing the
step size can provide convergence to the optimal solution in cases where
a fixed step size is not capable, but also has a slower convergence speed.
(FMNIST, 125 Edge Devices)
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Fig. 29: Performance comparison between baseline EUT and MH-MT for
i.i.d when a finite optimality gap is tolerable. σj at Lj is fixed as σj =

σ′maxi Υ
(1)
Lj,i

. Tapering of D2D rounds through time and space (layers)
can be observed. (FMNIST, 125 Edge Devices)
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Fig. 30: Performance comparison between baseline EUT and MH-MT for
non-i.i.d when a finite optimality gap is tolerable. σi is set as in Fig. 29.
Smaller loss and higher accuracy are achieved with smaller σ′, implying
more rounds of consensus. (FMNIST, 125 Edge Devices)
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Fig. 31: Performance comparison between baseline EUT and MH-MT for i.i.d.
when linear convergence to the optimal is desired. The value of δ is set at
δ = δ′ µ

η
. Boosting of the D2D rounds through time can be observed. Also,

tapering through space can be observed by comparing the D2D rounds in
the bottom subplots. (FMNIST, 125 Edge Devices)
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Fig. 32: Performance comparison between baseline EUT and MH-MT for
non-i.i.d when linear convergence to the optimal is desired. The value of
δ is set as in Fig. 31. Smaller values of loss and higher accuracy are both
associated with larger value of δ, which results in lower error tolerance and
more rounds of consensus. (FMNIST, 125 Edge Devices)
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Fig. 33: Performance comparison between baseline EUT and MH-MT under
i.i.d using NNs with different values of ψ. Tapering the D2D rounds through
time can be observed. Also, tapering through space can be observed by
comparing the D2D rounds in the bottom subplots. (FMNIST, 125 Edge
Devices)
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Fig. 34: Performance comparison between baseline EUT and MH-MT under
non-i.i.d. using NNs with different values of ψ. Lower loss and higher
accuracy are associated with smaller values of ψ, which result in lower error
tolerance and larger values of D2D rounds over time. (FMNIST, 125 Edge
Devices)
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Fig. 35: Comparison between the theoretical and
simulation results regarding the number of global
iterations to achieve an accuracy of ε′(F (w(0))−
F (w∗)) for different ε′. Convergence in practice
is faster than the derived upper bound. (FMNIST,
125 Edge Devices)

scen
ario 

1
scen

ario 
2
scen

ario 
3
scen

ario 
40.0

2.5

5.0

7.5

10.0

12.5

15.0

ac
cu

m
ul
at
ed

 e
ne

rg
y 

co
ns

um
pt
io
n 
(×

10
4  J

ou
le
s)

EUT MH-FL

Fig. 36: Comparison of accumulated energy con-
sumption between EUT and MH-MT over scenario
1: σ′ = 0.1 from Fig. 29, scenario 2: σ′ = 0.1
from Fig. 30, scenario 3: ψ = 104 from Fig. 33,
and scenario 4: ψ = 104 from Fig. 34. (FMNIST,
125 Edge Devices)
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Fig. 37: Comparison of parameters transferred
among layers in EUT vs MH-MT over scenario 1:
σ′ = 0.1 from Fig. 29, scenario 2: σ′ = 0.1 from
Fig. 30, scenario 3: ψ = 104 from Fig. 33, and
scenario 4: ψ = 104 from Fig. 34. (FMNIST, 125
Edge Devices)
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Fig. 38: Performance comparison between baseline EUT and MH-MT when
a fixed number of D2D rounds θ is used at every cluster of the network, for
non-i.i.d. As the number of D2D rounds increases, MH-MT performs more
similar to the EUT baseline and the learning is more stable. (FMNIST, 625
Edge Devices)
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Fig. 39: Performance comparison between baseline EUT, and MH-MT with
and without (w/o) decreasing the gradient descent step size. Decreasing the
step size can provide convergence to the optimal solution in cases where
a fixed step size is not capable, but also has a slower convergence speed.
(FMNIST, 625 Edge Devices)
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Fig. 40: Performance comparison between baseline EUT and MH-MT for
i.i.d when a finite optimality gap is tolerable. σj at Lj is fixed as σj =

σ′maxi Υ
(1)
Lj,i

. Tapering of D2D rounds through time and space (layers)
can be observed. (FMNIST, 625 Edge Devices)
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Fig. 41: Performance comparison between baseline EUT and MH-MT for
non-i.i.d when a finite optimality gap is tolerable. σi is set as in Fig. 40.
Smaller loss and higher accuracy are achieved with smaller σ′, implying
more rounds of consensus. (FMNIST, 625 Edge Devices)
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Fig. 42: Performance comparison between baseline EUT and MH-MT for i.i.d.
when linear convergence to the optimal is desired. The value of δ is set at
δ = δ′ µ

η
. Boosting of the D2D rounds through time can be observed. Also,

tapering through space can be observed by comparing the D2D rounds in
the bottom subplots. (FMNIST, 625 Edge Devices)

0 10 20
k

0.4

0.6

ac
cu
ra
cy

(a)
0 10 20

k

2

4

6
lo
ss
 (×
10

 2
)

(b)

EUT δ ′ = 99% δ ′ = 95% δ ′ = 90% δ ′ = 80%

0 10 20
k

20

40

θ(
k)

(c)

0 20
k

20

40

θ(
k) L 4

(d)
0 20

k

20

40

θ(
k) L 3

(e)
0 20

k

20

40

θ(
k) L 2

(f)
0 20

k

20

40

θ(
k) L 1

(g)

Fig. 43: Performance comparison between baseline EUT and MH-MT for
non-i.i.d when linear convergence to the optimal is desired. The value of
δ is set as in Fig. 42. Smaller values of loss and higher accuracy are both
associated with larger value of δ, which results in lower error tolerance and
more rounds of consensus. (FMNIST, 625 Edge Devices)
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Fig. 44: Performance comparison between baseline EUT and MH-MT under
i.i.d using NNs with different values of ψ. Tapering the D2D rounds through
time can be observed. Also, tapering through space can be observed by
comparing the D2D rounds in the bottom subplots. (FMNIST, 625 Edge
Devices)
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Fig. 45: Performance comparison between baseline EUT and MH-MT under
non-i.i.d. using NNs with different values of ψ. Lower loss and higher
accuracy are associated with smaller values of ψ, which result in lower error
tolerance and larger values of D2D rounds over time. (FMNIST, 625 Edge
Devices)
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Fig. 46: Comparison between the theoretical and
simulation results regarding the number of global
iterations to achieve an accuracy of ε′(F (w(0))−
F (w∗)) for different ε′. Convergence in practice
is faster than the derived upper bound. (FMNIST,
625 Edge Devices)
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Fig. 47: Comparison of accumulated energy con-
sumption between EUT and MH-MT over scenario
1: σ′ = 0.1 from Fig. 40, scenario 2: σ′ = 0.1
from Fig. 41, scenario 3: ψ = 104 from Fig. 44,
and scenario 4: ψ = 104 from Fig. 45. (FMNIST,
625 Edge Devices)
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Fig. 48: Comparison of parameters transferred
among layers in EUT vs MH-MT over scenario 1:
σ′ = 0.1 from Fig. 40, scenario 2: σ′ = 0.1 from
Fig. 41, scenario 3: ψ = 104 from Fig. 44, and
scenario 4: ψ = 104 from Fig. 45. (FMNIST, 625
Edge Devices)

Fig. 49: Energy consumption on MNIST w/ 125 nodes for varying σ′. Fig. 50: Parameters transferred on MNIST w/ 125 nodes for varying σ′.

Fig. 51: Energy consumption on MNIST w/ 625 nodes for varying σ′. Fig. 52: Parameters transferred on MNIST w/ 625 nodes for varying σ′.
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Fig. 53: Energy consumption on FMNIST w/ 125 nodes for varying σ′. Fig. 54: Parameters transferred on FMNIST w/ 125 nodes for varying
σ′.

Fig. 55: Energy consumption on FMNIST w/ 625 nodes for varying σ′.
Fig. 56: Parameters transferred on FMNIST w/ 625 nodes for varying
σ′.

Fig. 57: Energy consumption on MNIST w/ 125 nodes for varying ψ. Fig. 58: Parameters transferred on MNIST w/ 125 nodes for varying ψ.
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Fig. 59: Energy consumption on MNIST w/ 625 nodes for varying ψ. Fig. 60: Parameters transferred on MNIST w/ 625 nodes for varying ψ.

Fig. 61: Energy consumption on FMNIST w/ 125 nodes for varying ψ. Fig. 62: Parameters transferred on FMNIST w/ 125 nodes for varying
ψ.
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Fig. 63: Energy consumption on FMNIST w/ 625 nodes for varying ψ. Fig. 64: Parameters transferred on FMNIST w/ 625 nodes for varying
ψ.
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