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The growing adoption of hardware accelerators driven by their intelligent compiler and runtime system
counterparts has democratized ML services and precipitously reduced their execution times. This motivates
us to shift our attention to efficiently serve these ML services under distributed settings and characterize
the overheads imposed by the RPC mechanism (‘RPC tax’) when serving them on accelerators. The RPC
implementations designed over the years implicitly assume the host CPU services the requests, and we focus
on expanding such works towards accelerator-based services. While recent proposals calling for SmartNICs
to take on this task are reasonable for simple kernels, serving complex ML models requires a more nuanced
view to optimize both the data-path and the control/orchestration of these accelerators. We program today’s
commodity network interface cards (NICs) to split the control and data paths for effective transfer of control
while efficiently transferring the payload to the accelerator. As opposed to unified approaches that bundle
these paths together, limiting the flexibility in each of these paths, we design and implement SplitRPC - a
{control + data} path optimizing RPC mechanism for ML inference serving. SplitRPC allows us to optimize the
datapath to the accelerator while simultaneously allowing the CPU to maintain full orchestration capabilities.
We implement SplitRPC on both commodity NICs and SmartNICs and demonstrate how GPU-based ML services
running different compiler/runtime systems can benefit. For a variety of ML models served using different
inference runtimes, we demonstrate that SplitRPC is effective in minimizing the RPC tax while providing
significant gains in throughput and latency over existing kernel by-pass approaches, without requiring
expensive SmartNIC devices.
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1 INTRODUCTION

Executing Machine Learning (ML) models to make predictions and inferences is an important
workload across numerous domains (e.g., image recognition, NLP, advertising, recommendation
systems). These ML services are usually hosted on high-end servers, which not only have multiple
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CPU cores, but also accelerators (e.g., GPUs, TPUs) that are vital for efficient processing of ML
inference tasks. Clients typically utilize these services via Remote Procedure Call (RPC) mecha-
nisms [15, 22, 46, 64], invoking specific functions along with their arguments, rather than through
basic socket interfaces. Recent works have proposed methods for improving the throughput and
latency of general RPC systems [4, 30, 33, 34, 52], but the impact of RPC systems on ML workloads
that utilize accelerators has not been explored in depth. To address this void, this paper: (i) points to
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Fig. 1. Breakdown of end-to-end execution time of services executing on an Nvidia-A100 accelerator using
gRPC. ‘SerDes’ is the cost of serializing and deserializing the payload into protobuf at the (C)lient and (S)erver
side respectively. A large fraction of time is spent moving data between the GPU/CPU/NIC.

the need for customizing RPC implementations for ML-like services (i.e., those which are offloaded
to GPUs/accelerators rather than performed by the CPU); (ii) demonstrates that simply moving the
entire RPC stack to the GPU is highly inefficient; (iii) proposes a novel approach called SplitRPC
that avoids these inefficiencies by decomposing/de-multiplexing the RPC stack into control and
data flows and managing them separately across the CPU/GPU/NIC.

Processing an RPC includes many components such as serialization/deserialization (SerDes) as
well as other client and server processing overheads. There are also network transfer overheads and
data movement overheads within the server (e.g., NIC to main memory transfer). This “RPC tax” [52]
is typically viewed as small relative to the execution time of the RPC function itself. However,
our experiments (Figure 1) show that the RPC tax is a large percentage of time across multiple
real-world ML models and a microbenchmark (VecAdd1K). This is due to shrinking execution times
over the years. Since GPUs/TPUs have been optimized substantially to reduce execution times, the
RPC overheads are now a dominant factor in end-to-end latency. For instance, if we consider the
well-known ML model ResNet50, the latency has come down from 47ms in 2017 [15] to 2.5ms today.
If we consider a tax of ~980us (as in a gRPC [20] implementation today), the overhead for ResNet50
has risen from 2.3% in 2017 to 39% today as a consequence of the execution time reduction.
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One way to reduce this tax is to incorporate additional hardware (either separate hardware
as suggested in [52, 62] or more sophisticated intelligence within the NIC [18, 34], referred to
as SmartNICs) to take on some of the RPC processing work that is traditionally done by the
CPU. This can reduce some of the data transfers (e.g., ensuring only what is needed is transferred
rather than complete packets) and reduce/hide some of the computations in the tax (e.g., protocol
processing, marshaling/un-marshaling arguments). However, RPC implementations and their
proposed optimizations [8, 18, 30, 33, 34, 52, 62, 70] have all inherently assumed that requests are
serviced entirely on the server’s CPUs.

ML tasks that utilize accelerators (e.g., GPUs, TPUs) incur extra overhead when composed as RPC
services since their core execution is not on the CPU. This results in unnecessary data movement
and copying, which can be seen as a major component in Figure 1. Lynx [66] is a recent work that
shows that using a SmartNIC to bypass the CPU and directly transfer data from the NIC to the
GPU can significantly lower data movement costs. However, we observe the need to take a more
nuanced approach while dealing with real-world ML models. While their approach is beneficial
for simple microbenchmarks comprising a single kernel, we demonstrate that the control and
orchestration mechanisms are the predominant factors when running ML models with multiple
kernels. As we will see (Section 3.2), a sub-optimal orchestration mechanism that optimizes just
the data movement is extremely inefficient and slow. Fundamentally, the control and orchestration
of many kernels within ML models is best suited to general purpose CPU processors, while the
parallel execution of the kernels is best suited to optimized accelerators.

These observations highlight the intuition behind SplitRPC - split the control and orchestration
path from the data path. In SplitRPC, we configure the (Smart)NIC to selectively switch incoming
components of an RPC request to the host CPU (control) and the GPU (data). This allows the CPU
to efficiently handle the orchestration of the many kernels within an ML model while avoiding
unnecessary data transfers between main memory and the GPU. Specifically, this paper makes the
following contributions towards implementing an efficient RPC stack for ML services:

Contributions:

e We measure and identify two equally important factors of the RPC tax of ML inference: (i) data
movement to/from the accelerator, and (ii) orchestration of ML kernels.

e We design and build SplitRPC, an RPC stack for ML services on commodity NICs (SplitRPC-
pNIC) & SmartNICs (SplitRPC-sNIC) that promotes a split {control + data} path design to minimize
data movement while maintaining efficient control and orchestration. SplitRPC is available at
https://github.com/minus-one/splitrpc.

o SplitRPC implements a novel queueing mechanism to enable simultaneous transmission/reception
of data and dynamic batching of the inference tasks on the accelerator.

e We evaluate SplitRPC against (i) traditional gRPC based mechanisms with kernel bypass op-
timizations, and (ii) newly proposed SmartNIC-based approaches that service the entire RPC
call on the GPU [66]. Our design provides 52% (on average) improvements in the end-to-end
execution time and up to 2.4x gains in throughput with dynamic batching for a variety of ML
inference services.

2 MOTIVATION: CANNOT IGNORE RPC TAX FOR ML INFERENCE SERVING ANY
LONGER

Many datacenter/cloud based ML services today utilize RPC mechanisms [15, 46] such as gRPC [20]
or bRPC [3]. For example, an image recognition web application would receive an input image and
make an RPC call with the input payload to a backend inference framework (e.g., TensorRT) hosted
on a remote server to execute the ML model (e.g., ResNet50), which in turn invokes a sequence of
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kernels on the GPU/TPU. We study the cost/overheads of serving such ML inference applications
written for GPUs as gRPC services, representative of many inference serving systems used in
production [46, 68] and in research [22, 76].

Figure 1 shows our motivating results across a simple microbenchmark kernel (VecAdd1K),
compiler generated optimized backends (LeNet using TVM [10], LSTM using NNFusion [39]), and
runtimes that generate optimized kernels on the fly (ResNet18/50, BERT using TensorRT [68]). We
measure the end-to-end (E2E) execution time of these services as measured on the client side in
a distributed setting with a high speed low latency network (see Section 6.1 for details). Figure 1
breaks down the E2E execution time of each of these services (shown in us below each bar) into
the percentage of time spent under different components. First, we observe that for all services,
the E2E execution time is significantly higher than the compute time (i.e., GPU time) with shorter
services having larger overheads. . The ‘GPU’ time is influenced by different factors including the
compiler/runtime optimizations [10, 28, 39, 42, 65] used to orchestrate the GPU in addition to the
GPU architecture itself. Interestingly some of the inherent gRPC related tasks like serialization
and deserialization into protobuf — labeled as ‘SerDes(S)’ and ‘SerDes(C)’ for the server side and
client side respectively — do not contribute much to the overheads [31, 47]. Coupled together with
other gRPC related tasks, this comes to <9% of the E2E execution time (with the maximum for
ResNet18). The main source of overheads arises from the data movement through the memory
hierarchies. Note that this cost does not include the time spent in the network, which is shown
separately as ‘Network’. The data movement cost includes both data movement between the host
memory and GPU memory as well as the data movement through the network sub-stacks (i.e., the
Linux kernel). For shorter models like LeNet, the RPC tax due to data movement is as much as 73%
of the E2E execution time. This tax is a growing problem for ML inference due to two reasons. The
rapid rise in the compute power of accelerators [6, 7, 54], and more importantly, the plethora of
compiler optimizations has resulted in the execution times of these ML models (‘GPU’ time) to
shrink to ps-scale or low ms-scale regimes. This magnified RPC tax necessitates a redesign of the
RPC software stack used by distributed ML services.

3 RPCS FOR ML INFERENCE

The RPC mechanism used to execute ML inference on a server with an accelerator is provided
(i) a specification of the request/response data for the ML inference (e.g., the dimensions of an
image), and (ii) a backend inference framework [48, 68] along with a ML model definition (e.g.,
ONNX [5]/TF FrozenGraph [63]) containing a dataflow graph (DFG) of ML kernels to run as part of
the inference query on the input data. Once the input data from the client is received, the inference
framework is called to execute the optimized backend implementation of the ML model on the
accelerator (e.g., CUDA kernels on Nvidia GPUs). After the computation completes, the response is
sent back to the calling client.

Let us examine the sequence of steps in serving this query. We consider the request path and
note that the response path is just the reverse of this path.

3.1 Network transport stack (N):

The NIC has to be programmed to receive the request (physical/link layers) and subsequently some
kind of transport mechanism has to be employed for reliable receipt of the request. Invariably in
the context of RPCs, simple UDP mechanisms suffice [30, 33]. At the end of this, the request (and
its parameters) either rest on the DRAM of the NIC or in the host/accelerator memory of the server
(depending on if the implementation takes advantage of hardware support). Note that this request
has 2 components - (i) the request (64B), which we will henceforth refer to as Control (C), and (ii)
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the parameters of the request (up to a few KB for some inference tasks), which we will henceforth
refer to as Data (D).

e Control (C): Conventionally, the only entity that could implement the RPC function has been
one of the server CPUs. However, with the growing popularity of accelerators (e.g., GPUs) for
ML tasks, the accelerator takes on more (or even all) of the work compared to the host CPU. This
gives us 2 options to route the control flow. (C1): As before, the NIC passes the control data to
the host (memory) using (R)DMA mechanisms; or (C2): the NIC directly transfers the data to the
GPU (memory) given direct device-to-device (P2P) [41] transfer capabilities that are available in
modern devices.

o Data (D): Again, these 2 options are available for the flow of data. (D1): DMA-ing the data portion
to the host memory for main CPU access (necessitating another copy to the GPU memory); or
(D2): DMA-ing the data into the GPU memory directly, thus saving one additional hop in the
data transfer.

3.1.1 Comparing choices for step (N):. We now explore the tradeoffs of executing step (N) on our
prototypical heterogeneous server, with the choice of 3 categories of NICs available in the market
today (see Figure 4).

o Simple: The simplest (and cheapest) NIC option is one which only provides FIFO queues to/from
the external wire, with small buffers and DMA engines to transfer to host memory. These do not
have on-board processing capabilities, and rely on the host CPU for their programming. Hence,
the execution has to be done by the host CPU, and we can only employ design choices (C1) and
(D1) for the control and data path - the NIC has no way of figuring out what portions are the
data and/or control in the incoming packet.

o P2P: The P2P NIC is an improvement over the
; . : 4 =)
plain option above, wherein there are peer-
. CPU GPU
aware channels/queues, which can be pro- ML ML
grammed a priori to route their contents to Orch. RDMA _| RDMA Model
different peer-to-peer (P2P) devices’ memory I oC -
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. . <
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Such programming, however, has to be done

by some intelligent entity a priori, and in this ~Fig. 2. SmartNICs have programmable compute on
case it has to be done by the host CPU since them. For e.g., the Mellanox BlueField has ARM cores
the NIC itself does not have any other intelli- where the network stack can be offloaded.

gence. These NICs (e.g. Mellanox CX-5) are widely used and only cost slightly more than the
first category.

e Smart: Apart from the hardware supported in the prior two categories, commodity SmartNICs
are available which come in a variety of flavors. They have programmable compute available
on them apart from specialized accelerators for packet processing making them substantially
more expensive (4x the P2P NIC cost). For e.g., Mellanox BlueField has ARM cores and Mellanox

Innova Flex has FPGAs as programmable compute.
As shown in Figure 2, the SmartNIC sits as a PCle peripheral device on the server and can

communicate with the host CPU as well as the GPU. They use conventional DMA engines
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Fig. 3. Normalized breakdown of time spent in computation and orchestration under different ML orchestra-
tion mechanisms (Nvidia A100). O1: ‘CPU’ based orchestration, O2: ‘GPU’ based orchestration, and O1+CG
is O1 performed using the CUDAGraphs API. Lower is better.

(e.g., Netronome Agilio) or RDMA engines (e.g., Mellanox BlueField) implemented over PCle to
establish direct data-paths between the NIC and the host CPU/GPU.

On such SmartNICs, we can offload the entire (N) functionality to the compute engine on the
NIC itself rather than the host CPU and leverage the device APIs (e.g., Nvidia’s GPUDirect) to
program the data-paths to facilitate choices (C2) and (D2).

3.2 ML Orchestration (O):

The next critical step in servicing the request is orchestrating the ML computation on the GPU. This
involves launching one or more kernels (e.g., CUDA kernels on Nvidia GPUs) according to the ML
model’s computation dependency graph. There are two primary approaches to orchestration.

e CPU-managed (O1): Typically, a ML inference framework [10, 15, 22, 56, 68] running on the
CPU will manage the launching and orchestration of all the kernels in the ML model. While this
approach puts the launch overheads of the first kernel in the critical path of the RPC service, it
allows for greater control in synthesizing the computation by the ML framework as the host
CPU will have full visibility on when to launch each kernel. Additionally, this orchestration style
is readily adoptable by all existing ML frameworks requiring minimal/no change to their internal
execution mechanisms.

o GPU-managed (02): Alternatively, it is possible to trigger kernels to run from the GPU, but
it requires persistently running the kernels on the GPU [23]. The computation itself waits to
start executing until it is signaled via a synchronization flag. Kernels of the model would then
be launched directly from the GPU. However, triggering subsequent kernels on the GPU suffer
from (implicit) inter-kernel synchronization, which we observe to be catastrophically slow for
ML models with dozens of kernels. On Nvidia GPUs, this mechanism is referred to as CUDA
dynamic parallelism (CDP) [29].

3.2.1 Comparing choices for step (O):. We compare the choices for (O) by taking a few motivating
examples and studying the orchestration overheads of the two approaches (O1 & O2) on an Nvidia
GPU accelerator. We pick three applications - (i) VecAddIK: Adding a constant to a vector of size
1KiB, written as a simple CUDA kernel, (ii) LeNet: the LeNet digit recognition model constructed
using the TVM [10] compiler, which has synthesized optimized backend kernels for the different
layers, and (iii) LSTM: a language comprehension model constructed using NNFusion [39], a recent
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state-of-the-art runtime system that fuses multiple kernels together (thereby reducing the number
of kernels launched) and optimizes the execution on the device. All three applications can be
executed directly using the O1 approach and can be suitably modified to make the kernels run
persistently on the GPU using the O2 approach. In addition to this, we implement an enhanced O1
approach (calling it as O1 + CG by modifying these applications to use the CUDA graphs API [44]
to launch the entire set of kernels as a single graph on the GPU and reduce the kernel launch
overheads even further.

Figure 3 compares the slowdown (normalized to O1) for executing these applications using these
different techniques on the Nvidia A100 GPU (see Section 6.1 for full setup). As we can see, there
is a clear performance difference among the various schemes. For VecAddIK consisting of just 1
kernel, O2 outperforms both O1 and O1 + CG. However, as we investigate the breakdown in the
time spent in compute vs. orchestration overheads, we can see a different story emerging even
for a simple ML service - LeNet - with 12 kernels. The performance of O2 is orders of magnitude
(~ 8 — 9x) worse with the major source of overhead being the GPU-managed orchestration. This is
because using the GPU to launch multiple large kernels (typical for ML models) one after another
forces kernel launches and the associated synchronization to happen on the accelerator itself, which
cripples the performance of the whole model. Since ML models typically have dozens of kernels (see
Table 1), the O2 mechanism is catastrophically bad. Thus, the RPC mechanism that we implement for
serving ML models needs to be considerate of the accelerator orchestration mechanism that is employed
by the service. While CDP on GPUs could be useful in many other scenarios, it is ineffective for
orchestrating entire kernels of ML models. Under CDP, as we launch child kernels inside a parent
GPU kernel, the cost associated with creating dozens of child kernels inside the GPU and the final
synchronization for the completion of the last child kernel is prohibitive. Alternatively, on the host
CPU, kernel launches on the CPU and kernel execution on the GPU can overlap, thus hiding this
overhead.

Therefore, this observation makes an important case that the control path considerations are far
more critical in executing ML models on accelerators. While the choice (O2) on paper is seemingly
optimal in reducing the communication costs with the accelerator, it moves critical control path
activities to the accelerator, which may lack the capability to perform those activities in an optimized
fashion.

3.3 Key considerations in ML Inference

There are 3 key considerations/questions/challenges in building RPCs tailored for ML inference.

(i) The key factor, as seen in Figure 3, is in picking the right orchestration technique for the
accelerator to fully realize the benefits of the runtime + compiler sub-systems. Sub-optimal or-
chestration can negate all the benefits of other optimizations performed by the implementation.
Towards that, the RPC mechanism that we implement has to correctly interface with the compiler and
runtime techniques developed for the accelerator.

(i) While there are prior RPC stacks (including kernel bypass mechanisms) targeting distributed
applications, most of these are geared towards applications running on the host CPU. The key
challenge is in carefully expanding the RPC data-path approaches to be “accelerator-aware”.

(iii) SmartNICs have emerged as a panacea to offload parts of the RPC mechanism [34, 71] or
even parts of the computation itself [32, 36, 37] to optimize the end-to-end execution time for
distributed services. This raises the question, should we dedicate additional hardware if all we need
is to simply transfer data to the accelerator?
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Fig. 4. Implementation choices for building accelerated services. Approach (1) is tailored for Simple NICs
lacking any data-path optimizations; approaches (1) & (Ill) optimize for the data-path while forcing the accel-
erator to perform the orchestration. The proposed split designs (IV) & (V) combine data-path optimizations
while dynamically managing the control flow on the CPU.

4 TAILORING RPCS FOR ML INFERENCE

Based on the preceding discussion on the choices of the control path (C), data path (D), and more
importantly the considerations to be made in orchestration (O) for ML inference, we outline 5
different implementation choices in Figure 4 on the 3 kinds of NIC hardware (Simple, P2P, and
Smart).

4.1 Traditional CPU based designs:

For simple NICs, the ML inference service deployment is depicted in implementation choice (I),
which corresponds to design choices {C1, D1, O1}. This choice is commonly used today in many
deployments [15, 22, 56, 76]. The design is simple, straightforward, and readily deployable on
all systems with little additional cost. As described earlier (Section 2), the key limitation of this
approach (I) is the additional data movement overheads as the NIC lacks direct data-paths to the
accelerators.

4.2 GPU based designs:

P2P NICs and SmartNICs facilitate direct (R)DMA paths to different devices (accelerators/CPU)
on the server, thus allowing all 4 control/data flows designs {C1, D1, C2, D2} to be implemented.
GPU based designs [16, 61, 66] choose to route the control and data to the accelerator {C2, D2}
using these data-paths on P2P and SmartNICs. As a result, the orchestration is also shifted to the
GPU. This design overcomes the limitations of CPU based designs by enabling direct data-paths
to the accelerator (D2), but unfortunately, the orchestration choice is limited to O2, making them
counterproductive for serving ML inference workloads (see Figure 3).

4.3 SplitRPC:

The intuition behind our work is to explore the possibility of getting the best of both worlds while
avoiding their individual deficiencies - data is not needed by the host, but orchestration is more
effective if done by the host. That is, SplitRPC performs D2 in combination with O1 by selectively
routing the control information to the host CPU (C1). This design choice of {C1, D2} allows us to
be flexible and choose the better orchestration scheme O1 while allowing us to leverage direct
data-paths to the accelerators. We implement this design using both P2P NICs (IV) and SmartNICs
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(V). To achieve this, we have to route the control portion to the host (C1) while sending the payload
portion to the accelerator (D2). Fortunately, as we will show, this is achievable on commodity P2P
NICs available in the market today, without requiring the extensive processing capabilities of
expensive SmartNICs. We program the NIC (in both P2P NICs and SmartNICs) to split the incoming
request into predefined control and payload portions and use the DMA engines to forward this
request to their appropriate destinations.

5 BUILDING SPLITRPC

We implement the SplitRPC design for both P2P NICs (SplitRPC-pNIC) and SmartNICs (SplitRPC-
sNIC). Both these NICs allow for peer-aware transfer of {Control + Data} and therefore can im-
plement any of the design choices. We specifically focus on (C1) where the control information
is sent to the CPU, (D2) where the data is directly sent to the accelerator, and (O1) where the
accelerator is orchestrated dynamically from the CPU, which works well for ML models. In the
case of SplitRPC-sNIC, the SmartNIC runs the network stack, while in the case of SplitRPC-pNIC,
the host CPU programs the NIC and performs the request/response processing. The NIC’s job
in this case is only to demux/split the incoming packet components into the appropriate queues.
There are 4 high-level implementation details of SplitRPC and we next expand on each for both the
implementations.

5.1 How does SplitRPC split the RPC?

We first describe the transport mech-

anism of our network stack and _

then explain how the splitting is  UDP [ Control| 45

achieved by the NIC. We draw in-  packet
o —_—

spiration from recent host-focused

RPC proposals [30, 33] and use a Data

UDP-based transport protocol. We

add a small service-layer header on Fig. 5. High level overview of how SplitRPC splits the incoming

top of the UDP header and use that to RPC request into Control (C) and Data (D) portions using Scatter-
Gather DMAs.

NIC CPU
DMA (Control)

Req3 Req2 Reql Launch

PU kernels

G
DMA (Data) E E E
Req3 Req2 Reql

Packet size
SYINQ
Jayien/ianeds

send/receive the Control information
about the request/response. The Control header contains essential details including - (i) req_id: A
64-bit request identifier that is uniquely generated by the client to match the response, (ii) func_id:
A 16-bit function identifier to match the service to be executed for this request, (iii) seq_num:
To support large requests, we break down the request into multiple segments and use this 16-bit
sequence number identifier to reassemble the segments into the full request. An RPC call is uniquely
identified by 4 tuples - the caller’s UDP socket info - (a) IP-address and (b) port-number along
with the (c) req_id and the (d) func_id. These 4 tuples are sufficient to uniquely identify a call in
the system. The header is padded appropriately so that the total size of the header (including the
UDP, IP, and Ethernet headers) is 64B This helps for cache line alignment on the host and cleaner
splitting by the NIC’s DMA engine. The application related Data (which can be the request/response
data) comes after this header, and if the payload size is larger than the (pre-established) path MTU
(maximum transmission unit), this data will be broken into multiple segments, with each segment
having a Control header describing the request segment. This allows SplitRPC to be easily adopted
across a mix of ML services with small request sizes (few 100Bs) that fit within a single segment
(e.g., BERT) and large request sizes (few 100KiBs) requiring segmentation (e.g., ResNet50).

Now that we have defined the Control and Data portions of the SplitRPC RPC request, we have
to program the NIC to send the Control portion (containing the func_id) to the host CPU so that
the corresponding inference framework can be invoked to run the computation. Modern NICs
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(including P2P and SmartNICs) typically have a shared ring-buffer + doorbell mechanism [50] to
store incoming packets in pre-allocated memory regions (typically allocated as huge pages) and
notify the host CPU (or the ARM core/FPGA on the SmartNIC) once the packet has been copied
into these memory regions. Additionally, these NICs also feature scatter-gather DMAs to scatter
incoming packets on predefined size boundaries. These pre-allocated memory regions can also be
on the GPU memory, but require mapping the GPU memory regions to be peer-aware both on the
GPU and the NIC. We use the corresponding driver APIs - Nvidia’s GPUDirect [43] and Mellanox’s
PeerDirect [41] - to register the memory regions to allow the NICs to directly send information to
the accelerator. This is illustrated in Figure 5.

In the case of P2P NICs where the host CPU directly programs the NIC, we create two memory
regions - one on the host memory, and one on the GPU memory - and program the NIC’s scatter-
gather DMA engines to scatter the 64B Control portion from the CPU memory (by consuming
buffers allocated on the CPU memory region), and send the Data portion to the buffers in the GPU
memory region. The doorbell containing the address information of both the Control and Data is
notified on the host CPU once both these DMA operations are completed by the NIC. Note that
scatter-gather DMAs are pretty common and have even been explored in the context of RPCs [53]
to scatter the payload itself into different regions on the host CPU. A recent work [51] proposes to
do splitting of packets between the host memory and the NIC’s on-device memory for processing
network functions. In contrast to these approaches, we leverage the DMA features on the NIC to
split an RPC request between the host memory and the accelerator memory, which has not been
explored before.

On the SmartNIC, the ARM core allocates two separate memory regions on the NIC’s DRAM for
Control and Data. When it receives the incoming packet it performs a similar split into these local
memory regions on the NIC DRAM. Then, the Data portion alone is RDMA-ed to the application
specific memory region on the GPU.

On both these NICs, we implement this split using DPDK [27], a software packet processing
framework that facilitates programming the NIC and additionally helps by-pass the kernel stacks
altogether to maximize performance.

5.2 How SplitRPC facilitates data-transfer to/from the ML application?

We expose two APIs to send/receive request/response data to/from the ML application. In the case
of P2P NICs where the address spaces are shared between devices, it is efficient to just send the
pointer to the Data portion. We expose a Zero-Copy (ZC) API that directly provides this buffer
information about the Data as ZC-Entries (ZCE) to the inference framework. There are two other
cases that require the use of the second slightly more complex API. First, the request itself can
be multi-segmented (i.e., have multiple Data portions that may be non-contiguous in the device
memory) because of packet reordering or other issues. Second, to process a batch of requests
together, ML frameworks require these requests/responses to be laid out contiguously. To deal with
these challenges, we expose our second AP, that implements and provides shared Tensor-Queues
(TQ) for each input/output tensor between the RPC system and the inference framework. “Tensors’
are typically how the data to an ML model is produced/consumed, which for the purpose of this
discussion can be thought of as contiguous virtual memory regions. A TQ is a contiguous region of
memory stored on the accelerator/GPU memory, parameterized by an element size and capacity.
The element size is specified by the application depending on the size of the tensor inputs consumed
per request. Each TQ element (TQE) corresponds to a tensor of a request or a response. Once all
Data segments of a request are received by the network stack, they are gathered and copied into
their corresponding TQ entries and are provided to the inference framework.
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When all segments of an RPC request have been received on a P2P NIC, these segments are
already resident on the GPU memory, thanks to the splitting mechanism that we have implemented.
Therefore, we trigger a simple GPU kernel that simply gathers segments of a request and deposits
them into the appropriate TQEs allocated from the request’s TQs which are GPU resident using
the GPU’s DMA engines. Similarly, once a response is ready, the TQE is copied to the appropriate
segments of the response. Note that these operations do not move the data across the PCle bus
which is an order of magnitude slower than the high speed GPU memory.

On the SmartNIC, the request is first assembled on the SmartNIC’s memory where the buffers
reside. Then the entire payload is RDMA-ed using 1-way RDMA-WRITE in a single shot to the service’s
TQ residing on the GPU utilizing GPU Direct RDMA capabilities. In the response path, the response
TQE is read using one-way RDMA-READ and scattered onto one or more buffers before transmitting
it to the corresponding client.

5.3 Orchestration mechanism of SplitRPC

To coordinate between the network stack and the inference framework, SplitRPC implements a
side-car data structure called Inference-Monitor (IM) for each service. The IM maintains a state-
machine of all the RPC calls containing (i) RPC_call_id: an ID to uniquely identify an active RPC
call, (ii) client_info: the client information (4 tuples explained previously), (iii) TQE_ptr: pointers
to the appropriate TQEs (or ZCEs in case of Zero-Copy), and (iv) a flag representing the state
stored on the host memory. This state is an integer representing the RPC call being in one
of these states: {READY, RX_COMPLETE, WORK_COMPLETE, TX_COMPLETE}. Once the payload is
gathered by the network stack, it marks the request in the IM as RX_COMPLETE. At this stage the
accelerator can run the computation. Once the execution is complete, the RPC call’s state is updated
to WORK_COMPLETE. The network stack then picks up these completed RPCs and transmits the
response back to the clients, marking them as TX_COMPLETE. The IM automatically recycles the
RPC calls to be used by subsequent requests.

On the SmartNIC, the IM is distributed between the host and the SmartNIC’s memory. The client
information and the pointer information is stored on the SmartNIC’s memory while the state is
replicated on both the host memory and the SmartNIC’s memory. The SmartNIC writes both the
request payload into their TQ and the state information using ROMA-WRITE as a work-request with
multiple scatter-gather entries. Once the inference is complete on the accelerator, the SmartNIC
is notified about this using an RDMA-SEND with the RPC call id sent inline as an immediate data.
We experimented with a polling mechanism using one-sided RDMA-READs and found it to be a less
performant mechanism.

5.4 Supporting dynamic batching of requests

As discussed earlier, ML computations are often batched together to boost the throughput and
increase the utilization of the accelerator. The inputs to the batch of requests need to be contiguously
laid out in the memory (or require additional memory copies to make them contiguous). The batch
sizes can dynamically vary depending on the system load and the available outstanding requests.
SplitRPC automatically lays out incoming requests into its TQs in a contiguous fashion by allocating
subsequent TQEs next to each other in memory. However, there is one important case to be handled
which is illustrated in Figure 6. Let us say, the current batch that is executing corresponding to TQEs
Té, T7 shown in green, and the next batch requires TQEs T8, T1, T2 shown in orange. These 3 TQEs
(T8, T1, T2) need to be contiguous. Consequently, we need to carefully handle the wrap-around
scenario where the current TQE can point to the end of the TQ and the next TQE can point to the
start of the TQ. To deal with this scenario, we implement a clever trick to the TQ memory region
allocation as shown in Figure 6 and explained as follows. We first allocate a contiguous physical
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Fig. 6. SplitRPC performs dynamic batching using a novel memory allocation mechanism of the Tensor
Queues to easily handle the wrap-around case while accessing contiguous Tensor Queue Entries (TQEs).

region (‘Physical region 1°) of memory corresponding to each TQ. We then map the same physical
region twice in a back-to-back fashion to form a large contiguous virtual region as “Virtual region
1’ and ‘Virtual region 2’. The lower half of this virtual region (‘Virtual region 1’) is then exposed as
the TQ_MR from which TQEs are allocated one after the other. This provides the illusion to the
ML inference framework that a batch of requests, even if they wrap around the TQ, are always
contiguous in virtual memory. We use the recently introduced CUDA Virtual Memory APIs [45] to
achieve this on Nvidia GPUs .

5.5 Using SplitRPC
SplitRPC is implemented

in C++ and exposes C++ Client - m Server
APIs to be consumed by App SpIItRF.’SCI'tRPCR Stp itRPC App GPU
ML services. We briefly pC Call e L Data: payload |
. . _La Orchestration:
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and server components e.q.: classifylmage ’”f;fe”“?gc"” o Launch i
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. e.g.: image address of 'N’
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Figure 7. SplitRPC exposes RPC. Return - adddress of K., Complete
two sets of APIs - (i) . response | response g
SplitRPC-Server library APIs e.g.: classification| ,_SPIitRPCResponse Data: response

to be consumed by the } '
ML App, and (ii) SplitRPC- Flg: 7. Shows how the Client/Server components of an ML service can use
Client library APIs to be SPIitRPC.

used to write application clients. A client can be any other workload (e.g., a web application) that
wants to avail ML inference as a service. This client can be running on same or another machine in
the datacenter. Clients use the SplitRPC-Client side APIs to generate a SplitRPC request by passing
the application payload (e.g., Image). To make an RPC call, the application client simply needs to
make the API call with the func_id and payload information to the client library. These APIs can
be consumed as a static/shared SplitRPC library similar to how gRPC applications are linked to
gRPC libraries. The application configures the client library during application startup to point to

!CUDA guarantees the coherence between these two virtual memory addresses as long as they are not simultaneously
accessed in a threadblock [45].
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Service Domain Dataset  Framework | # Kernels Duration GPU (us) | IO size Request Response
LeNet Image (CNN) MNIST TVM [10] 12 Short 61 Tiny 784 B 40 B
LSTM Text (RNN) Synthetic  NNFusion [39] 32 Short 198 Small 8 KiB 1 KiB
ResNet18 Image (CNN) ImageNet TensorRT [68] 50 Medium 588 Large 588 KiB 3.9 KiB
ResNet50 Image (CNN) ImageNet TensorRT [68] 95 Long 1248 Large 588 KiB 3.9 KiB
BERT | NLP (Transformers) | SQUADv2 TensorRT [68] 172 Long 2042 Small 6152 B 2056 B

Table 1. Evaluation covers ML services spanning different application domains, inference frameworks, dura-
tion, and 10 sizes.

a specific service endpoint (IP address, Port number) and func_id (provided as user input) along
with other information such as payload size etc. In our experiments, the client application is a
load generator application which (i) generates requests (application payload) corresponding to
the configured load, (ii) calls the SplitRPC client APIs to send the request, (iii) captures response
returned by the client, and (iv) tracks performance measurements corresponding to a model. The
server process needs to be created using the SplitRPC-Server library APIs to process this request
as described in Section 5.1. The ML application needs to provide function callbacks to the server
side library which will be invoked once a RPC request is received on the server.

SplitRPC-Server side APIs: SplitRPC exposes server side APIs that can easily be adopted by
inference frameworks (like TensorRT) or simple CUDA kernels. To setup/register a RPC function,
the application provides: (i) a func_id which identifies the service for the client, (ii) a descriptor for
the set of inputs and outputs including the device on which the ML service will consume/produce
the data, (iii) function callbacks to the inference framework to be executed upon receiving a request
and/or finishing a response, and (iv) a flag to enable dynamic batching and specify a maximum batch
size. SplitRPC will then call the application’s function and provide the location of the payload (within
the GPU’s memory) whenever a RPC request is received. The application then has control over
the orchestration and launching of the kernels on the GPU. Once the ML computation is complete
and the application’s function returns (marked by WORK_COMPLETE), SplitRPC’s network stack
gathers the response data from the GPU and host memory and send it back to the client. This entire
API is simple to use and adds 25 - 65 LOC per application for the ones that we have evaluated.

SplitRPC-Client side APIs: The client calls SplitRPC with a func_id indicating the RPC function
to call, the input payload (e.g., image to classify), and the server endpoint. We implement two clients
to be consumed by any service. (i) a DPDK-based client which is mainly used by our load generator
test harness, and (ii) a traditional socket-based client to be used by any general application. The
client API takes the user provided payload, splits it into appropriate segments, inserts the SplitRPC
header with the client-specified req_id, func_id and seq_num, and routes it to the appropriate RPC
server endpoint. Once the response has arrived for the req_id, it returns the response payload back
to the client function.

6 EVALUATION

Our goal in this work is to illustrate that RPC Client Server

mechanisms for accelerated services must be cog- cpy | Intel Xeon Gold 6230 | Intel Xeon Gold 6226

nizant of accelerator orchestration in addition to LLC: 27.5MB LLC: 44MB

. .. . . Memory | 188GiB DDR4 251GiB DDR4

just optimizing the data-path. While prior pro- pNIC: Mellanox CX-6

posals have focused on individually performing Nic | Mellanox CX-5 EN 100GbE

each, we have built split designs that achieve both EN 100GbE SNIC: Bluefield DP-2
. . s EN 100GbE

simultaneously, leveraging the full capabilities of GPU | - Nvidia A100 40GB

commodity NICs available in the market today PCle Switch PLX PEX 8796 Gen 3

rather than incurring SmartNICs. We first mea-

Table 2. Hardware

setup.

sure the improvements in end-to-end (E2E) execution time of SplitRPC implemented on (a) Mellanox
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CX-6 P2P NIC (SplitRPC-pNIC) and (b) Mellanox BlueField DP-2 SmartNIC (SplitRPC-sNIC) over
traditional gRPC-based approaches and Lynx [66], a recent SmartNIC-based data-path optimizing
implementation (which is representative of a type (III) implementation depicted in Figure 4) (Sec-
tion 6.2). We then study the latency performance (both mean & tail) of different SplitRPC based
user-facing ML services under stochastic load conditions (Section 6.3). Finally, we analyze the
dynamic batching capabilities of SplitRPC (Section 6.4).

6.1 Setup and methodology

Hardware setup: Table 2 lists the configuration details of the client and server machines used
for evaluation. The machines are connected in a back-to-back configuration using a high speed
100GbE QSFP DAC cable, in order to minimize latency and maximize the throughput. We enable
jumbo frames on the link and set the MTU to be 9000B. We disable power saving features on the
CPU and GPU on all the machines and isolate cores to minimize interference while running our
experiments. The NICs (SmartNIC/P2P NIC) and the GPU on the host are connected to each other
using a PCle switch to maximize their peer bandwidth, and all services are run on the closest host
socket CPU to both these devices.

Schemes compared:

o gRPC-VMA: This scheme represents state-of-the-art ML inference services [15, 22, 56, 76]. Most
(if not all) inference services use gRPC as the RPC framework. We prototype the services shown
in Table 1 using the C++ APIs of gRPC [20] and additionally enhance it using VMA [40], a
network accelerator by Mellanox that allows by-passing the network stack directly to user space.

e Lynx-sNIC: This is a recent state-of-the-art [66] that uses SmartNICs to directly transfer data
to the accelerator. This represents a GPU based approach (see Figure 4) which implements
orchestration on the GPU without any explicit support for batching/expose an RPC interface. We
compare the LeNet and LSTM models using this approach as only certain models are amenable to
this kind of orchestration. We specifically chose LeNet as it was explored in depth by Lynx [66].

o SplitRPC-pNIC: This is our split design scheme implemented with a Mellanox CX-6 P2P NIC.
It combines the benefits of having a good control path while also optimizing for the data-path to
the accelerator.

o SplitRPC-sNIC: This represents our SplitRPC scheme implemented on the Bluefield DP-2
SmartNIC.

o SplitRPC-local: This is a version of SplitRPC running locally on the server without traversing
the network/NIC. This serves as a theoretical upper bound version with lowest data movement.

ML inference services evaluated: The models that we had access to and could run on our
platform largely determined their choice in our evaluations. However, we demonstrate the flexibility
and versatility of SplitRPC by choosing different kinds of ML models with short/long execution
times and different request/response sizes. Most importantly our models are built using different
kinds of ML inference engines (TVM [10], NNFusion [39], TensorRT [68]). We have compiled all
models/inference engines against CUDA version 11.4. Table 1 lists the full details of the ML inference
applications that are evaluated. In addition to these, we also use microbenchmarks performing
vector addition (VecAdd) and matrix multiplication (MatMul) to articulate the importance of kernel
size on orchestration. The results indicate that even simple models require careful orchestration.
SplitRPC, by design is not tied to any specific model that we have used here in the evaluation.

Load generator: The client machine runs a common test harness which calls the corresponding
client (gRPC/SplitRPC) to benchmark all systems and captures all the measurements (except
certain breakdown measurements) on the client machine only. We use a closed loop load generator
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Fig. 8. End-to-end (E2E) execution time (normalized to gRPC-VMA). Lower is better. G: gRPC-VMA, L: Lynx-
sNIC, Sp: SplitRPC-pNIC, Ss: SplitRPC-sNIC, SI: SplitRPC local to the host (ideal). SplitRPC’s split {control +
data} path performs better than just optimizing for the data (Lynx) or control (gRPC) paths.

to measure (i) end-to-end execution time (single client) and the (ii) peak throughput (multiple
concurrent clients). We use an open loop load generator to evaluate the (iii) latency under a range
of load settings. These metrics are roughly equivalent to the distributed versions of the MLPerf [55]
evaluation scenarios - Single stream, Offline, and Server, respectively. We model request arrivals
in the open loop load generator as a Poisson Process to mock user-facing workloads, which are
parameterized by an arrival rate measured as requests-per-second (RPS) representing the load
imposed on the system. We run a validation phase to warm up the application and validate the
response before benchmarking each service.

6.2 Improvements in end-to-end (E2E) execution time

We first compare and study the break down of the normalized end-to-end (E2E) execution time for
each model in Figure 8. All times are normalized to the baseline gRPC-VMA. The E2E execution
time is broken down along 5 dimensions. (i) GPU time: execution time spent on the accelerator.
(if) Client proc.: processing time spent on the client including (de/)serialization for gRPC. (iii)
Server proc.: processing time spent on the server including (de/)serialization for gRPC. (iv)
Network: wire latency spent on the network. (v) Data movement: the remaining time, including
the data movement between the GPU/CPU/NIC and the time spent managing/moving data in the
network stack on the host.

Across all the real-world ML models evaluated in this experiment, SplitRPC implementations
perform much better than the conventional gRPC approach and the more recent Lynx approach.
Under SplitRPC-pNIC, the E2E execution time has reduced over existing CPU based schemes
(i.e., gRPC-VMA) by 52% on average with a maximum savings of 74% for LeNet. Most of these
savings are from reducing the data movement costs (shown in solid green). The contribution of data
movement alone has reduced from 49% (on average) under gRPC-VMA to 2% (on average) under
SplitRPC-pNIC. As expected, Lynx-sNIC does reduce the data movement costs, but the overall
performance is poor (2.1x, 2.7x worse than gRPC-VMA) for both the ML models due to the sub-par
orchestration mechanism employed in serving them. On the other hand, on the SmartNIC, our
SplitRPC-sNIC scheme reduces not just the data movement but has reduced the execution time by
47% on average (max of 72% for LeNet) over the baseline gRPC-VMA scheme. While this is good,
it performs worse than our SplitRPC-pNIC scheme (by 5 % points) as it performs an extra copy
operation to the SmartNIC’s DRAM using the less capable ARM cores on the SmartNIC. Lastly,
SplitRPC-pNIC scheme is within 14% (on average) of an ideal SplitRPC-local scheme where the RPC
is made local to the host. For models with large data transfers such as ResNet18 SplitRPC-pNIC has
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Fig. 10. Throughput and tail latency performance with dynamic batching. Maximum batch-size is set to 8.

a higher latency over the ideal (35%) and the overhead is almost negligible (2%) with models like
BERT.

These results show that: For ML inference serving applications, achieving savings in data move-
ment is important, but it is even more important to achieve these savings while being aware of the
orchestration overheads in coordinating the launch of kernels on the GPU. Additionally, as long as we
are able to split the control and data flow to the two different entities (host and GPU for control and
data respectively), deploying additional hardware (in the form of SmartNICs) is not really required.

6.3 Mean and tail latency under different load regions

Many of these ML services are typically deployed as user-facing applications, making it imperative
to study their mean and, importantly, tail latency under various load conditions. We vary the
arrival rate of requests to the server and study their normalized (to ‘GPU’ time) latency. Figure 9
shows the mean (left column) and P99 tail latency (right column) for all the schemes and services
under different load regions (shown as requests-per-second (RPS) on the x-axis). There are two
key observations. (i) SplitRPC schemes significantly increase the load regions under which the
service can safely operate (i.e., the knee points in the graph move to the right). These can be as high
as 2.6x higher than the baseline gRPC-VMA scheme as in the case of LeNet. On the other hand,
gRPC-VMA and Lynx are saturated easily because of the overheads imposed by the data movement
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and the orchestration respectively. This is fundamentally due to the differences in the maximum
throughput provided by each approach. Even without batching, these experiments show the ability
of SplitRPC to handle higher loads, and in the next section, we’ll see how batching provides even
greater benefits to throughput. (ii) Even under low load regions, the SplitRPC schemes provide
significant savings in mean and tail latency. For services with a low ‘GPU service’ time like LeNet,
these savings are huge — 90% (mean latency) and 88% (P99 tail latency) savings over gRPC-VMA
under low load. For other services like BERT, these savings are a respectable — 22% (mean latency)
and 18% (P99 tail latency) savings over gRPC-VMA under low load.

6.4 Dynamic batching

We next turn our attention to the benefits of batching. Recall that our Tensor-Queues (TQ) dynami-
cally batch multiple inputs together when the ML model supports batching. Our goal in this work
is not to come up with the best policy for batching, but to illustrate that SplitRPC can complement
and be easily extensible for batching. We have implemented a work-conserving batching policy
that dynamically caps and varies the batch size depending on the amount of outstanding work and
runs these batched inferences. That is, once an execution with a particular batch-size is complete,
we run another execution with (all) the outstanding requests capped by a maximum batch size. In
these experiments, we fix the maximum batch-size as 8 on the inference framework as these are
the typical batch-sizes deployed for user-facing scenarios. SplitRPC by itself does not have any
batch-size limitations.

We focus on two models, ResNet18 and ResNet50, that support batching. Despite similar payload
sizes, ResNet50 is larger and has a significantly longer GPU execution time than ResNet18. We
first study the peak throughput under this dynamic batching scheme by varying the number of
clients concurrently making requests to the service. As number of clients increase, the dynamic
batch size the policy picks is expected to increase, resulting in a higher throughput. Figure 10a
and Figure 10c show the peak throughput for ResNet18 and ResNet50 models under different
number of concurrent clients (x-axis). Overall, under a high concurrency value of 32, the SplitRPC
schemes provide 2.4x and 47% higher throughput over the gRPC-VMA baseline, with SplitRPC-pNIC
providing the maximum throughput. The SplitRPC-sNIC is limited in performance for the ResNet18
model as it is running on a slow ARM NIC core, which becomes a bottleneck. Note that for the
ResNet50 model, this is not observed, as the GPU is the bottleneck due to higher execution times
than ResNet18. On comparing the tail latency in Figure 10b and Figure 10d, we see that the SplitRPC
schemes provide consistently lower tail latency across the entire load region. In a low/mid load
region of 1500RPS, the savings in tail latency over the gRPC-VMA baseline with (SplitRPC-pNIC,
SplitRPC-sNIC) is (54%, 48%) and (49%, 47%) for ResNet18 and ResNet50 respectively.

These results highlight two observations: (i) the benefits of split designs amplify for larger batch
sizes, and (ii) the limited compute on the SmartNIC may become a bottleneck due to the limited
processing power of the SmartNIC.

6.5 Performance with workload traces

We analyze the performance of SplitRPC on a real workload trace [67] with dynamic batching. We
use the Wikipedia traces [67] as they are representative of user facing ML inference services. We
scale the wiki trace to ensure maximum load is servable on our experimental setup and show the
performance for 1-day’s trace. In addition to this, to simulate bursty conditions, we add Gaussian
noise to the load (10%). The generated trace is shown in Figure 11a and Figure 11b for ResNet18
and ResNet50 models. Figure 11c and Figure 11d show the P99 tail latency of gRPC-VMA baseline,
SplitRPC-pNIC, and SplitRPC-sNIC schemes for ResNet18 and ResNet50 models. As we can clearly
see, SplitRPC-pNIC scheme consistently outperforms the other two across the entire trace. For
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Fig. 11. Tail latency performance (norm.) under Wikipedia workload traces [67] (scaled and 10% Gaussian
noise added for burstiness.

ResNet18, SplitRPC-sNIC starts degrading in performance even under moderate loads (>2500 RPS)
because of the slower ARM cores, similar to the behavior we saw earlier in Section 6.4. For ResNet50,
both SplitRPC-pNIC and SplitRPC-sNIC schemes are competitive and significantly outperform the
baseline gRPC-VMA scheme.

7 DISCUSSION
7.1 Impact of orchestration:

So far, we saw that approaches that fail to optimize the control path (i.e., choices II/IIl in Figure 4)
perform poorly when serving ML models. To further reiterate the importance of considering
orchestration, we study microbenchmarks with single kernels which are not representative of
realistic ML models. The two microbenchmark kernels are implemented as simple CUDA kernels:
VecAdd1K (adding a constant to a vector of size 1KiB) and MatMul8K (multiplying two 32x32
matrices with a total size of 8KiB).

Figure 12 shows the E2E execution time (left) and peak throughput (right) achieved under the 4
schemes that we have studied so far. The E2E execution time is comparable for Lynx-sNIC and
SplitRPC-pNIC. SplitRPC-sNIC has a slightly higher execution time (10us overhead) due to the extra
notification step involved with the host CPU. The peak throughput for Lynx-sNIC is significantly
higher as it completely avoids the kernel launch overheads resulting in these gains. For simple
microbenchmarks, as kernel launch overheads start to dominate, the best way to run them is
directly on the accelerator using O2 design that completely avoids the overhead. Note that our
SplitRPC-pNIC is not inherently limited by the orchestration choice itself, as it can also perform
the O2 orchestration. We build and run the same microbenchmarks with O2 orchestration, labeled
Sp-02 in Figure 12. Our experiments show it performs better than Lynx-sNIC. Fundamentally, the
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Fig. 12. G: gRPC-VMA, L: Lynx-sNIC, Sp: SplitRPC-pNIC, Ss: SplitRPC-sNIC, Sp-O2: SplitRPC-pNIC built to
use O2 design.

O2 orchestration is superior when launch overheads is dominant, but for complex ML models with
multiple kernels, the O1 orchestration is far superior.

Since SplitRPC can support both O1 (CPU-managed) and O2 (GPU-managed) orchestration
choices, the versatility of SplitRPC allows for maximum flexibility in control-path orchestration
while simultaneously achieving data-path optimizations. In addition, services can be engineered
to employ the dynamic batching capabilities offered by SplitRPC to amortize the orchestration
overheads even further.

7.2 Extending SplitRPC to other accelerators and SmartNICs:

The SplitRPC design is currently implemented on Nvidia GPUs and Mellanox SmartNICs. Its
implementation can be extended to other GPUs and SmartNICs. SplitRPC primarily relies on the
vendor for the availability of: (i) a mechanism to allocate (e.g., using cudaMalloc on Nvidia devices)
and access device memory across the PCle in a peer-to-peer fashion (e.g., Nvidia GPUDirect,
AMD DirectGMA) and (ii) APIs for creating direct data-paths between the (R)DMA engines on
the NIC to accelerator / host CPU on the server. Using the data-path APIs and mechanism to
allocate device memory, the SmartNIC can selectively copy the control and data portions to the
respective memory locations. Besides these requirements, the core components of SplitRPC itself -
the Inference Monitor and the Tensor Queues - can easily be ported to other GPUs/accelerators
and SmartNICs.

8 RELATED WORK

Optimizing ML model serving: There have been two broad research directions to improve ML
model serving: (i) There has been a whole suite of hardware [11, 13, 38] and software solutions [10,
39, 42, 60, 75, 77] to reduce the execution time (i.e., ‘GPU’ time) of the ML application that focus on
the execution within the accelerator and do not consider the ‘RPC Tax’ (see Figure 1) of running them
under distributed settings. (ii) Solutions that optimize for deployment challenges [13, 15, 26, 48] and
democratize ML services provide higher level support for deployment under public/private clouds by
(a) optimizing for cost [24, 74] and SLOs [21, 22, 56, 73], (b) dealing with multi-tenancy [17, 25, 72],
and (c) constructing optimal service pipelines on GPU [14, 59, 76] and CPU [35] clusters. These
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solutions typically employ a CPU based RPC design (choice (I) in Figure 4). As the rising RPC tax
start limiting the full capabilities of these solutions, these serving systems stand to gain immensely
in realizing their cost/SLO goals by using SplitRPC to serve ML models.

Optimizing RPCs: RPCs have been an intense topic of discussion for many years [2, 8, 70], with
recent software [33] and hardware [52, 62] mechanisms aiming to generalize their usage and/or
reduce the ‘RPC tax’. These proposals are not designed for accelerated ML inference queries that
require us to handle a number of specific issues as described in Section 5. We build upon existing
approaches [30, 33, 53] and identify the distinct factors that impact an RPC mechanism for serving
ML inference tasks. Our SplitRPC design addresses these issues through a split {control + data} path
approach.

Network stacks and accelerators: There are network stacks that have been accelerated using
custom hardware [4, 9, 18, 58], for GPUs [1], and to run ML computations on custom FPGA deploy-
ments [13]. In contrast to such approaches, SplitRPC is designed for commodity NICs facilitating
immediate and wide deployment in the datacenter. Similarly, there have been a few proposals that
build software based network stacks for GPUs such as GPUNet [61] and GPUrdma [16] follow-
ing GPU based implementation designs (implementation choice (III) in Figure 4). These require
infiniband networks and primarily expose socket-like APIs directly on the GPU. These are de-
signed for simple GPU applications, and not for ML services which are inherently more complex
with dozens of kernel launches as shown in Table 1. They do not implement an RPC mechanism,
and thus do not support features like dynamic batching. They require the GPU to perform the
orchestration, limiting their suitability for ML inference. Similarly, SmartNICs have become a hot
proposition to offload many parts of distributed applications [12, 19, 32, 36, 37, 49, 57]. Lynx [66]
offloads the network stack to the SmartNIC and uses the compute on them to directly establish
data-paths to the accelerator. It assumes the accelerator will orchestrate the computation, which
works well for a single simple kernel. But as we have shown in Section 6.2, such approaches are
counter-productive for complex ML models. On the other hand, we show SplitRPC-pNIC achieves
even better benefits on cheaper commodity P2P NICs without requiring expensive SmartNICs
with extensive processing capabilities. FractOS [69] is a recent work that takes the right step in
identifying the ‘tax’ for running applications on remote accelerators and proposes RDMA based
data-paths between different devices. It works well for a face verification kernel, but as we have
extensively analyzed in this work, complex ML models (as opposed to simple kernels) are impacted
by the orchestration mechanism even more so than the data-paths to accelerators.

9 CONCLUSION

We explore RPC mechanisms used to serve ML applications on accelerators (e.g., GPUs). We consider
ML inference, an important workload in the datacenter, and quantify the rising RPC tax in serving
them. We show the need to co-optimize data-paths and the accelerator orchestration mechanism
by systematically deconstructing the steps involved in serving an ML inference. While prior works
expressly search for data-path optimizations, we show that these must not come at the cost of
control-path inefficiencies. Consequently we design SplitRPC, which implements split designs
leveraging the P2P capabilities of commodity NICs and show their efficacy over control-path-only
and data-path-only optimized designs. As workloads are increasingly accelerated, we highlight the
control-path awareness in serving them. SplitRPC takes a step in this direction, and we hope to
extend this to different types of accelerators (e.g., FPGAs, near memory compute devices) targeting
different application domains (e.g., data-analytics).
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