
Excessive SSD-Internal Parallelism
Considered Harmful

Xiangqun Zhang
Syracuse University
xzhang84@syr.edu

Shuyi Pei
Samsung Semiconductor
shuyi.pei@samsung.com

Jongmoo Choi
Dankook University

choijm@dankook.ac.kr

Bryan S. Kim
Syracuse University
bkim01@syr.edu

ABSTRACT
Modern SSDs achieve high throughput by utilizing multi-
ple independent channels and chips in parallel. However,
we find that excessive parallelism inadvertently amplifies
the garbage collection (GC) overhead due to the larger unit
of space reclamation. Based on this observation, we design
PLAN, a novel SSD parallelism management and data place-
ment scheme that allocates different levels of parallelism
to different workloads with different needs to minimize the
GC overhead. We demonstrate the effectiveness of PLAN
by evaluating it against other state-of-the-art designs across
various real-world workloads. PLAN reduces write amplifi-
cation with comparable or better performance to the other
designs that are always at full parallelism.

CCS CONCEPTS
• Information systems→ Flash memory; • Computer
systems organization→ Firmware; Embedded software.
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1 INTRODUCTION
SSD requires time- and resource-consuming internal space
reclamation, namely garbage collection (GC) [8, 9]. It is nec-
essary to perform GC because (1) an SSD prohibits in-place
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Figure 1: WAF and throughput of SSDs when four dif-
ferent write threads concurrently issue requests with
respect to different levels of SSD-internal parallelism,
conducted using a 256GiB, FEMU-emulated SSD with
greedy GC algorithm.

updates and (2) the unit of an erase (flash memory block)
is much larger than the unit of a program (flash memory
page) [3, 31]. Due to these peculiarities, an SSD writes all
updates to a new location and invalidates the prior physical
copy. To reuse this invalidated physical space the flash mem-
ory block must be first erased after relocating all surviving
valid data. Garbage collection refers to this SSD-internal data
relocation process, and reducing its overhead has been the
focal point of research in SSDs for many years [6, 15, 16, 27].
While there have been significant advancements in the

algorithmic aspect of GC, particularly on lifetime-based data
characterization schemes [6, 15, 16, 27], the effect of flash
memory technological trends on GC overhead is often over-
looked. More specifically, the increasing flash memory page
size, number of pages per block, and parallelism (number
of channels and chips) effectively increase the unit of GC.
As an effect, the amount of data copied per space reclaimed
statistically increases for the same workload. Figure 1 illus-
trates this example. We concurrently run four FIO threads
writing data of different characteristics to SSDs with differ-
ent levels of internal parallelism: full parallelism stripes data
across all channels and chips, 1/2 parallelism stripes data to
all channels but only 1/2 of the chips for each channel, 1/4 to
1/4 of the chips, and 1/8 to 1/8 of the chips. We observe that
the write amplification factor (WAF) increases to 230% as
the parallelism increases from 1/8 to full. Paradoxically, full
parallelism does not achieve the highest throughput due to
the high WAF: half parallelism configuration achieves nearly
40% higher throughput than the full.

Based on this observation, we argue that excessive paral-
lelism in SSDs is, in fact, harmful. While a large superblock
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(a collection of blocks from each chip in the SSD that are
written together) improves the overall bandwidth [3, 12],
this comes at the cost of high GC overhead, an overhead
that affects not only the lifetime but also the performance
of the SSD due to interference. The crux of the problem is
that a fixed superblock size cannot attain both high peak
performance and low GC overhead.

We address this problem by designing PLAN (Parallelism-
and Lifetime-aware AllocatioN), a novel SSD parallelism
management and data placement scheme that provides differ-
ent levels of parallelism to different workloads with different
needs. Unlike the traditional design with a single level of par-
allelism across the whole SSD, PLAN rightsizes the amount of
parallelism: higher parallelism for bandwidth-intensive I/Os
and lower for others. Our work thus improves the overall
throughput by significantly reducing the GC overhead.

2 BACKGROUND AND MOTIVATION
In this section, we describe the algorithmic aspects of garbage
collection (GC) and the common approach in reducing GC-
induced write amplification factor (WAF). We then discuss
further details on how parallelism affects GC performance.

2.1 Garbage collection essentials
The amount of data copied during GC is affected by (1) when
GC is performed and (2) which flash memory block the al-
gorithm selects to clean. Lazily cleaning allows the SSD to
absorb more writes and to have more data invalidated, but
this can block host writes if GC is unable to reclaim space on
time[22, 24]. Thus, modern GC algorithms carefully select
their trigger conditions (e.g., when available free blocks drop
below a watermark) to reduce data copies while ensuring
that free blocks are available for incoming host requests[8, 9].
To select a victim block to clean, an SSD not only main-

tains per-block information such as valid count and age, but
also efficiently organizes blocks to facilitate the selection. A
common garbage collection approach is to greedily choose
the block with the least valid data as the victim, denoted
as greedy GC[8, 9]. To reduce the overhead of traversing
through per-block metadata for selection, mechanisms such
as windowed GC or random selections are considered to
realize a fast and efficient victim selection[13, 25]. In addi-
tion, algorithms such as cost-benefit consider the age of the
data to avoid cleaning soon-to-be-updated hot data[24], and
identifying infrequently-updated cold data and separating
them from hot reduces the amount of data copies by creating
a bimodal distribution of the valid data among blocks[22].

The separation of hot and cold data can be further assisted
by host-level hints. The multi-stream interface allows the
host to tag data with different stream IDs, which are used
by the SSD to separate them during block allocation[15]. Its
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Figure 2: The overall design of PLAN. Data will be writ-
ten to different superblocks based on their size and
lifetime characteristics.

successor, AutoStream, provides the automatic assignment
of stream IDs based on I/O characteristics[27]. Other stream-
based approaches, including FStream[23], PCStream[16], and
WARCIP[28], provide automatic stream ID assignment based
on filesystem metadata, program context, and minimization
of write interval differences. These approaches require sup-
port from the application, the host system, and/or the SSD,
bringing extra overheads for their adoption.

2.2 Effect of SSD parallelism on GC
With the significantly grown SSD capacity over the past
decade, the unit of SSD internal management has also grown
larger to reduce management overhead. The increasing num-
ber of pages per block and blocks per chip requires more in-
formation to be tracked for the FTL. Therefore, modern SSDs
usually handle incoming write requests on the superblock
level[14, 20, 21]. Data are striped over all available channels
and chips to increase parallelism and reduce DRAM usage.
The SSD also performs GC on the superblock level, where it
chooses a superblock as the GC victim, relocates any valid
pages in it, and erases the whole superblock[26].
However, a larger management unit trades off perfor-

mance for space[11]. As larger superblocks lead to fewer GC
candidates, the GC algorithm must erase the whole victim
even if its valid page distribution is skewed since few work-
loads are entirely uniform; more valid pages will be relocated
during the GC process, which causes performance degrada-
tion and shortens SSD lifetime. Therefore, SSDs should have
smaller superblocks for better GC efficiency.

3 DESIGN
Figure 2 shows the overall structure of PLAN. SSD requires
large superblocks with high parallelism to prevent large, se-
quential I/O from stalling but favors small superblocks for
GC, so our design must satisfy both requirements. Large,
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sequential requests continue using large superblocks with
full parallelism, while small, random requests are directed
to small superblocks. On the other hand, Prior works have
shown the effectiveness of lifetime-based data characteriza-
tion schemes[15, 16, 27]. Based on the predicted data lifetime,
the SSD chooses the most appropriate target superblock to
write data of similar lifetimes to the same superblock.

Compared to prior works, our approach is implemented
entirely inside the SSD. This means PLAN is transpar-
ent to users; it does not require any application[15, 30],
filesystem[23], operating system[16, 27], or SSD protocol[15]
modification when compared to prior works. Furthermore,
no prior training is needed compared to machine learning-
based approaches[5, 29]. This eliminated the need for chang-
ing anything except for the SSD itself in the storage stack.

3.1 Flexible Superblocks
Traditional SSDs organize blocks into a superblock, which
contains a block from every single chip[14, 26]. This design
ensures incoming data can be striped across all available
channels and chips. Intuitively, this provides better paral-
lelism and guarantees higher throughput, but this effectively
increases the superblock size, which is also the unit of GC[26].
However, a larger GC unit causes higher WAF. Therefore, it
is necessary to reduce the size of GC units.

How does an SSD reduce the size of a superblock? The size
of a traditional SSD superblock striping across all channels
and chips equals to pages per block × chips per channel × #
of channels in the SSD, as each superblock uses one block
per chip. Reducing one of these factors can reduce the size
of the GC unit. Pages per block used per superblock cannot
be changed as the smallest erase unit is a block. This leaves
the only choices to be chips per channel and # of channels,
affecting SSD parallelism. PLAN reduces the superblock size
by reducing chips per channel used for each channel, as each
channel can handle I/O requests independently[31]; reducing
the # of channels used per superblock may cause several chips
to share the same channel, which is undesirable since this
can congest the channel and stall the request.

With this problem in mind, PLAN uses all available chan-
nels for all superblocks, similar to traditional SSDs, but it uses
2 chips per channel (1/4 parallelism) for small superblocks as
the default configuration since further reducing parallelism
degrades performance without significantly reducing WAF
compared to the baseline. Using 1/4 parallelism for small
superblocks also shows the best overall throughput in our
evaluation. PLAN SSD keeps a given number of big and small
superblocks concurrently open to host writes and uses full
parallelism collectively to serve requests of different sizes.
The SSD can easily obtain the number of pages required by
the request by checking the starting/ending sectors and de-
cide if a big or small superblock should serve the request. Big

superblocks still span across all chips on all channels, simi-
lar to traditional SSDs; sequential requests spanning across
8 pages or more can continue enjoying high throughput
with a higher level of parallelism, whereas the WAF of small,
random requests spanning across less than 8 pages can be
reduced with smaller superblocks.

The GC algorithm must also be modified since PLAN sup-
ports superblocks of different sizes. All superblocks in tra-
ditional SSDs are the same size, meaning the greedy GC
can easily choose the victim by finding the superblock with
the least number of valid pages. PLAN, on the other hand,
have different superblock sizes for big and small superblocks.
Naïvely choosing the superblock with the least number of
valid pages leads to a constant selection of small superblocks
as GC victim. PLAN addresses this issue by choosing the su-
perblock with the least valid data ratio. This ensures the SSD
always picks the superblock that frees up the most space.

3.2 Lifetime Predictor
Lifetime prediction has been proven effective in reducing GC
overhead[15, 27]. By grouping data of similar lifetimes, they
will be invalidated almost simultaneously, transitioning the
superblock from a mostly valid state (where the superblock
will not be chosen as GC victim) to a mostly invalid state
(where the GC overhead is low). This requires metadata,
including lifetime and previous I/O operation, to be recorded
for host data.

To save valuable SSD DRAM space, we chunk the logical
address space similar to prior works[27, 28]; each chunk
requires a 4-byte structure to record its lifetime information,
including the chunk’s weighted average history lifetime in
granularity of seconds, the time of the last write, and the
previous operation. Similar to the observation in AutoStream,
our evaluation shows smaller chunk size does not always
bring better performance[27], and a chunk size of 32 pages
performs the best overall. This requires a total of 8MiB of
DRAM for a 1TiB SSD with a 16 KiB page size.

When a chunk is overwritten or invalidated, we calculate
a weighted average using the old history lifetime and the
chunk lifetime since the previous write as the new history
lifetime. We use a weight of 0.1 for the old history lifetime as
it performs the best overall by quickly adapting to changing
workload characteristics. The newly calculated weighted
average will be used as the expected lifetime of this write
and be recorded as the new history lifetime.
After the lifetime predictor calculates the expected life-

time, the SSD chooses an open superblock to write to.
Data with different lifetimes are written to different su-
perblocks by this mechanism to create the desired bimodal
distribution. As prior work shows data in different lifetime-
based superblocks show exponential lifetime range[16],
lifetime-based superblocks are designed to accept data of
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Table 1: Evaluation configurations.

FEMU

Channels 8 Page size 16KiB
Chips per channel 8 Physical capacity 256GiB
Planes per chip 1 Logical capacity 240GiB
Blocks per plane 1024 Over-provisioning 0.0625
Pages per block 256 GC Policy Greedy
CPU cores per VM 12 DRAM per VM 8GB

exponentially-sized lifetime ranges: the short lifetime su-
perblock accept data (denoted S in Figure 2) with a lifetime
smaller than 1s; medium lifetime superblock (denoted M)
accepts data with a lifetime between 1 and 3s; long lifetime
superblock (denoted L) accepts data with a lifetime between
3 and 7s, and so on.

Another tunable parameter is the number of concurrently
opened superblocks for data of different lifetimes. Figure 2
shows an example of 4 large superblocks and 4 small su-
perblocks for host writes based on data lifetime; each of
them accepts data with different lifetimes. More concurrently
opened superblocks provide better granularity when sepa-
rating data of different lifetimes[27, 28]. Therefore, we use
8 large superblocks and 8 small superblocks for PLAN, as
commercial SSDs can have at least 16 concurrently opened
superblocks[27]. There is also a big superblock and a small
superblock as default superblocks for data without prior
lifetime information since more concurrently opened su-
perblocks are allowed if they are internal to the SSD[16].
Lastly, an extra superblock with full parallelism for GC pre-
vents GC-incurred latency caused by the reduced parallelism.

With the lifetime predictor grouping data by their lifetime
characteristics and PLAN providing a smaller GC unit, we
can effectively reduce the GC overhead.

4 EVALUATION
We implement PLAN on our customized FEMU[17] with
TRIM and multi-stream support[2]. Table 1 shows the pa-
rameters we use in our evaluation. We conduct the following
evaluations with workloads of different I/O characteristics.
• FIO workload with 4 FIO processes running concurrently.
Each process issues 256GiB of I/O in total (50% read, 50%
write) to differently sized files (size ratio 1:10:30:64) on dif-
ferent partitions similar to AutoStream[27], creating data
of different lifetime characteristics. All I/Os are uniformly
random and 4KiB in size using libaio with iodepth=32.

• TPC-C workload with 30 terminals and 30 warehouses
using BenchBase[10], running on MySQL with a 4KiB
InnoDB page size.

• YCSB[7], which first inserts 100 million key-value pairs,
then issues 50 million operations (workload A: 50% read,
50% update) on top of RocksDB[19].

• Fileserver workload from Filebench[1] with 1 million
128KiB files and 16 instances.

• GCC Linux kernel compilation workload with 100 itera-
tions. Each iteration copies the Linux kernel source code
to the SSD, compiles the kernel, and deletes the source
code and compiled binary.

For every workload, we run it under the following settings
with the same number of concurrently opened superblocks
and use all 8 channels for every superblock.

• Baseline: Traditional SSD, no data classification scheme.
• Partial GC: Traditional SSD but using partial GC, i.e. the
SSD still uses full parallelism for superblocks and stripes
data across all available channels and chips, but the SSD
chooses a block (instead of superblock) as the GC victim
with the least amount of valid pages.

• Multi-stream: Traditional SSD with multi-stream[15].
• AutoStream: Traditional SSD with AutoStream (SFR)[27].
• PLAN-NoPred-1/4: PLAN without any data classification
scheme. All large, sequential requests are sent to the de-
fault big superblock, whereas all small, random requests
are sent to the default small superblock. Small superblocks
use all channels and 2 chips per channel (1/4 parallelism).

• PLAN-NoPred-1/8: Similar to PLAN-NoPred-1/4 but
small superblocks use 1 chip per channel (1/8 parallelism).

• PLAN-Pred-1/4: PLAN with in-SSD lifetime prediction.
Small superblocks use all channels and 2 chips per channel
(1/4 parallelism). This is the recommended configuration.

• PLAN-Pred-1/8: Similar to PLAN-Pred-1/4 but small
superblocks use 1 chip per channel (1/8 parallelism).

To emulate an aged SSD with existing user files, we fill the
SSD using valid data to certain levels before evaluations[6,
16, 22, 23]. For multi-stream evaluations, we assign a stream
ID to a write request based on the issuing process name if
the process did not provide a stream ID to the request; re-
quests from different processes will be assigned with differ-
ent stream IDs. If an application (i.e., FIO and YCSB) assigns
stream ID to a request, we leave the application-assigned
stream ID untouched.

4.1 Write Amplification Reduction
Figure 3 shows the WAF of the evaluations. Workloads is-
suing many small, random writes, including FIO, TPC-C,
Fileserver, and GCC, reduces WAF by at least 25% on PLAN-
Pred-1/4. FIO running on PLAN-Pred-1/4 reduces WAF by
42%, showing improved GC efficiency with smaller GC units.
The most interesting evaluation isGCC, which reducedWAF
by more than half to a negligible level between 1.04 and 1.07
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Figure 3: WAF of the workloads. Lower is better.

FIO TPC-C YCSB Fileserver GCC
0

0.25
0.5

0.75
1

1.25

No
rm

. #
 e

ra
se

d 
bl

oc
ks

Figure 4: Total number of blocks erased. Lower is better.

using PLAN. The workload deletes the source code and com-
piled binaries after each iteration, which invalidates all data
created during the iteration before the new iteration starts.
Ideally, this should not incur any GC overhead. However,
for all other approaches other than PLAN, files created by
the GCC workload may be mixed with existing user data,
causing existing user data to be relocated during GC. PLAN,
however, separated cold user files from hot, ephemeral GCC
data. After each iteration, superblocks containing GCC data
can be fully invalidated as the workload data are deleted. On
the other hand, PLAN reduced WAF by 5% for YCSB, which
issues mostly large, sequential writes. Similar to the obser-
vation from Figure 1, reducing parallelism from full to 1/4
shows significant WAF reduction, but reducing parallelism
from 1/4 to 1/8 reduces WAF marginally.
Figure 4 shows the number of blocks erased during the

workload evaluation. PLAN shows the most benefit in FIO
andGCC, reducing the number of erased blocks by up to 46%
and 69% compared to the baseline. Figure 5 shows the CDF
of the valid data ratio for the victim superblocks during each
GC. Curves of PLAN are more toward the left compared
to other approaches in FIO, TPC-C, Fileserver, and GCC,
showing better GC performance. For the YCSB workload,
multi-stream performs the best since the RocksDB database
has the best knowledge of data lifetime expectations; the
database directly tags write requests with a stream ID, which
the SSD will use to group the incoming data accordingly. To-
gether with fewer blocks erased and a less valid data ratio in
each victim superblock, PLAN can reduce WAF significantly.

Last but not least, Figure 3 to Figure 5 all show partial GC
by single blocks does not provide much benefit compared to
greedy GC by superblocks. This is because each block only

receives shards of correlated data from a request, as data is
striped among all channels and chips used by the superblock
to prevent stalls during writes. This indicates data from the
same GC unit (i.e., block) will not be invalidated at similar
times, preventing the desired bimodal distribution of the GC
units. On the other hand, if we characterize data by lifetime
and write them to individual blocks, the GC will be efficient,
but this wastes the SSD’s internal parallelism, which leads
to performance degradation. Therefore, keeping the GC unit
at the superblock level and also with some parallelism is
essential.

4.2 Performance
As PLAN reduces SSD parallelism, Evaluating PLAN on per-
formance is essential to ensure the design does not hinder
performance. Figure 6 shows the throughput information.
Although PLAN reduces parallelism for some superblocks,
the throughput was not affected even for the YCSBworkload
with a significant number of large, sequential I/Os.

For CPU-bounded workloads including TPC-C, YCSB and
GCC, PLAN keeps (if not improves) the performance while
reducing write amplification. Meanwhile, Fileserver benefits
more from PLAN with an improvement of around 10%, as
the improved GC efficiency frees up SSD internal resources,
allowing the SSD to handle more host I/O requests. FIO on
PLAN-Pred-1/4 improved throughput by 30%.
The parallelism used for small superblocks also affects

performance. Using 1/4 instead of 1/8 parallelism for small
superblocks significantly improves FIO performance, as the
workload issues 4KiB random requests intensely. Fileserver
first issues a large, sequential write request, then issues a
small, random write request in each iteration. The extra
WAF reduction using 1/8 parallelism for small superblocks
allows large, sequential I/O using full parallelism to perform
better, leading to a slightly better performance than using
1/4 parallelism. Nevertheless, it is recommended to use 1/4
parallelism than 1/8 for PLAN: FIO, TPC-C, YCSB, and GCC
all perform the same or better using 1/4 parallelism even
compared to non-PLAN schemes, especially when under
intense I/O pressure (i.e., FIO).

5 RELATED WORK
5.1 Multi-stream SSD
Multi-stream SSDs are created to enable on-host I/O char-
acteristic classification schemes[15]. These schemes assign
a stream ID to the data based on data I/O characteristics,
as the host has more information regarding the workload.
SSD will then place data with the same stream ID to the
same erase unit (i.e., superblock). This requires change for
the operating system, SSD interface, and SSD. Aside from
these changes, a stream ID delegate is also required to man-
age stream ID assigned to the I/O requests. The original
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Figure 5: CDF of GC victim’s valid data ratio during each GC. A line towards the left indicates fewer valid pages
relocated during GC, i.e., better GC efficiency.
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Figure 6: Normalized throughput. Higher is better.

multi-stream requires changes on existing applications, as
the applications must explicitly assign a stream ID to their
I/O requests[15]. AutoStream provides a daemon for auto-
matically assigning stream ID based on data characteristics,
including access sequentiality, frequency, and recency[27].
FStream automatically separates different filesystem meta-
data and user data[23] to different streams. PCStream auto-
matically separates requests from different program contexts
(PCs) based on the call stack by arguing write requests from
different PCs show different characteristics[16].
Despite its promises, Linux kernel recently removed the

support for multi-stream, disconnecting the communication
link between the on-host data characterization schemes and
multi-stream SSDs. The maintainers stated a lack of support
from the drive vendors and the applications[18]. Due to the
removal of the multi-stream interface, the host cannot coor-
dinate with the SSD on I/O characteristics easily as before.
However, prior works show I/O characterization is effective
in reducing WAF. To leverage the benefits of I/O characteri-
zation, the job should be offloaded to the SSD (e.g., PLAN) so
that the users can immediately enjoy lower WAF and higher
throughput without user intervention and system changes.

5.2 Zoned Namespaces (ZNS) SSD
Similar to multi-stream SSDs, ZNS SSDs also allow hosts to
participate in the data placement process, as the host has
more data characterization information. ZNS SSDs expose

zones to the host, which is similar to the stream in multi-
stream SSDs. Similar to erase units of a traditional SSD, data
can only be appended to zones in a log-like manner, and a
zone has to be erased to reclaim space after it is full. The
host is in charge of not only data placement based on some
mechanism (e.g., data characterization schemes) to zones but
also garbage collection, which reduces theWAF and increases
the SSD throughput by improving GC efficiency[4].
Also similar to multi-stream SSDs, major changes in the

whole storage stack are required to support ZNS SSDs. appli-
cation, OS, filesystem, SSD protocol, and SSD are all required
to be changed to support ZNS SSDs. The application and/or
the filesystem also have to choose a zone to write to, and
the OS and the SSD protocol have to be modified to support
ZNS SSDs[4]. Therefore, PLAN requires less change than
ZNS SSDs and less user intervention.

6 CONCLUSION
In this paper, we present PLAN, a novel SSD parallelism
and data placement scheme that provides different levels
of parallelism to different workloads with different needs.
PLAN reduces WAF by up to 52% and increases throughput
up to 30% for I/O-bounded workloads with small, random
writes without sacrificing the performance of large, sequen-
tial writes.
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