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Abstract

Explanations promise to bridge the gap be-
tween human and Al, yet Al-augmented hu-
man decision making proves difficult: expla-
nations are helpful in some cases but harm-
ful in others (Bansal et al., 2021; Lai et al.,
2021). The effect of explanation depends on
many factors, such as human expertise (Feng
and Boyd-Graber, 2019), human agency (Lai
and Tan, 2019), and explanation format (Gon-
zalez et al., 2020; Smith-Renner et al., 2020a).
Using a uniform setup—always showing the
same type of explanation in all cases—is sub-
optimal, but it’s also hard to rely on heuris-
tics to adapt the setup for each scenario. We
propose learning to explain selectively using
human feedback to directly optimize human
accuracy. We formulate selective explanation
as a contextual bandit problem, train a model
to learn users’ needs and preferences online,
and use the model to choose the best combi-
nation of explanations to provide in each sce-
nario. We experiment on question answering
following the evaluation protocol of Feng and
Boyd-Graber (2019) and show that selective
explanations further improve human accuracy
for both experts and amateurs.

1 Introduction

Recent advances in machine learning (ML) (Sil-
ver et al., 2017; Brown et al.; Jumper et al., 2021;
Ramesh et al., 2021) sparked new life in intelli-
gence augmentation—the vision that computers
are not mere number-crunching tools, but also
interactive systems that can augment humans at
problem solving and decision making (Engelbart,
1962). The hope is to combine the complimen-
tary strengths of machine and human, and to fully
harness the capabilities of these models with hu-
man intuitions and oversight (Dafoe et al., 2020;
Amodei et al., 2016). But this agenda is obstructed
by the many counterintuitive traits of neural net-
works (NNs) (Szegedy et al., 2014; Goodfellow

et al., 2015; Zhang et al., 2017) and our lack of the-
oretical understanding (Belkin et al., 2019): these
models are not interpretable to humans by default
and it is difficult to foresee when they will fail.
This lack of interpretability also amplifies the risk
of model bias (Angwin et al., 2016; Bolukbasi et al.,
2016; Caliskan et al., 2017), making it difficult to
use NN-powered Als in real-world decision making.

To bridge the gap between human and machine,
various methods attempt to explain model predic-
tions in human-interpretable terms, e.g., by pro-
viding more context to the model’s uncertainty
estimation (Gal et al., 2016; Bhatt et al., 2021),
by highlighting the most important part of the
input (Ribeiro et al., 2016; Lundberg and Lee,
2017; Ebrahimi et al., 2017), and by retrieving
the most relevant training examples (Renkl, 2014;
Koh and Liang, 2017). Grounded in psychol-
ogy (Lombrozo, 2006, 2007; Kulesza et al., 2012),
these explanations promise to augment human
decision making.But when tested in application-
grounded evaluations—with real problems and real
humans (Doshi-Velez and Kim, 2018), it proves
difficult for any single explanation method to
achieve consistent improvement in disparate con-
text (Bansal et al., 2021; Buginca et al., 2020).

A major contributor to this problem is the
breadth of context that the explanation method is
applied to. Internally, the explanation method is
faced with shifts in the input distribution which the
model can react badly to (Goodfellow et al., 2015;
Liu et al., 2021); externally, it needs to deal with
human users with diverse levels of expertise (Feng
and Boyd-Graber, 2019), engagement (Sidner et al.,
2005), and general trust in AI (Dietvorst et al.,
2015). Our current use of explanations demands
an one-size-fits-all solution, but existing methods
cannot provide that as they are largely oblivious to
the above mentioned variables.

Selective explanations Each person is unique, and
the right explanation will also vary from one deci-



sion to another, so we propose to show explanations
selectively to maximize their utility as decision sup-
port. Concretely, we assume a given set of expla-
nation methods, but instead of showing all of them
for every decision that the human user makes, we
use a selector policy to choose a subset of the ex-
planations to display. We can think of the selector
as controlling an on/off switch for each explanation
method. The selector is allowed, for example, to
show three types of explanations for one example
but withhold all of them for the next one.

Online optimization In order for the policy to ac-
curately estimate the utility of explanations in each
context, its training data must offer a reasonable
coverage over the joint distribution of all types of
explanations, human users, and examples, which
means that the dataset will have to include cases
where the human user receives suboptimal decision
support, e.g., with excessive explanations causing
information overload (Doshi-Velez and Kim, 2018).
We focus on the online setting which represents
real-world scenarios where the opportunity cost of
giving suboptimal support cannot be ignored. In
this setting, a good policy must balance the trade-
off between exploring new combinations of expla-
nations and sticking to explanations with good ob-
served performance; we model this trade-off by
formulating the selective explanation problem as a
multi-armed bandit (Robbins, 1952).

We evaluate selective explanations on Quizbowl
using the same platform as Feng and Boyd-Graber
(2019). To mimic real-world decision making as
well as possible, we recruited twenty trivia enthusi-
asts and ran a multi-player, real-time Quizbowl
tournament. We compare our method head-to-
head against baselines such as showing all expla-
nations for all examples. Selective explanations
out-perform all other strategies, including the best
subset of explanations identified by Feng and Boyd-
Graber (2019). We also evaluate our method with
mechanical turkers—amateurs whose performance
without assistance is far worse than the Al. Expla-
nations significantly boost their performance, but
only selective explanations can help them reach
performance comparable with the Al

2 Selective Explanations as Decision
Support

Explanations have many uses in human-AI cooper-
ation; this paper focuses on using explanations as
decision support—to improve the quality of human

decisions under machine assistance. Not all prob-
lems benefit from machine assistance (Doshi-Velez
and Kim, 2018)—in this section, we identify three
criteria for decision support testbeds. We then in-
troduce our setup based on Quizbowl (Rodriguez
et al., 2019), a competitive trivia game.

2.1 Criteria for Decision Support Testbeds

It is not uncommon to use low-stake and synthetic
tasks to evaluate machine assistance, but it’s im-
portant to find tasks where results can generalize.
Building on existing work (e.g. Lee and See, 2004;
Lim et al., 2009; Yin et al., 2019), we identify the
three criteria for suitable tasks.

Clear objectives The task must have well-defined
metrics, and the standard for good decisions must
be clear to all participants. With unreliable metrics,
a well-optimized decision support will still fail to
improve decision quality (Amodei et al., 2016).
Diversity of context A reliable testbed should be
diverse in terms of both participants (e.g., their skill
levels) and test examples (e.g., their difficulty level).
As discussed in Section 1, the lack of diversity
contributes to the inconsistent results.

Incentives to be engaged The participants must
be incentivized to pay attention to model outputs in
order to establish proper reliance (Lim et al., 2009).
As a corollary, the model should demonstrate com-
plementary strengths and provide information that
participants cannot extract by themselves. In terms
of the setup, engagement can also be improved by
imposing time limits (Doshi-Velez and Kim, 2018)
and introducing competition (Bitridn et al., 2021).

We choose Quizbowl (Rodriguez et al., 2019)—
a task that roughly satisfies all three criteria—as
our testbed. Compared to previous work that uses
Quizbowl to evaluate explanations (Feng and Boyd-
Graber, 2019), we make several changes to the
setup for evaluating online selective explanations.
In the following, we first introduce the most basic
setting with only human players and build up our
system one component at a time.

2.2 Human-only Quizbowl

We start with the most basic (and traditional)
setting: Quizbowl with only human players.
Quizbowl is a trivia game popular in the English-
speaking world where players compete to answer
questions from all areas of academic knowledge,
including history, literature, science, sports, and
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monetarists, the long-run curve is a vertical line at
the natural rate of unemployment . For 10 points
reversed by Robert (*) Lucas who argued that it is
the difference between feal and expected inflation,
not

, wrote a paper in 1958 titled "__The Relation

Question
# Guess Score Along with Edmund Phelps, he argued that real wages will adjust to
1 Milton Friedman 0.1529 provide an equilibrium between the supply and demand for labor,
2 David Ricardo 0.1122 leading to a fnatural rate" of unemployment. He coined the phrase
3 John Kenneth Galbrai 01100 “Miracle of Chile in
4 Friedrich Hayek 0.0945
5 Joseph Stiglitz 0.0938

Guess: Milton Friedman

between Unemployment and the Raté of Change of
Money Wage

product and lowering the unemployment rate .
Moving aleng the Phillips curve, this would lead to a

Figure 1: Our Quizbowl web interface when all four explanations are displayed. In the middle we show the question
word-by-word; below, we show the current best model guess, which is colored red when the @ Autopilot is
confident, otherwise gray; on the left we show Y Alternatives, including confidence scores; on the right we
show snippets of relevant training examples as B Evidence; finally we show § Highlights for the question

and the evidence, respectively.

more.! Each Quizbowl question consists of four to
five clues. The clues are organized by their diffi-
culty in each question: starting with the clue that’s
most difficult and obscure, and finishes with the
one that’s easiest and most telling. The clues are
presented to all players word-by-word in real-time,
verbally or in text (e.g. web interfaces). And play-
ers compete to answer as early as possible.

To signal that they know the answer, players
interrupt the question with a buzz, which takes its
name from the sound the device makes. Whoever
buzzes needs to answer: ten points for a correct
answer, and five-point penality for a wrong one. A
player only gets one chance at each question.

To win Quizbowl, you need to answer quickly
and correctly. This game requires not only trivia
knowledge but also an accurate assessment of con-
fidence and risk (He et al., 2016). We formally
discuss the evaluation metric in Section 3.1.

2.3 Human + Al + Explanations

In our Quizbowl games, human players aug-
mented with AT decision support compete against
each other. In each human-AI team, the hu-
man player is still in charge of making deci-
sions of when to buzz and what to answer, but
now with the help of a machine learning guesser
which predict an answer given a question (we
provide details about the guesser in Section 3).
In addition to showing the guesser’s current
best guess, we show four types of explanations:

"While these games often have collaboration on questions,
we consider only individual players on tossup (US) or starter
(UK/INDIA) questions. Likewise, throughout this paper we
assume each human-AI team has a single human player. The
extension to multiple humans is non-trivial and is thus left for
future work.

" Alternatives (Lai and Tan, 2019), salient
word § Highlights (Ribeiro et al., 2016), rel-
evant training examples as & Evidence (Wal-
lace et al., 2018), and a new explanation that
we call @ Autopilot. As the name suggests,
Autopilot assumes the role of the human player
and make suggestions on whether to buzz or to
wait (details in Section 2.5). We build our interface
(Figure 1) by extending the interface of Feng and
Boyd-Graber (2019). We discuss these changes in
detail next and in Section 3.

2.4 Human + Al + Selective Explanations

With selective explanations, the decision support
is customized for each player and each question.
For each new question, we use a selector policy
(or selector for short) to control the on/off switch
for each explanation. We refer to a combination
of explanations as a configuration; for example
one configuration could be showing Highlights
and Evidence but hiding Alternatives. A
configuration is selected at the beginning of each
question and kept constant throughout the question,
but the content of each explanation is still updated
dynamically. For example, Highlights will al-
ways available when its turned on for a question,
but the exact words being highlighted can change
as more clues are revealed.

We make two important changes to the setting
of Feng and Boyd-Graber (2019) to accurately esti-
mate the effect of selectivity.

* The guesser prediction is always available.
We make this design choice in order to better
isolate the effect of the explanations.

* Separate highlights for the question and
the evidence. Highlights can be applied to
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Table 1: Each configuration is a set of visualizations
shown to users, and our policy leanrs which configu-
ration helps users the most. Most visualizations can
be turned on or off indepedently, but some only makes
sense in the presence of others, e.g. we cannot highlight
the evidence if we do not show evidence at all. This ta-
ble summarizes the available configurations for two vi-
sualizations: Autopilot and Highlights which
are dependent on each other. Combined with the other
two explanations (Alternativesand Autopilot)
which can be turned on or off indepedently, we have in
total twenty possible configurations.

both the question and the evidence. In Feng
and Boyd-Graber (2019), the two are treated
as one explanation. However, their experi-
ments confirm that highlighting the question
alone is already effective. In this paper we sep-
arate the two and the policy can control them
individually. Table 1 lists the available config-
urations for Highlights and Evidence.

2.5 A New Explanation: § Autopilot

While most of our explanations were used in pre-
vious work, we introduce a more assertive expla-
nation we call the Autopilot. At each time step
during the question, Autopilot gives the human
player one bit of information: should you buzz or
not. The suggestion is based on the binary predic-
tion of whether the guesser’s current top answer
is correct or wrong, just as how human players
assesses their own confidence.

An autonomous Al could use Autopilot to
decide when to buzz. But in a human-AT team, it’s
just a suggestion, and the decision is still left to the
human. If the human blindly follows the sugges-
tion, the human-AI team reduces to an autonomous
Al trying to win by itself, hence the name.

Both Autopilot and the selector are trying
to maximize the chance of winning. Whereas
Autopilot is optimizing for the AT only, the
selector optimizes for the team. And this is no
coincidence—we design Autopilot to test if se-
lective explanation goes beyond implicit calibra-

Description

Confidence of current top guesses.
Previous confidence of current top guesses.
Change in confidence of top guesses.

Gap in confidence between top guesses.

If top guesses maintained their rank.

If top guesses appear in previous step.

User’s accuracy.

User’s average relative buzzing position.
User’s average EW score.

Gap in EW compared to optimal buzzer.
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Portion of words highlighted in question.
Portion of words highlighted in evidence.
Longest highlighted substring in question.
Longest highlighted substring in evidence.
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Table 2: The user model uses the above features in
addition to BERT representations of the questions.
The three categories capture information about the
guesser’s current prediction, the user, and the expla-
nations. These features let the selector predict which
explanations will be most useful for a human-AT team.

tion: the hope is for it to outperform both human—
Autopilot team and a fully-autonomous AI us-
ing Autopilot to decide when to buzz.

We use a simple, threshold-based model for
Autopilot similar to Yamada et al. (2018): it
looks at the normalize confidence scores of the top
five guesses, and recommends buzzing if the gap
between the top two is larger than 0.05 (a threshold
tuned on the dev set from Rodriguez et al. (2019)).
Despite its simplicity, this model is very efficient
at chooshing the right time to buzz (Yamada et al.,
2018; Rodriguez et al., 2019).

2.6 Training the Explanation Selector

Our goal is to build effective human-AI teams
whose cooperation requires the selector to select
which explanations to show to the human. This sec-
tion describe the machine learning model—Ilearned
from users’ preferences in behavioral data—of the
user which lets the selector pick user-specific ex-
planations to show the user. Finally, to model the
exploration-exploitation trade-off, we use multi-
armed bandits to learn the selector policy and max-
imize the accumulated EW score.

2.6.1 User Model

Given a human player, a question, and one of
the available explanation configurations, the user



model predicts the the EW score received from this
question. To model aspects of the human player
as well as properties of each specific question, the
user model uses both manually crafted features and
BERT representations. Table 2 shows the full list
of features. The user model can also be veiwed as
a value function in reinforcement learning.

2.6.2 Optimizing Accumulated EW Score

Our goal is to empower humans to complete the
task at hand as accurately and as efficiently as pos-
sible. Given a new question, the selector should
choose the best configuration based on its model
of the user; however, to learn this model, the se-
lector needs to test how well each of configuration
works for each type of questions. This presents an
exploration-exploitation trade-off, which we model
with multi-armed bandits (Robbins, 1952). We op-
timize the accumulated reward—the accumulated
EW score of the team. In the experiments, we
compare several bandit algorithms.

3 Experiments

We run two experiments with real human partici-
pants: a single-player experiment with amateurs,
and a multi-player real-time Quizbow] tournament
with experts. This section first introduces the met-
ric for evaluating Quizbowl competency, then pro-
vides details about the human players, the Al player,
the explanation methods, and the baselines. We
show that selective explanation provides person-
alized decision support and leads to the best aug-
mented human performance.

3.1 Evaluating accuracy and efficiency using
one metric without an opponent

Winning in Quizbowl requires you to answer cor-
rectly before your opponent. In real Quizbowl
games with two or more players, a high score is a
proof that a player is both accurate and efficient—
in the sense that they require little information to
get the answer right. In a perfect assessment of
Quizbowl player, we would control for factors such
as question topic and have a head-to-head compe-
tition between every pair of players. In an ideal
evaluation of decision support, we need to control
for confounders such as player skill, and have a
head-to-head comparison between every possible
pair of differently-augmented players, e.g., strong
player with no support vs. weak player with selec-
tive explanations, and vice versa. However, this is
infeasible due to the number of confounders.

We would like a single metric to evaluate both
accuracy and efficiency without running head-to-
head competitione. Accuracy is trivial to evaluate
by itself, but efficiency is not as simple as counting
the number of words that the player had seen when
they answered a question correctly because not all
words have the same value: answering earlier by
one word is much more difficult at the beginnning
of the question than at the end. The reward for
answering earlier should be proportional to the in-
crease in the chance of beating an opponent.

The expected wins (EW) metric implements this
idea. Concretely, it assigns a weight to each correct
answer depending on the percentage of the ques-
tion revealed. The higher the percentage, the lower
the assigned weight. For example, answer answer-
ing correctly halfway through the question counts
as 0.3 points in EW, while a correct answer at the
end only counts as 0.05 points. We use weights
provided by Rodriguez et al. (2019) which are esti-
mated using maximium likelihood from previous
game data (Boyd-Graber et al., 2012).

3.2 Setup: Mechanical Turkers as Amateurs

We recruit twenty amateur players on Amazon Me-
chanical Turk. Each amateur player answers a set
of sixty Quizbowl questions, and the questions are
randomly permuted for each player. Each player is
randomly assigned to either the experimental group
with selective explanations or a control group with
a baseline policy; more on these conditions later.
Before the user answers questions, we familiar-
ize the user with the interface. During that period,
the user can explore the interface without restric-
tion (e.g., they can turn explanations on and off),
and we switch to the assigned setting after the user
clicks a button to indicate that they are ready.

3.3 Setup: Quizbowl Enthusiasts as Experts

We recruit twenty expert Quizbowl players from
online forums. For these experts, we use a newly
commissioned set of 144 questions no participant
has seen before. The questions are divided into six
rounds with twenty-four questions each.

Unlike the amateur experiment, the experts play
a real multi-player Quizbowl game. To make sure
that our game is fair and competitive, we divide
players into three rooms. The initial assignment
uses players’ self-reported skill level. We subse-
quently adjust the assignment at the end of each
round by promoting the top 20% players in each
room and relegating the bottom 20%.



Condition Description

None-fixed
Everything-fixed
Random-dynamic
Selective-dynamic
Autopilot-fixed
ATl-only

Display no explanation.

Display all explanations.

Choose a new random configuration for each question.
Selector chooses the configuration for each question.
Display Autopilot suggestions only.

Autopilot replaces human player.

Table 3: Conditions in the randomized controlled trial. Under fixed conditions, one configuration is used for
all questions; under dynamic conditions, the enabled configurations could change from one question to another.
In all conditions the human player has access to the guesser’s prediction. In the baseline AT-only condition, no

human player is involved.

3.4 Setup: AI Guesser and Explanations

The human player is assisted by a machine learning
guesser. Given a question, the guesser produces
a multinomial distribution over the set of possible
answers (Boyd-Graber et al., 2012); we update this
prediction after every four question words. We
use the BERT-based guesser from Rodriguez et al.
(2019), and refer readers to that paper for model
details and standard evaluation results. Next we dis-
cuss how we generate explanations for the guesser.

* " Alternatives: We show the guesser’s
current top five predictions along with their
confidence scores.

* B Evidence: We retreive four training ex-
amples that are most similar to the current
question. To measure similarity we use cosine
distance between question representations by
the guesser (Wallace et al., 2018).

* § Highlights on question: We use Hot-
Flip (Ebrahimi et al., 2017) and show tokens
with a nomalized attribution score higher than
0.15.

* § Highlights for evidence: We search
for the highlighted question tokens in the re-
trieved training examples, and highlight them.

e @ Autopilot: We colorize the guesser’s
prediction based on the Autopilot’s cur-
rent decision: red if buzzing, gray if not.
When Autopilot is disabled, the color is
always black.

Hyperparameters of an explanation (e.g. number
of highlighted tokens) affect its effectiveness. Here
we choose a fix set of hyperparameters based on
feedback from internal trial runs. However, the
choice of hyperparamters can also be considered
as part of the explanation configuration. Then, we

can use the selector with an expanded action space
to, for example, also choose the number of tokens
to highlight. We discuss this more in Section 5.2.

3.5 Setup: Selector policy

As the user plays, we train their personalized se-
lector policy using LinUCB (Auer, 2002). The pa-
rameters of the user model are not updated during
bandit training; new information gathered about
the user is incorporated into the user model via
features (Table 2).

3.6 Setup: Conditions and Baselines

Table 3 lists the conditions of our randomized con-
trolled trial. The experimental condition is selec-
tive explanations. The control conditions include
baseline policies such as using a fixed explanation
configuration for all questions. To control the num-
ber of conditions, we omit conditions with fixed
configurations, e.g. Y+8-fixed. Instead, we
include Everything-fixed, which Feng and
Boyd-Graber (2019) show to be most effective at
improving user accuracy.

The guesser’s accuracy is on par with the experts.
So if the amateur players are willing and able to
blindly and precisely follow the Autopilot, they
could achieve good scores. But we consider this as
a degenerate solution to human-Al cooperation.

To account for this issue, we include two spe-
cial settings. In Autopilot—-fixed, we display
Autopilot suggestions as the only explanation
for the human player. In AT-only, we replace the
human player with Aut opilot to make decisions.
Using these two settings, we can quantify to what
degree the human player follows Autopilot.

In our forum post for expert recruitment, we
promise an “interface to augment human players
explanations of Al predictions”. To stay true to
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Figure 2: Mean cumulative EW score under each condi-
tion by amateurs (top) and experts (bottom). The selec-
tive condition performs the best amongst all human-Al
cooperative settings.

this promise and ensure a good experience for the
experts (who participates in the game of Quizbowl
for fun), we omit the baseline None—fixed con-
dition in our expert experiments. This omission
should not affect our results since the baseline is
already compared to other conditions in Feng and
Boyd-Graber (2019).

3.7 Evaluation: Does mediation improve
performance measure by EW?

We use the mean cumulative EW score over the
course of the game (144 questions for experts and
60 for amateurs) for our quantitative comparison.
If the human-AT team with a tailored selector can
improve their EW score, this suggests explanations
are helping the users more than other conditions.
Figure 2 shows how the mean EW score un-

der each condition increases as the players an-
swer more questions. Among all human-Al
coopeartive settings, the Selective-dynamic
condition performs the best. Especially for ex-
perts, selective explanation by the selector is
better than both showing all explanations and
AI-only. Importantly, as our model acquires
more data for each the each user with more ques-
tions (and as the user acclimates to their team-
mate), the gap between Selective-dynamic
and Everything-fixed grows.

Without explanations, amateurs are much wose
than AT-only. With selective explanations, am-
ateurs are comparable to AI-only and only
slightly better than showing all explanations.

Under the Autopilot—-fixed condition, if
players blindly follow the AI’s suggestion—buzz
when the Autopilot says so and provide the Al
prediction as the answer—they should match the
AI-only baseline. However, both experts and
amateurs lose to the AT-only under this condi-
tion. This indicates that the other conditions evince
a synergy: humans are not simply blindly follow-
ing the Al suggestions more closely. Rather, the
diverse and selective explanations allow the players
to better decide when to follow and when to use
their own knowledge.

3.8 Analysis: What does selector choose to
show?

We are interested in what the selector learns as
most effective and what it chooses to show to play-
ers. Figure 3 visualizes the evolving distribution of
configurations selected by the bandit selector and
that by the random selector.

First, the selector did not learn to show all ex-
planations for all questions—it learned to be se-
lective. And by comparing to the random selector,
we see that the selector formed a clear preference
among explanations. In fact, at the end of the game,
the selector—learning purely from interaction—
recovers the ranking of individual explanations re-
ported by Feng and Boyd-Graber (2019): highlight
> evidence > alternatives. Interestingly, the selector
did not coverge to this ranking until the players
finished about 60 questions: initially the list of al-
ternatives was the preferred explanations, possibly
because it is easier for the players to interpret than
the others. Eventually as the players get more used
to the other explanations and the selector continues
to learn about the players, it converges.
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Figure 3: Mean cumulative count of explanations be-
ing shown to experts. Here we compare the expla-
nations selected by the selector (left) and by random
(right). Based on the frequency, we see that the selector
learned a ranking of explanations consistent with the ef-
fectiveness reported in Feng and Boyd-Graber (2019):
question highlights is most effectiv, then evidence, then
alternatives.

4 Discussion and Related Work

In this section, we discuss related work and possi-
ble extensions of selective explanations.

4.1 Who should drive?

Clearly defining the shared obligations of the team
is crucial to the success of the team. By design,
we keep ultimate control of decision making with
the human. However, this may not be optimal; a
distracted, overloaded, or hesitating human might
be better served by an AI “taking the wheel” if it
is certain. The most relevant work to ours is Gao
et al. (2021), which similarly uses bandit feedback

to optimize team performance. Whereas our policy
chooses from the set of explanation configurations,
their policy makes a binary decision: whether to
delegate a decision to the human or leave it to the
AL Our Autopilot explanation can be seen as
“soft” delegation. Future work should compare se-
lective explanation with more methods for delega-
tion and deferral (Madras et al., 2018; Lubars and
Tan, 2019; Kamath et al., 2020; Lai et al., 2022).

4.2 Alignment, and learning to optimize
human objectives

Typically, ML algorithms optimize automatic met-
rics: how well can a machine replace or emulate a
human. However, this is inconsistent with how hu-
mans and machines interact in the real world; often
models need to be personalized to users (Zhou and
Brunskill, 2016). The research area that deals with
the general problem of optimizing human’s objec-
tives is alignment (Amodei et al., 2016). Specif-
ically for human-AI teams, an unsettled question
is how to optimize for that partnership; while we
optimize for short-term accuracy, a reasonable alter-
native would be to optimize for longer-term learn-
ing Bragg and Brunskill (2020). An interesting
direction would be to take a real-world task and
directly optimize the underlying model (not just the
selector) to create tailored explanations, as Lage
et al. (2018) did for synthetic tasks.

5 Conclusion: Explanations Tailored for
Users

Users benefit from collaborating with AI, and this
collaboration can be improved by explaining the
AI well. Moreover, the this benefit is not universal,
some users need or thrive with different explana-
tions. However, finding the right combination is
not easy; while our bandit approach can find useful
explanations, it requires both the user to become
acclimated to human-AI teaming and the bandit
to explore the space of explanations. As human-
Al collaborations become more common, we must
continue to search for better signals and methods to
help the teaming minimize stress and acclimation
but maximize fun and productivity.



Limitations

5.1 Limited Modeling of Factors in
Human-AT Cooperation

As we discussed in Section 1, a major contribu-
tor to the inconsistency of human-AI experimental
results is the large number of factors that can influ-
ence the cooperative effectiveness. One of those
factors that’s relatively easy to model is the hu-
man’s skill level. In theory, selective explanation
should be able to model that: if we optimize selec-
tive explanation jointly for experts and amateurs,
the selector should be able to learn and choose dif-
ferent explanations for the two different groups of
players. Unfortunately we couldn’t have done that
experiment because Quizbowl is too challenging
for mechanical turkers without any assistance, and
when they compete head-to-head the game is made
more difficult by the element of competition.

There are other factors of human-AI cooperation
that has been identified by previous work but we
couldn’t model: the level of human agency (Lai
and Tan, 2019; Bansal et al., 2021) the model’s
predictive accuracy (Bansal et al., 2020), the user’s
mental model of machine learning (Bansal et al.,
2019), and the amount of interactivity (Smith-
Renner et al., 2020a,b). Even within limited in-
teractions, there is significant variation about the
optimal modality of explanations (Gonzalez et al.,
2020). Other factors, such as the distribution of
test examples and model architecture, affect the
quality of output from various post-hoc explana-
tion methods (Ghorbani et al., 2019; Jones et al.,
2020).

Another major limitation of our evaluation is
that we only experimented with one question an-
swering problem, Quizbowl. Our method is gener-
ally applicable to decision making problems. But
finding another suitable task and adapting our in-
frastructure, experiment design, incentive strutures
is highly non-trivial. We are actively looking for
other problems to experiment on and hope to con-
duct more extensive experiments in the future.

5.2 Selector’s Action Space is Limited

We present this work as another step towards
learned explanations that are more aligned with
human values (Amodei et al., 2016). Our method
seeks to maximize a human objective, not heuristic
proxies of that (Doshi-Velez and Kim, 2018), and
not the objective of the solo machine. In this work
we focus on a simplified setting with a limited de-

sign and action space, but our experimental setting
closely mimics how a human-Al team would oper-
ate in a real-world task; in particular, our testbed,
Quizbowl, bears merits that are essential for a task
to have in order to benefit from this idea.

We focus on this restricted selector to keep the
sample complexity for multi-armed bandit under
control. In principle the selector could be more
fine-grained if we allow it to dynamically change
the configuration as the clues in the question are
revealed. Despite challenges with regards to sam-
ple complexity, we believe that this expansion of
action space is a logical next step.

Ethics Statement

The general ethical concerns of explainable artifi-
cial intelligence (XAI) apply to this work, and we
refer readers to Miller (2019) and Gunning et al.
(2019) for a more detail account of those concerns.

A special concern with this work is what counts
as explanations. This paper studies exclusively
post-hoc explanations that do not have theoretical
guarantees. These ad-hoc explanations might ap-
pear reasonable—and they do, in some sense, since
they improve human performance in our experi-
ments, but there is no telling whether the informa-
tion conveyed by the explanations is reliable. In
other words, it is equally justifiable to interpret
these so-called explanations as persuasions or even
deceptions—in the sense that the model and the
explanation method are collectively trying to con-
vince the human to agree with them. To hedge
against this concern, we do not make any claims
about the nature of these explanations in this paper.
Instead, we study the empirical properties of them,
and whether they can be useful.
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