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ABSTRACT

The timing of both manual co-speech gestures and
head gestures is sensitive to prosodic structure
of speech. However, head gesters are used not
only by speakers, but also by listeners as a back-
channeling device. Little research exists on the
timing of gestures in back-channeling. To address
this gap, we compare timing of listener and speaker
head gestures in an interview context. Results
reveal the dual role that head gestures play in
speech and conversational interaction: while they
are coordinated in key ways to one’s own speech,
they are also coordinated to the gestures (and hence,
the speech) of a conversation partner when one
is actively listening to them. We also show that
head gesture timing is sensitive to social dynamics
between interlocutors. This study provides a novel
contribution to literature on head gesture timing
and has implications for studies of discourse and
accommodation.
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1. INTRODUCTION

Literature on the timing alignment of speech and
co-speech gesture demonstrates that gestures are
sensitive to the prosodic signal, including stress and
intonational phrase boundary [1]. In particular, a
number of studies have shown that gestures are
timed to stressed vowels or pitch accents (see [2] for
an overview) and gestures are retracted, or shifted
earlier, at intonational phrase boundaries [3, 4], with
similar results across manual and head gestures.
While manual gestures are crucially timed with

one’s own speech, head gestures are employed by
both speakers and listeners during conversational
interaction: while speakers are known to align
their head gestures with prominent syllables in their
own speech, listeners use head gestures as a back-
channeling device to indicate engagement with the
speaker [5]. Listener head gestures are known

to be denser at points of overlapping discourse
[6]; however, how head gestures are timed relative
to the discourse, e.g., whether gestures are still
timed to speech or other aspects of the interaction,
is unstudied. Furthermore, back-channeling cues
are subject to accommodation, where the social
dynamic between interlocutors influences speech
patterns such as the timing [7], acoustics, and
prosody of speech [8, 9]. Interlocutors that
accommodate to their speech partners are viewed
as more likable and the resulting conversations are
perceived as more natural and successful [10, 11,
12, 13, 14]. Whether social roles affect head gesture
coordination between speakers remains unknown.
We analyze how interlocutor roles—speaker vs.

listener—affect head gesture timing. Furthermore,
we analyze how timing differs across speakers
depending on the social role of the interlocutor
by analyzing differences in the interviewer and
subjects using a corpus of Salon Talks interviews.
We hypothesized that, consistent with previous
literature, the timing of one’s own gestures would
align with stressed syllables in one’s own speech
and that this alignment would be sensitive to
proximity to an intonational boundary. Given
the importance of head gestures in listener back-
channeling, we also predicted that participant head
gestures would align closely with an interlocutor’s
speech when the participant was actively listening to
their interlocutor and that timing of the interviewer’s
gestures would be more sensitive to the interview
subject’s gestures than the other way around. Our
findings confirm that listener gestures are highly
sensitive to the timing of the interlocutor’s gestures.
Furthermore, we find that the interviewer shows
greater accommodation to the timing of the subject’s
gestures than the subjects to the interviewer.

2. METHODS

2.1. Data

To analyze gestural turn-taking, we used interviews
from Salon Talks retrieved from YouTube. Salon
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Talks interviews were optimal for analyzing gestural
turn-taking because the videos had few camera
angles and had long durations shot from a camera
angle in which speakers’ heads and upper bodies
were simultaneously visible (see Figure 1). We
examined clips from four interviews conducted by
Mary Elizabeth Williams with the subjects Zoey
Deutch (posted Mar 21, 2018), Jesse Eisenberg
(posted Mar 11, 2019), Randall Park (posted Jun
6, 2019), and Mira Sorvino (posted Nov 7, 2018).
The clips were approximately two minutes in length
and consisted of a single camera angle where both
speakers were visible for the duration of the clip.

Figure 1: Still image from Salon Talks interview
with Mary Elizabeth Williams and Randall Park.

2.2. Gesture and speech annotation

Gestures were coded by a team of researchers
trained in gesture coding using ELAN [15]
following the MIT Gesture Studies Coding
Manual [16], which outlines several phases of
the gesture including preparations, strokes, holds,
and recoveries based on [17]. This method was
updated for head gestures following [2] and [3].
The videos were coded for gestural phase, apex, and
interlocutor role. The apex of the gesture was coded
as the point of maximum extension. Because ELAN
does not permit annotation of a single point in time,
but instead requires interval annotations, the point
of maximum extension was annotated as the end
point of the apex (T2) and extended two frames
prior to the apex. Calculations regarding apex used
the T2 of the apex interval. For each video, there
were approximately 250 apexes coded per subject.
The interlocutor role was coded as speaker, listener,
or speaker/listener, where both the interviewer and
subject were speaking simultaneously. Gestures that
were coded as speaker/listener were not analyzed
in this study as gestures could not be reliably
attributed to the speech of a single speaker, and
thus, the interlocutor role was ambiguous. A
transcript of the interview clip was made by a team
of researchers and was aligned using the FAVE

Forced Aligner [18]. The forced alignment data was
then hand-corrected by a team of researchers.

2.3. Speech to gesture and gesture to gesture timing

To analyze the timing between gestural apexes and
phones, the lag time between apex and phone was
calculated as the T2 of the apex minus the start time
(T1) of the phone. Phones were coded as either
stressed vowel, unstressed vowel, or consonant. To
analyze how intonational boundary affected lag time
between vowels and gestures, the distance to nearest
vowel was calculated following the same method.
Likewise, intonational boundary was coded as either
initial, for the first word of an intonational phrase,
final for the final word of an intonational phrase,
or else medial. Together, these calculations allowed
us to analyze the alignment between gestural apexes
and prosodic elements including, phone, stress, and
intonational phrase boundary (see Section 3.1).
To analyze the timing between gestures across

interlocutors, the apex lag time was calculated as the
time from the T2 of one apex to the T2 of another
apex in a sequence of alternating gestures between
interlocutors, as illustrated in Figure 2. In other
words, in a sequence of Gesturer A1 - Gesturer B
- Gesturer A2, Gesturer B’s lag time was calculated
as Gesturer B minus Gesturer A1.

Figure 2: Example of alternating gestures
between speakers used to calculate apex lag.
Endpoint of ax intervals coincides with the point
of maximal head extension.

This measure of apex lag was used to analyze
the timing relationship between interlocutors, i.e.,
speaker and listener, across the dyads, e.g., Mary
Elizabeth Williams and Randall Park, and based on
participant role, i.e., interviewer and subject. The
results of this analysis are discussed in Section 3.2.

3. RESULTS

3.1. Timing of speech and gestures

Overall, the results of the analysis on the timing
between gestures and speech are consistent with
previous work on the alignment of speech and co-
speech gesture [2, 3, 4]. We found that gestural
apexes were more likely to align with stressed
vowels than with other segments. The correlation
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between stressed vowels and gesture apex alignment
was analyzed using a Pearson’s Chi-squared test (p
< 0.001). There is a significant correlation between
the alignment of gesture apexes and stressed vowels,
as illustrated in Figure 3. Positive or ‘attraction’
relationships are shown in blue and negative or
‘repelling’ relationships are shown in red, where
the darkness of the shade of blue or red indicates
the strength of the relationship. The size of the
bubble indicates the contribution of the variable to
the model, where larger bubbles indicate variables
that have a larger effect in the model. As indicated
by the large, dark blue bubble for stressed vowels
aligned with apexes, there is a strong attraction
relationship between stressed vowels and gestural
apexes, consistent with [2].

Figure 3: Correlation plot between segment type
and gesture aligned vs. unaligned segments.

We also examined intonational phrase boundaries
and apex alignment by analyzing the time between
vowels and aligned apexes and found that gestures
retract, or occur earlier with respect to the vowel,
at intonational phrase boundaries (Figure 4). We
hypothesize that this result was obscured for Zoey
Deutch because she had fewer gestures occurring at
phrase boundaries.

Figure 4: Time between apexes and vowels at
intonational boundaries, plotted by subject. Value
of 0 corresponds to perfect alignment between
gesture apex and vowel onset.

A linear mixed effects model (lmer function of the
lme4 package [19]) of the time between vowels and
apexes shows a significant effect, consistent with

the findings in [3] (Initial vs Final: b= 15.082,
t= 2.157, p< 0.05; Medial vs Final: b= 25.626,
t=5.446, p < 0.001). All models were originally
fit with the maximal random effect structure with
random slopes for all predictors, but where the fit
was singular, we removed random slope terms that
eliminated singularity [20].
Together, these results show that head gestures are

sensitive to prosodic elements of speech including
both stress and intonational boundary. Gestural
apexes tend to coincide with stressed vowels, but are
retracted at intonational phrase boundaries.

3.2. Timing between conversation partner gestures

Head gestures, in addition to being used to augment
one’s own speech, are likewise used by listeners as
a back-channeling cue, indicating interaction and
engagement. Furthermore, speakers provide timing
cues to listeners both in the timing of their speech
and in the timing of their own gestures. Thus, in
addition to analyzing the timing between speech
and head gestures, we also analyzed the timing
between interlocutor gestures, focusing on the
difference in timing between listeners and speakers
at points in the video where there was no overlap
between speakers, and as such, speech role was
unambiguous. Overall, listeners time their apexes
to their interlocutor’s gestures, while speakers time
their gestures to their own speech.
To analyze the influence of interlocutor gestures

on apex timing, we calculated the lag between
each participant’s head gesture apex relative to the
immediately preceding apex of their conversation
partner. This provides a measure of alignment
between gestures across participants. We found that
overall lag time was shorter when participants were
listening to their interlocutor than when they were
speaking. A linear regression demonstrates that this
effect is significant (Interlocutor Role (speaker): b=
0.25, t= 3.01, p< 0.01; Participant Role (subject):
b= 0.28, t=3.44, p < 0.001).
Figure 5 plots the lag between speakers for each

of the interview subjects alongside the interviewer
and shows that apex lag times were shorter when the
subject was listening than speaking for all subjects
except Mira Sorvino. The results likely differ for
Sorvino because she gestured less while listening
than the other subjects, thus providing a relatively
limited sample and obscuring the trend. The plot
additionally shows that the interviewer’s lag time
was consistently shorter than her subject’s relative
to her own and that the difference in lag between her
apexes as speaker vs. listener was smaller.
On the other hand, gesture-to-speech timing
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Figure 5: Time between the gestural apex
of Speaker A to the gestural apex of Speaker
B plotted for four dyads with Mary Elizabeth
Williams as the interviewer across all four dyads.

showed a very different pattern: all five participants
showed shorter apex to vowel lag times between
apexes and phones when speaking compared to
listening, shown in Figure 6; this is consistent with
the prediction that participants would time their
gestures with their own speech when in the speaker
role. A linear mixed effects model (lmer function
of the lme4 package [19]) predicting time between
apexes and vowels from interlocutor role with
participant as a random intercept shows that this
effect was significant (Interlocutor role (speaker):
b= 12.433, t= 2.381, p= 0.05).

Figure 6: Time between apexes and vowels by
interlocutor role, where lag time is shorter when
participants are speaking compared to listening.

Overall, these results show that speakers time
their gestures to speech while listeners time
their gestures to their interlocutor’s gestures.
Furthermore, the social role of the interlocutor
influences the degree of this effect, where the
interviewer showed greater accommodation to
the interview subject’s gestures regardless of the
interviewer’s interlocutor role.

4. DISCUSSION

The results of this study on the timing between
head gestures and speech are overall consistent with
the findings of previous literature [2, 3, 4], where

gestures are sensitive to prominence in the speech
signal. Namely, gestural apexes are timed to stressed
vowels and are retracted from stressed vowels at
intonational phrase boundaries. However, a novel
contribution of this study is the clear difference in
gestural timing depending on interlocutor role. In
particular, in analyzing the lag time of alternating
apexes between interlocutors, there is a difference
between the timing of gestural apexes in listeners
compared to speakers, where apex-to-apex lag times
are shorter for listeners than for speakers. This is
contrasted with the lag time between apexes and
phones, where lag times are shorter between apexes
and phones for speakers compared to listeners.
This asymmetry is indicative of the dual role that
head gestures play, coordinating with a participant’s
own speech when they are speaking, and with an
interlocutor’s gestures when listening.
In addition, the social role of the participants

influenced gestural timing. In particular, the
interviewer had shorter apex lag times both when
speaking and when listening, and furthermore,
shorter lag times than the interview subjects.
These results are consistent with literature
showing interlocutors who accommodate to
their conversation partner are viewed as more
likable and the interactions are viewed as more
successful [10, 11, 12, 13, 14]. Mary Elizabeth
William’s role as the interviewer positions her to
accommodate more to her interview subjects, and
thus, her gestural apexes more closely align to the
interview subjects’ gestures. These results are an
essential contribution to literature on gestural timing
and accommodation.

5. CONCLUSION

This study confirms the findings that speaker
gestures are timed to prominent elements of the
speech signal. In addition, we demonstrate
that gestural alignment differs depending on
whether the gestures are produced by speakers
or listeners. Namely, while speakers’ gestures
are more closely timed to aspects of the speech
signal, listeners’ gestures are more closely timed to
their interlocutor’s gestures. Furthermore, patterns
in timing differ depending on the social role
of the interlocutor, where the interviewer shows
greater accommodation to the interview subjects.
These results provide novel insights into gestural
alignment, showing that listeners use the visual
cues of an interlocutor’s gestures to plan their
own gestures and that listeners engage with and
accommodate to their interlocutor’s gestures.
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