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Data-driven modeling has become a key building block in computational science and engi-
neering. However, data that are available in science and engineering are typically scarce, often
polluted with noise and affected by measurement errors and other perturbations, which makes
learning the dynamics of systems challenging. In this work, we propose to combine data-driven
modeling via operator inference with the dynamic training via roll outs of neural ordinary dif-
ferential equations. Operator inference with roll outs inherits interpretability, scalability, and
structure preservation of traditional operator inference while leveraging the dynamic training via
roll outs over multiple time steps to increase stability and robustness for learning from low-quality
and noisy data. Numerical experiments with data describing shallow water waves and surface
quasi-geostrophic dynamics demonstrate that operator inference with roll outs provides predic-
tive models from training trajectories even if data are sampled sparsely in time and polluted with
noise of up to 10%.
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1 Introduction

Learning models from data has become a key building block in computational science and engineering.
However, data in science and engineering applications often are scarce, perturbed and noisy. To cope with
scarce low-quality data, we propose to combine non-intrusive model reduction via operator inference [1] with
the dynamic training via roll outs of neural ordinary differential equations (Neural ODEs) [2]. We show
that roll outs make operator inference more robust against scarce data and noise. Numerical experiments
demonstrate that the proposed operator inference approach with roll outs learns reduced models even when
traditional operator inference fails because of too little data and too much noise.
Learning reduced models from data is a widely studied problem. There are dynamic mode decomposition

and Koopman-based methods [3, 4, 5, 6, 7, 8] as well as sparsity-based methods [9, 10, 11, 12]. Related
are methods for data-driven closure modeling such as [13, 14]. A range of methods for non-intrusive model
reduction learn coefficients of low-dimensional approximations from data [15, 16, 17, 18, 19, 20, 21]; see [22]
for a software package. The systems and control community studies data-driven model reduction methods
from the frequency-domain perspective, e.g., Loewner methods [23, 24, 25, 26, 27, 28, 29, 30, 31], vector
fitting [32, 33], and eigensystem realization [34, 35]. All of these techniques are static in the sense that the
prediction error of the to-be-learned model is penalized based only on the residual from a prediction of a
single step into the future, because this typically leads to linear optimization problems.
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Operator inference is a non-intrusive model reduction method that learns from time-domain data and is
applicable to nonlinear systems [1]. It is a building block of other scientific machine learning techniques
[36, 37, 38, 39, 40, 41, 42, 43, 44, 37] and has been applied to a range of challenging problems in engineering
[45]. However, operator inference is prone to perturbations and noise in the data. The work [46] considers
a perturbation analysis for operator inference, which shows that perturbations introduced via the approx-
imation of the time derivatives can have large effects on the model predictions. The work [47] shows that
even errors in the dynamics due to the projection onto low-dimensional subspaces can lead to large errors
in the predicted states. Regularization is one remedy and is considered in [45, 43, 48]; however, determining
regularizers that bias against noise and at the same time avoid losing the signal in the data that describe
actual dynamics of the underlying systems remains an open problem. Operator inference from noisy data
is also considered in the work [49], where an active learning approach is proposed for damping the effect
of noise on the prediction error. All these approaches are based on the original formulation of operator
inference that relies on the residual of the prediction one time step into the future only.
In contrast, we propose a formulation of operator inference that leverages ideas from differentiable pro-

gramming and Neural ODEs. We include the accuracy of predictions of the to-be-learned model of multiple
time steps into the future in the training objective. Our work is motivated by the preprint [50] that formulates
operator inference in a differentiable setting and analytically derives gradients for the training. The training
objective is motivated by Neural ODEs [2] that parametrize the right-hand side function of an ODE as a
deep-neural network and then train the network parameters by integrating the corresponding ODE forward
in time. Neural ODEs have been used in the context of model reduction in, e.g., [51, 52], where the network
additionally depends on a physical input. There also is work on fitting Neural ODEs to the coefficients of
projected data [53]. Similarly, the work [54] trains a network to predict the next state of reduced models;
there also is [55] that use deep networks to make predictions into the future but no roll outs are used, which
avoids differentiating through a time-integration scheme. Bayesian formulations of analogous concepts have
been proposed as well [56]. There is a line of works [57, 58] that aims to identify a noise model of the data,
which is different from our approach that aims to regularize against noise via roll outs rather than aiming
to explicitly identify a model of the noise.
We leverage the insights gained from the works on Neural ODEs and related methods and combine them

with the interpretability and scalability of operator inference. In particular, the parametrization of models via
low-degree polynomials of traditional operator inference is beneficial also when using roll outs. Using poly-
nomial models separates linear from nonlinear dynamics, which means that semi-implicit time-integration
schemes can be applied. Furthermore, the polynomial structure allows estimating the stability radius of the
domain of attraction of the learned models, which provides an analysis of the learned models beyond mere
numerical experiments on test sets. Finally, interpolating between polynomial models to quickly derive new
models for new physical inputs can be achieved in a structure preserving way by building on widely used
techniques from model reduction for interpolating on matrix manifolds [59, 60, 61, 62].
With roll outs, we show that we gain an increase of robustness of operator inference. Roll outs lead to an

implicit stability bias, which can be interpreted as a regularizer that helps when only few data samples are
available. Similarly, if data are polluted with noise, roll outs help to prevent overfitting, as our numerical
experiments will show. Finally, traditional operator inference typically estimates time derivatives via finite
differences, which is prone to inaccuracies in the presence of already little noise and perturbations. Instead,
by using roll outs, the time integration scheme is included in the learning process. Thus, the to-be-learned
model is discretized in time and only state observations of the underlying systems are required, without
time-derivative approximations of the observed states of the underlying high-dimensional system from which
data are sampled; see also [63] for similar observations in the context of dictionary-based learning methods.
We present numerical experiments that indicate that operator inference with roll outs can provide predictive
models even from coarsely sampled training data trajectories and with noise of up to 10%.
The manuscript is organized as follows. In Section 2, preliminaries are reviewed, such as the traditional

formulation of operator inference. Section 3 introduces operator inference with roll outs by building on
Neural ODEs [2]. The section also discusses the benefits of polynomial models in terms of interpretability,
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scalability, and generalization to new physical inputs as well as implementation aspects of operator inference
with roll outs. Numerical results are demonstrated in Section 4 and conclusions are drawn in Section 5.

2 Preliminaries

We describe the data collection process in Section 2.1 and operator inference [1] for learning reduced models
from data in Section 2.2. The problem formulation is given in Section 2.3 to highlight that the operator-
inference formulation of [1] is static in the sense that the training loss penalizes the prediction of only a
single time step into the future.

2.1 Collecting data and low-dimensional structure

Consider a process (qt(µ))t≥0 with state qt(µ) ∈ R
N at time t that is obtained for a control trajectory

(ut(µ))t≥0 with control ut(µ) ∈ U ⊂ R
p at time t, initial condition q0(µ) ∈ Q0 ⊆ R

N , and input µ ∈ D ⊂
R

d. Let Dtrain = {µ1, . . . ,µM} ⊂ D be a set of M training inputs. For each training input µi ∈ Dtrain,
there is given an initial condition q0(µi) ∈ Q0 and a time-discrete control trajectory

U(µi) = [u1(µi), . . . ,uK(µi)] ∈ R
p×K

and the corresponding time-discrete state trajectory

Q(µi) = [q1(µi), . . . , qK(µi)] ∈ R
N×K

at discrete time steps 0 = t0 < t1 < · · · < tK = T . For ease of exposition, we assume equidistant time
steps with time-step size δt. However, the following methodology extends in a straightforward way to non-
equidistant time steps. Additionally, in the following, we consider processes with a low-dimensional structure
so that an accurate reduced model exists. Thus, there is a basis matrix V = [v1, . . . ,vn] ∈ R

N×n of the
space V with dimension n ≪ N that is obtained, for example, via the principal component analysis from the
snapshots

Q = [q0(µ1),Q(µ1), q0(µ2),Q(µ2), . . . , q0(µM ),Q(µM )] ∈ R
N×M(K+1) .

In the space V , the states of the process (qt(µ))t≥0 can be approximated well; we refer to [64, 65, 66, 67] for
model reduction in general.

2.2 Static learning of low-dimensional models via operator inference

Operator inference was introduced in [1] to learn low-dimensional models from data. It proceeds in three
steps: First, the trajectories are projected onto the reduced space V

Q̄(µi) = [q̄1(µi), . . . , q̄K(µi)] = V TQ(µi) , i = 1, . . . ,M . (1)

Second, the time derivatives of projected states q̄j(µi) at time tj for i = 0, . . . ,M and j = 1, . . . ,K are
approximated via, e.g., finite differences, to obtain the approximate time derivatives

Q̄
′
(µi) = [q̄′

1(µi), . . . , q̄
′
K(µi)] , i = 1, . . . ,M . (2)

Third, a low-dimensional model with polynomial structure is fitted to the projected states (1) and their
approximate time derivatives (2) via a least-squares problem.
Operator inference was developed for fitting polynomial models of degree L ∈ N,

d

dt
q̂(t;µ) =

L
∑

ℓ=1

Aℓ(µ)q̂
ℓ(t;µ) +B(µ)u(t;µ)
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with matrices Aℓ(µ) ∈ R
n×nℓ for ℓ = 1, . . . , L and control matrix B(µ) ∈ R

n×p, where nℓ =
(

n+ℓ−1
ℓ

)

because q̂ℓ(t;µ) contains only combinations that are unique up to commutativity; see [1] for details. For all
i = 1, . . . ,M training inputs, the corresponding model operators A1(µi), . . . ,AL(µi),B(µi) are fitted via
the following linear least-squares problem

min
A1,...,AL,B

1

K

K
∑

k=1

∥

∥

∥

∥

∥

L
∑

ℓ=1

Aℓq̄
ℓ
k(µi) +Buk(µi)− q̄′

k

∥

∥

∥

∥

∥

2

2

, (3)

which gives the inferred operators
A1(µi), . . . ,AL(µi),B(µi) . (4)

For a new input µ ∈ D\Dtrain, the inferred operators for all i = 1, . . . ,M training inputs can be interpolated
as shown in [1]; see also the work [37] that proposes operator inference for problems with an affine parameter
dependence.
The optimization problem (3) is linear in the optimization variables A1, . . . ,AL,B and thus can be solved

efficiently with standard linear algebra routines. This can be seen by reformulating (3) as

D(µi)O(µi) = R(µi) , (5)

with matrices D(µi) ∈ R
K×n̄,O(µi) = [AT

1 (µi), . . . ,A
T
L(µi),B

T (µi)]
T ∈ R

n̄×n and R(µi) ∈ R
K×n, where

n̄ = p+
∑L

ℓ=1 nℓ. The formulation also shows that at least n̄ rows in D(µi) are required, i.e., K ≥ n̄ to obtain
a full-rank matrix and thus to avoid an under-determined least-squares problem with non-unique solution;
note that if the states are observed with the re-projection sampling scheme, then recovery guarantees can
be established under assumptions on the data [47].
If fewer state observations are available, regularization can be helpful, see, e.g., [45, 43, 48]. In the

following, we use the minimal-norm solution and thus solve

min
O(µ

i
)

‖O(µi)‖
2
F ,

such that D(µi)O(µi) = R(µi) ,
(6)

for i = 1, . . . ,M , which can be solved with standard linear algebra routines.

2.3 Problem formulation

We refer to a formulation such as (3) as static in the following because the prediction of the learned model
is taken into account only for one time step into the future during training. This means, the loss function
only compares the residual of the learned model from one time step at a time, without predicting the states
during the training process. This has several drawbacks that are inherent to such static formulations:
First, the problem formulation is affected by the sensitivity of least-squares regression to perturbation

and noise, which is discussed in the context of operator inference in the work [46] and later in [49]. For
example, the perturbation can come from the approximation of the time derivatives (2) and from partial
state observations [39]. Another source of perturbations can be a wrong model frame (parametrization) in
the sense that, for example, a quadratic model is fitted to data that are observed from a system with cubic
dynamics. Noise can be introduced because the observed states are polluted with noise and other numerical
perturbations such as early stopping in iterative solvers, as considered in [49]. These works show that even
small perturbations can lead to large errors in the predictions of the learned models as well as to instabilities.
Second, without regularization, problem (3) has multiple solutions if too few data points are available to

obtain a full-rank data matrix D in (5). While regularization has been proposed for operator inference,
it introduces a bias by design and the effect of the bias on the model prediction is still actively studied
[45, 43, 48]. The sensitivity to perturbations in the data and the potentially high requirements of training
data can be limitations when learning models with operator inference in practice.
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time t

truth q(t)
traditional OpInf

(a) traditional operator inference

time t

truth q(t)
OpInf + roll outs

(b) operator inference with roll outs of length two

Figure 1: The loss of operator inference with roll outs penalizes model predictions of more than one time step into
the future, which increases robustness against instabilities, noise, and perturbations in our numerical ex-
periments. In contrast, traditional operator inference minimizes a loss that takes into account predictions
of only one time step into the future and thus cannot penalize errors in long-term predictions of the learned
models.

3 Operator inference with roll outs

We to roll out the learned model during the training process so that the error of the trajectory predicted over
multiple time steps into the future by the learned model is penalized rather than the residual at the current
time step alone; cf. Figure 1. Note that the concept of roll outs are extensively used in Neural ODEs [2].
Roll outs provide an inherent stability prior because models that are unstable during the training roll outs
get strongly penalized. Similarly, our numerical experiments will demonstrate that the new formulation of
operator inference is more robust against perturbations in the data because the whole predicted trajectory
is considered in the training loss rather than only a single time step. The drawback is that the training
problem becomes more challenging; however, we leverage the recent advances in automatic differentiation to
efficiently compute the gradients of the learned model.
We formulate operator inference with rollouts in Section 3.1 and Section 3.2 and discuss polynomial models

in the context of differentiable operator inference in Section 3.3. The stability bias introduced by the roll
outs is analyzed in Section 3.4. The computational procedure is discussed in Section 3.5.

3.1 General setup of differentiable non-intrusive model reduction

Consider a function f̂ : Rn × U ×D×Θ → R
n that depends on a parameter θ ∈ Θ ⊂ R

p, which we want to
learn so that f̂ describes the dynamics of the observed data,

d

dt
q̂(t;µ) = f̂(q̂(t;µ),u(t),µ; θ) . (7)

Notice that this setup follows, e.g., Neural ODEs where the function f̂ is given by a deep neural network
[2]; see also [52, 53]. Based on model (7), define the discrete flow map

q̂k(µ) = Φ̂δt(q̂k−1(µ),uk−1(µ),µ; θ) , k = 1, . . . ,K

with time-step size δt > 0, which depends on a time-discretization scheme. Explicit and implicit discretization
schemes can be used and the discrete flow map can depend on a history of past time steps rather than just
the previous one. The discrete flow map Φ̂δt depends on the input θ through the function f̂ .

5



Consider now a roll-out length R ∈ N and the objective function J : Θ×D → R defined as

J(θ;µ) =
K−R
∑

k=0

R
∑

r=1

∥

∥q̄k+r(µ)− ẑk,r(µ)
∥

∥

2
, (8)

where
ẑk,r(µ) = Φ̂δt(ẑk,r−1(µ),uk+r−1(µ),µ; θ) , ẑk,0(µ) = q̄k(µ)

with q̄k(µ) the projected observed state at time step k with input µ; cf. Eq. (1). Instead of penalizing the
misfit between data and model predictions at all R time steps as in (8), we can also instead penalize the
misfit at R̂ time increments r1, . . . , rR̂ such that r1 ≤ · · · ≤ rR̂ ≤ R. The corresponding objective is

JR̂(θ;µ) =

K−R
∑

k=0

R̂
∑

ℓ=1

∥

∥q̄k+rℓ(µ)− ẑk,rℓ(µ)
∥

∥

2
. (9)

The training problem of operator inference with roll outs is the optimization problem

min
θ∈Θ

J(θ;µ) , (10)

which is solved for all training inputs µ1, . . . ,µM to obtain the model parameters θ(µ1), . . . , θ(µM ). The
objective in (10) includes the flow map of the to-be-trained model and thus the objective takes into account
the predictions of the to-be-trained model, in contrast to the traditional operator inference problem (3).
For each training input µi ∈ Dtrain, one obtains a low-dimensional model (7) that one can integrate with

new control u(t) ∈ R
p and new initial condition q̂0 ∈ R

n. To compute a low-dimensional model at a new
input µ ∈ D \ Dtrain, the parameters θ(µ1), . . . , θ(µM ) are interpolated at µ; note that this requires the
model (7) to be chosen such that interpolating the model parameters indeed leads to models that describe
well the dynamics at the new inputs; which we will discuss in the context of polynomial models in detail in
Section 3.3.

3.2 Model predictive control and operator inference with roll outs

We formulate operator inference with rollouts as (10), which is a classical optimization problem that follows
the concept of unrolling of Neural ODEs [2]; however, the formulation with objective (8) is equivalent to
solving the following constrained optimization problem

min
θ∈Θ

K−R
∑

k=0

R
∑

r=1

∥

∥q̄k+r(µ)− ẑk,r

∥

∥

2
(11)

such that ẑk,r = Φ̂δt(ẑk,r−1, uk+r−1(µ),µ; θ)), (12)

ẑk,0 = q̄k(µ) . (13)

Such constrained optimization problems are well studied in the context of parameter calibration and optimal
control [68], offering alternative solution strategies using Lagrange formulations. In particular, Lagrange
formulations allow efficient realizations in software frameworks without automatic differentiation capabilities,
with the corresponding adjoint formulations being straightforward to implement1. We also want to highlight
the connection to so called solver-in-the-loop approaches, which currently gain attention in the context of
enriching solvers of PDEs with two- and three-dimensional spatial domains with machine-learning models
[69, 70], mostly leveraging the JAX library [71].

1Solving the adjoint formulation means solving a linear ODE backwards in time to determine the Lagrange multipliers.
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3.3 Parametrizations via polynomials in model reduction

A wide range of parametrizations can be used for formulating the function f̂ in (7) such as deep networks,

as has been done in [2, 52]. However, in this work, we consider f̂ to be a polynomial in the state and control,

to mimic operator inference2. Thus, in the following, the function f̂ is given by

f̂(q̂,u,µ; θ) =

L
∑

ℓ=1

Aℓ(µ)q̂
ℓ +B(µ)u ,

where we have a linear dependence on the control u and thus

θ(µ) = [A1(µ), . . . ,AL(µ),B(µ)] .

The use of polynomial functions has several advantages. First, interpolating an operator Ai(µ) between
the parameters θ(µ1), . . . , θ(µM ) at a new input µ ∈ D \ Dtrain means to interpolate among the operators
{Ai(µ1), . . . ,Ai(µM )} for each i = 1, . . . , ℓ, which often leads to an interpolated parameter θ(µ) that indeed
leads to a predictive model of the process corresponding to µ; this has been successfully leveraged in model
reduction [59, 60, 61, 62] and operator inference [1] for a long time.
Second, in case of polynomial models, the model parameter θ(µ) = [A1(µ), . . . ,Aℓ(µ),B(µ)] is inter-

pretable. For example, the operators provide insights into the stability radius of the model; cf. [72, 73, 74, 75],
which we will also demonstrate in the numerical experiments.
Third, the number of degrees of freedom of a polynomial model, i.e., the dimension of θ(µ) is low, as long

as the degree L of the polynomial stays low. As shown theoretically and numerically in [76, 36], low-degree
polynomials are sufficient for describing the dynamics of a wide range of applications of interest in science and
engineering. Additionally, it is wide engineering practice to approximate nonlinear behavior with low-degree
polynomials derived from truncated Taylor expansions.
Fourth, polynomial models explicitly split the dynamics into linear and nonlinear dynamics via the matrices

A1 and Ai, i > 1. This is helpful when applying semi-implicit time integration schemes that are explicit in
the nonlinear dynamics and implicit in the linear ones. A decomposition into linear and nonlinear dynamics
typically has to be explicitly enforced in other, more generic nonlinear parametrizations.

3.4 Stability of polynomial models obtained with operator inference with roll outs

To give insights into the stability bias imposed on the polynomial models by the roll outs, it is informative
to look at the objective (8). For making the following arguments, it is sufficient consider an autonomous

linear model of the form f̂(q̂, u,µ; θ) = A1q̂, where we assume that A1 is symmetric. We use a forward
Euler time discretization scheme with time-step size δt > 0. The corresponding loss with θ = [A1] is

J(θ) =

K−R
∑

k=0

R
∑

r=1

∥

∥q̂k+r − (I + δtA1)
r
q̂k

∥

∥

2

2
. (14)

The loss (14) shows that unstable A1—in the sense that I + δtA1 has eigenvalues with positive real parts—
are penalized because of their unbounded grow with increasing roll-out length R. Similar observations
can be made for other parametrizations than autonomous linear polynomial models, with an empirical
demonstration provided by our numerical experiments in the next section.

3.5 Computational aspects

The objective (8) in the training problem is nonlinear in the optimization variable θ, which is in stark
contrast to the linear objective of the traditional, static operator inference problem (3). In the following,

2In general, approximating nonlinear behavior with truncated Taylor expansion is wide engineering practice.
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we use derivative-based optimization methods to numerically solve (10) and so to train the low-dimensional
models. Thus, we have to differentiate through the flow map Φδt with respect to the parameter θ(µ).
Gradients and also higher-order derivative information can be derived explicitly for polynomial models in
many cases; see [50] for a derivation of the gradients in the context of operator inference. However, we instead
opt to use the widely available automatic differentiation libraries such as [77, 78] for the computations in
this work.
The training costs of differentiable operator inference can be higher than in traditional, static operator

inference. First, the number of iterations required by derivative-based optimization methods such as gradient
descent and Broyden-Fletcher-Goldfarb-Shanno to reduce the gradient norm below a threshold is a priori
unknown in many cases. Second, at each objective evaluation, the to-be-learned model is integrated in time,
which is computationally more expensive than computing the residual after one time step as in traditional
operator inference. However, as we will empirically demonstrate with the numerical experiments in the
following section, by investing higher training costs, one can obtain models with higher robustness against
noise and perturbations; even from fewer training data, which is well in line with other works such as [79].

4 Numerical experiments

The numerical examples in this section demonstrate the following key points:

• Operator inference with roll outs compensates for scarce training data by penalizing the misfit of model
predictions at times far out in the future, resulting oftentimes in more stable and accurate models than
traditional operator inference that solves a possibly underdetermined least squares problem in the
scarce data regime that leads to unreliable predictions.

• Increasing the roll-out length can improve the accuracy of the predictions of the learned models and
help to mitigate the effect of noise by preventing overfitting when learning models from noisy data.

• If trajectories are sparsely sampled in time, then roll outs can provide meaningful values between
sampled states and so lead to more accurate models, whereas traditional operator inference is required
to take coarser approximations of the time derivatives.

• Computation of the stability radius of low-dimensional polynomially nonlinear models learned via
operator inference with and without roll outs offer interpretability beyond mere numerical experiments
on test data. The results show that roll outs help to increase upper bounds of stability radii, which
indicates that roll outs lead to models that are more robust against disturbances and are applicable to
a wider range of initial conditions.

Section 4.1 discusses the numerical implementation of the proposed approach as well as strategies for
training the low-dimensional models with operator inference with roll outs. Numerical experiments are
conducted with data sampled from models that describe shallow water waves in Section 4.2 and geophysical
fluids in Section 4.3. The hyperparameters of the training procedure mentioned above are tuned using
validation data. We chose the hyperparameter configuration that achieved the smallest error on the validation
data in all of the learned models to ensure a fair comparison.

4.1 Numerical implementation

We implemented operator inference with roll outs in JAX3 [78] to leverage automatic differentiation when
solving the training problem (10). The Adam, adaptive moment estimation, optimizer [80] is used to minimize
the objective function. We choose learning rates logarithmically spaced between 10−5 and 10−1. For initial
conditions to the non-convex optimization problem (10), we either start with zeros or use the model operators
from traditional operator inference. For obtaining models with traditional operator inference, we solve the
problem (6), which gives the minimal-norm solution in case of an underdetermined system.

3https://jax.readthedocs.io/en/latest/
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4.2 Dynamics of shallow water waves

We consider waves governed by the shallow water equations and demonstrate learning a model with operator
inference with roll outs from noisy and scarce data.

4.2.1 Shallow water equations: Setup

Consider the two-dimensional spatial domain Ω = (−4, 4)2 ⊂ R
2 and the time domain T = (0, T ) ⊂ R with

T = 0.15. The shallow water equations are given by

∂tqh +∇ · (qh∇qφ) =0 , in Ω× T ,

∂tqφ +
1

2
|∇qφ|

2 + qh =0 , in Ω× T .

The system consists of the scalar potential of the fluid given by qφ and the height of the free-surface qh,
which is normalized by its mean value.
The input µ = [µ1, µ2] ∈ D = [0.2, 0.5]× [1.1, 1.7] determines the initial condition

q0h(x;µ) = 1 + µ1e
−µ2‖x‖

2

2 , q0φ(x;µ) = 0 ,

where qh(0,x;µ) = q0h(x;µ) and qφ(0,x;µ) = q0φ(x;µ). We impose periodic boundary conditions. The
equations are discretized in space with second-order finite difference schemes on 60 equidistant grid points
in each direction so that N = 7200. The time integration scheme used is the implicit midpoint rule for
Hamiltonian systems with the time-step size being δt = 0.0004.
We learn a model of dimension n = 25 in this example. To obtain the low-dimensional basis V , we generate

snapshot trajectories using 12 initial conditions with inputs [µbasis
1 , µbasis

2 ] where µbasis
1 ∈ {0.2, 0.35, 0.5} and

µbasis
2 ∈ {1.1, 1.3, 1.5, 1.7}. Training data are obtained by generating trajectories whose initial conditions

correspond to three nested sets of training inputs representing increasing levels of information. The training
set of inputs is constructed as follows:

µtrain-I ={(0.225, 1.15), (0.225, 1.65), (0.475, 1.15), (0.475, 1.65)} ,

µtrain-II =µtrain-I ∪ {(0.225, 1.4), (0.35, 1.4), (0.475, 1.4)} ,

µtrain-III =µtrain-II ∪ {(0.35, 1.65), (0.35, 1.15)} .

The hyperparameters are tuned using a validation data set, which contains trajectories whose initial condi-
tions correspond to the validation inputs

µvalid = {(0.2875, 1.4), (0.35, 1.525), (0.35, 1.275), (0.4125, 1.4)} .

The test data used to investigate the performance of the learned model is generated using initial conditions
with inputs [µtest

1 , µtest
2 ] where µtest

1 ∈ {0.2875, 0.4125} and µtest
2 ∈ {1.275, 1.525}.

An implicit-explicit scheme is utilized to integrate the learned low-dimensional model over t ∈ (0, T ) with
δt = 0.0004 in which the linear and quadratic terms are evaluated implicitly and explicitly, respectively. The
same implicit-explicit scheme with the same time-steps size is also used for the roll outs. In the experiments
below, we chose (8) as the objective function. In addition to penalizing the misfit between the data and
model predictions at all R time points as in (8), we will also consider the objective (9). In the latter, we
measure the misfit at R̂ = 25 time points that are equidistant between 1 and R in the logarithmic scale.
When training low-dimensional models using operator inference with roll outs, we select the hyperparam-

eter configuration which results in the lowest validation error given by

1

Mvalid

Mvalid
∑

j=1

∑K
k=0 ‖qk(µ

valid
j )− V q̂k(µ

valid
j )‖F

∑K
k=0 ‖qk(µ

valid
j )‖F

, (15)

where Mvalid denotes the number of test parameters. The learned low-dimensional operators from this
configuration are then used to assemble a model, which is used for predictions at test parameters and test
initial conditions.
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4.2.2 Shallow water equations: Scarce data

We demonstrate the performance of the low-dimensional models learned with traditional operator inference
and operator inference with roll outs in the scarce data regime by varying the number of initial conditions
utilized to generate state trajectories for training data. First, we only train with trajectories obtained from
four initial conditions and we set the roll length to R = 100. Figure 2 shows ground-truth test data of
the free-surface height computed with the truth model, the projection of the ground-truth data onto the
low-dimensional subspace V , which gives the best approximation that can be achieved, the predictions of the
model with traditional, static operator inference, and the predictions of the model obtained with roll outs at
time t = 0.15 at the test parameter values. The plots show that the model learned with roll outs captures the
complex patterns of the ground truth while static operator inference appears to overfit to certain patterns
in this example.
We now investigate how the number of trajectories used for training as well as the roll-out length R

influence the performance of operator inference. Figure 3 shows the relative error averaged over the test
inputs over time of the low-dimensional models as a function of the number of training trajectories Mtrain

and the roll-out length R. The plotted error is computed as

1

Mtest

Mtest
∑

j=1

∑K
k=0 ‖qk(µ

test
j )− V q̂k(µ

test
j )‖F

∑K
k=0 ‖qk(µ

test
j )‖F

(16)

where Mtest denotes the number of test parameters. The plots in Figure 3 show that roll outs during
training help operator inference to learn models that make more accurate predictions on the test data set
than traditional operator inference without roll outs, especially for the scarce data regime with a low number
of training trajectories.
Parametrizing low-dimensional models via quadratic polynomials offers a tractable representation that

permits us to study properties of the learned models such as stability. For quadratic models, we compute a
bound of the stability radius [72, 73, 75] that is derived in [74] and given by

γ =
σmin(L)

2
√

‖P ‖F‖A2‖F

where P ∈ R
n×n satisfies the continuous Lyapunov equation AT

1 P +PA1 = −LLT for specified L ∈ R
n×n.

We generate 1000 realizations of a random matrix with independent standard normal entries for L and then
we compute the average stability radius of the learned quadratic models. The bounds of the stability radii
of the learned low-dimensional models are shown in Figure 4. The results indicate that the stability radii of
the learned models via operator inference with roll outs are orders of magnitude larger than those learned
with traditional operator inference. These results agree with the observation discussed in Section 3 that roll
outs impose a stability bias. The plots are also consistent with the fact that operator inference with roll outs
offers more accurate predictions in this example than models learned with traditional operator inference.

4.2.3 Shallow water equations: Noisy and scarce data

We now consider noisy data that are generated as

q̄k(µ) + ρεk ⊙ |q̄k(µ)| , k = 1, . . . ,K − 1 ,

where εk ∼ N(0, I) is standard normal and ρ ∈ {0.1%, 1%, 10%} controls the standard deviation of the noise.
The ⊙ means component-wise multiplication. The plots in Figure 5 show the time-averaged relative error
(16) of the model predictions across various noise levels for learning from Mtrain ∈ {4, 7, 9} noisy training
trajectories with roll-out length R = 150. Despite having noisy training data, operator inference with roll
outs still learns a numerically stable low-dimensional model. The error of the model learned with roll outs
increases much slower than the model learned without roll outs, which indicates that the roll outs reduce the
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(a) ground truth, µtest
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(b) projection, µtest

1
(c) OpInf + roll outs, µtest

1
(d) traditional OpInf, µtest

1

(e) ground truth, µtest

2
(f) projection, µtest

2
(g) OpInf + roll outs, µtest

2
(h) traditional OpInf, µtest

2

(i) ground truth, µtest

3
(j) projection, µtest

3
(k) OpInf + roll outs, µtest

3
(l) traditional OpInf, µtest

3

(m) ground truth, µtest

4
(n) projection, µtest

4
(o) OpInf + roll outs, µtest

4
(p) traditional OpInf, µtest

4

Figure 2: Shallow water equations (Section 4.2): In this experiment with training data set µ
train-I and roll length

R = 100, operator inference with roll outs leads to a predictive model on the test data set, whereas the model
learned with traditional operator inference provides only inaccurate predictions. The plots corresponding
to “projection” show the ground-truth data projected onto the reduced space V, which provides the best
approximation that any low-dimensional model seeking a linear approximation in V can achieve.
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Figure 3: Shallow water equations (Section 4.2): The plots show that roll outs during training help operator inference
to learn a model that makes more accurate predictions on the test data set than traditional operator
inference without roll outs, especially in the scarce data regime with a low number of training trajectories.

effect of noise because they prevent the model from overfitting to the noise in the polluted training data. In
contrast, the predictions from several models obtained with traditional operator inference are unstable (and
thus replaced by the initial condition in the error computations).
Figure 6 shows the ground-truth free-surface height computed with the high-dimensional model and the

various low-dimensional models at time t = 0.15 for different test parameter values with Mtrain = 9, R =
150, ρ = 10%. Observe that despite the high noise level, the model learned with roll outs is still able to
capture the patterns in the ground truth. The model learned via traditional operator inference that does
not use roll outs seems to have memorized a pattern for all parameter values in the test set, thereby failing
to make meaningful predictions. Figure 7 shows the effect of the roll-out length on the prediction accuracy
of the learned model. In this example, increasing the roll-out length aids in obtaining more accurate model
predictions in the presence of noise. Increasing the roll-out length also increases the number of misfits
penalized in the objective function (8), or more generally, it lengthens the time window over which we assess
the misfit for the objective function (9), which makes the learned model more robust against overfitting.
We now compare the bounds of the stability radii of models learned from noisy data, see Figure 8. We

vary the number of training trajectories as Mtrain ∈ {4, 7, 9} and set the roll-out length to R = 150. For
noise with ρ = 0.1%, the bounds of stability radii of the models learned with operator inference with roll
outs is up to two orders of magnitude larger than the bounds corresponding to the models learned with
traditional operator inference. This is in agreement with the error shown in Figure 5, where for Mtrain = 9
training trajectories and noise with ρ = 0.1%, the models learned with roll outs achieve about one order of
magnitude higher accuracy. For high noise with ρ = 1.0% and ρ = 10%, the bounds of the stability radii of
the models inferred under both approaches tend to be comparable in magnitude, which mirrors the increase
in the error of the models learned with roll outs as ρ is increased to 10% in Figure 5.

4.3 Surface quasi-geostrophic dynamics

Surface quasi-geostrophic equations model the dynamics of buoyancy on horizontal boundaries and is a
special case of the quasi-geostrophic equations which characterize fluid motion in the limit of strong rotation
and stratification. We follow the problem as described in [81] and implemented in the PyQG code4.

4https://github.com/pyqg/pyqg
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Figure 4: Shallow water equations (Section 4.2): The bounds of the stability radii of models learned with roll outs
are orders of magnitude higher than for the models learned with traditional operator inference without roll
outs. This suggests that training with roll outs promotes robustness in the learned low-dimensional model
especially when training data are scarce.
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(c) #training trajectories Mtrain = 9

Figure 5: Shallow water equations (Section 4.2): Operator inference with roll outs learns models that achieve accurate
predictions that are close to the best approximation (projection) in this example even when training data are
polluted by 10% noise. In contrast, traditional operator inference without roll outs fails to make meaningful
predictions especially for large noise in the training data.

4.3.1 Surface quasi-geostrophic dynamics: Setup

For z ∈ (−∞, 0] and x, y ∈ Ω where Ω = (−π, π) × (−π, π), let ψ be the stream function such that
b(t, x, y) = ∂ψ

∂z (t, x, y, 0) is the buoyancy. The governing equation of the surface buoyancy for t ∈ (0, T ) ⊂ R

is given by

∂b

∂t
+

(

−
∂ψ

∂y

∣

∣

∣

∣

z=0

,
∂ψ

∂x

∣

∣

∣

∣

z=0

)

· ∇b = 0 (17)
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Figure 6: Shallow water equations (Section 4.2): In this experiment with nine training parameters and roll length
R = 150 and noise ρ = 10%, operator inference with roll outs leads to a predictive model for qh for the test
parameters, whereas the model learned traditional operator inference provides inaccurate predictions.
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(b) #training trajectories Mtrain = 9, noise ρ = 10%

Figure 7: Shallow water equations (Section 4.2): Increasing the roll-out length improves the prediction accuracy of
the learned model when training on noisy data.
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Figure 8: Shallow water equations (Section 4.2): For small noise intensity, the stability radii of the learned model
with roll outs is up to two orders of magnitude higher than the model obtained with traditional operator
inference. For larger noise intensity, the stability radii of the two approaches are comparable, owing to the
increase in the learned model errors.
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such that

∂2ψ

∂x2
+

∂2ψ

∂y2
+

∂2ψ

∂z2
= 0 ,

lim
z→−∞

∂ψ

∂z
= 0.

The initial condition is

b(0, x, y) = − exp

{

−
9

4π2
((µ1(x− 0.3))2 + (µ2y)

2)

}

− exp

{

−
9

4π2
((µ1(x+ 0.3))2 + (µ2y)

2)

}

with inputs µ = [µ1, µ2] ∈ D where D = [2.5, 4]× [3, 4.5] ∪ [4, 5.5]× [1.5, 3].
We generate data using the PyQG code which discretizes (17) using a spectral method and advances

the corresponding system of ordinary differential equations in time using a third-order Adams-Bashford
scheme. We set δt = 0.005 and T = 5. The square domain is partitioned into a regular grid with 200
equidistant points along each dimension such that at time step k, the components of the high-dimensional
state qk(µ) ∈ R

N , N = 40000, correspond to the buoyancy at each point in the grid. We use an implicit-
explicit scheme for integrating the low-dimensional models over t ∈ (0, T ) with δt = 0.005. The linear term
is handled implicitly while the quadratic term is evaluated explicitly.
We aim to learn a low-dimensional model of dimension n = 60 for this example. The low-dimensional

basis V of the space V is computed from snapshot trajectories that are obtained from nine different initial
conditions corresponding to the inputs

µbasis ∈ {(2.5, 3), (4, 4.5), (4, 1.5), (5.5, 3), (4, 3), (3.25, 3.75), (4.75, 2.25), (5.5, 1.5), (2.5, 4.5)}.

Training data correspond to three nested sets of inputs given by

µtrain-I ={(2.5, 3.75), (5.5, 2.25), (4, 3.75), (4, 2.25)} ,

µtrain-II =µtrain-I ∪ {(3, 3), (3.5, 4.5), (4.5, 3), (5, 1.5)} ,

µtrain-III =µtrain-II ∪ {(3, 4.5), (3.5, 3), (4.5, 1.5), (5, 3)} .

Hyperparameters are tuned using trajectories on the validation data set corresponding to the inputs

µvalid ∈ {(2.75, 3.375), (3.75, 3.375), (2.75, 4.125), (3.75, 4.125),

(4.25, 1.875), (5.25, 1.875), (4.25, 2.625), (5.25, 2.625)}. (18)

We then assess the performance of the learned low-dimensional models using test data corresponding to the
inputs µtest ∈ {(3.25, 4.125), (3.25, 3.375), (4.75, 1.875), (4.75, 2.625)}.

4.3.2 Surface quasi-geostrophic dynamics: Scarce data because of sparsely sampled trajectories in time

In this example, we will also demonstrate another advantage of operator inference with roll outs: the objective
function is flexible enough to accommodate the situation where the training data is not observed at all time
points. This would pose a challenge for traditional operator inference when it approximations time derivatives
via finite differences, for example. In particular, operator inference with roll outs is well-equipped to handle
data at irregularly-spaced time points. To keep computations manageable, in this work, we will consider
scarce training data that are obtained at equidistant time points; however, the methodology applies to non-
equidistant time points as well. The sampling period is ξ ∈ N, which corresponds to the number of time
steps between two consecutive measurements of training states. Thus, with a sampling period ξ, the training
data are collected at t ∈ {ξ∆t|0 ≤ ξ∆t ≤ T, ξ ∈ Z, ξ > 0}. Setting ξ = 1 means that data are not sparsified.
For traditional operator inference, we change the objective function as

min
A1,...,AL,B

1

⌊K/ξ⌋

⌊K/ξ⌋
∑

k=1

∥

∥

∥

∥

∥

L
∑

ℓ=1

Aℓq̄
ℓ
kξ(µi) +Bukξ(µi)− q̄′

kξ

∥

∥

∥

∥

∥

2

2

,
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where the derivative q̄′
kξ is approximated via finite difference using the scarce data, i.e.

q̄′
kξ =

q̄(k+1)ξ − q̄kξ

ξ∆t
.

For operator inference with roll outs, the objective function is now

J(θ;µ) =

⌊(K−R)/ξ⌋
∑

k=0

⌊R/ξ⌋
∑

r=1

∥

∥

∥
q̄(k+r)ξ(µ)− ẑkξ,rξ(µ)

∥

∥

∥

2

.

4.3.3 Surface quasi-geostrophic dynamics: Results for learning from scarce data

In the following, training data are scarce with respect to two properties: the number of training trajectories
and the sampling period ξ, which corresponds the number of time steps that lie between two consecutive
measurements.
Consider training data obtained with sampling period ξ = 10 and Mtrain = 12 training trajectories. We

set the roll-out length to R = 200. The state predictions are shown in Figure 9. Operator inference with roll
outs trains models that accurately predict the states corresponding to the test inputs. In contrast, the model
obtained with traditional operator inference poorly generalizes to the test inputs. In particular, traditional
operator inference leads to models that show instabilities, e.g., Figure 9d. This is because when the training
data is only available at sparsely sampled time points, recall that the sampling period is ξ = 10 in this
experiment, then the approximation of time derivatives via finite differences becomes less reliable.
To quantify the accuracy of the learned models, Figure 10 plots the test error (16) over the number of

training trajectories for sampling periods ξ = 5 and ξ = 10. The error of the model obtained with roll
outs decreases as the amount of training data is increased. For traditional operator inference, several of
the obtained models resulted in unstable predictions, and so we replaced their predictions by the initial
conditions in computing the shown errors. The results indicate that the lack of training data is compensated
by roll outs via solving a modified optimization problem that penalizes discrepancies between the data and
model predictions at future times. In Figure 11, we fix the number of training trajectories to Mtrain = 12
and plot the error over the roll length for sampling periods ξ = 5 and ξ = 10. In this example, increasing
the roll-out length helps to decrease the prediction error of the learned model.
Figure 12 plots the bound of the stability radii, averaged over 1000 realizations of the random matrix L

with standard normal entries. We set R = 200. When the training data are very scarce, e.g., Mtrain = 4,
then the bound of the stability radius of the learned models from operator inference with roll outs is larger
by up to three orders of magnitude compared to the models learned with traditional operator inference.
However, as more training data are used, e.g., by increasing the sampling period and by increasing the
number of trajectories, the bounds of the stability radii of the models learned with traditional operator
inference improves. Indeed, the model learned via traditional operator inference in this example appears to
be stable despite being inaccurate; see Figure 9.

4.3.4 Surface quasi-geostrophic dynamics: Scarce data that are also noisy

We now add noise to the training data in the same way as described in Section 4.2.3, with ρ controlling the
standard deviation of the noise. We plot the buoyancy obtained with the learned models in Figure 13, where
R = 200,Mtrain = 12, ξ = 5, ρ = 10%. The plots demonstrate that in the scarce and noisy data regime,
operator inference with roll outs offers an approximation that closely resembles the projected states, which is
the best approximation possible in the low-dimensional subspace. Meanwhile, traditional operator inference
fails to provide meaningful predictions across various test inputs.
Figure 14 shows the test error (16) of the model predictions with respect to the standard deviation given

by ρ of the noise. The roll-out length is set to R = 200 and the number of training trajectories is Mtrain = 12.
As can be seen, despite the increase in the standard deviation of the noise, we only observe a modest increase
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Figure 9: Surface quasi-geostrophic dynamics (Section 4.3): Operator inference with roll outs with sampling period
ξ = 10 leads to models that accurately predict the surface buoyancy at the test inputs. In contrast,
traditional operator inference without roll outs results in almost unstable predictions for several test inputs
and leads to visibly higher errors in the state predictions.
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Figure 10: Surface quasi-geostrophic dynamics (Section 4.3): For training data obtained with a large sampling period
and from few trajectories only, roll outs compensate to some extent for the information loss by penalizing
the misfit in the model predictions at future times. The error of the model obtained with roll outs
approaches the projection error as the amount of information is increased. When training with traditional
operator inference, the model predictions can be numerically unstable and inaccurate.

in the prediction error of the model learned with roll outs. In the scarce and noisy data regime, traditional
operator inference leads to numerically unstable models quickly. In these cases, for computing the error, the
initial condition serves as a surrogate for the model prediction at all times.
In Figure 15, we visualize the error over the roll length for ρ = 25% and Mtrain = 12. The results shown in

the plots demonstrate that in this example, increasing the roll length improves the accuracy and stability of
the learned model by up to two orders of magnitude. Increasing the roll length penalizes the misfit between
data and predictions at more time points, thus, the learned model is less likely to overfit to the noise in the
data.
Let us now investigate the stability radii of the learned models; we follow the same computation of the

bounds of the stability radii as in the previous examples. The results are shown in Figure 16 over the
standard deviation given by ρ for the sampling periods ξ = 5 and ξ = 10, with fixed R = 200,Mtrain = 12.
The models learned with roll outs achieve bounds of the stability radii that are up to two orders of magnitude
larger than those of the models learned with traditional operator inference. This is in agreement with our
previous numerical experiments, where traditional operator inference leads to numerically unstable models
when noise is added and data are scarce.

5 Conclusions

Operator inference with roll outs combines the interpretability, scalability, and structure preservation of
traditional operator inference with the stability and robustness of dynamic training given by the roll outs of
Neural ODEs. The roll outs are especially helpful to obtain stable and robust models when data are noisy
and scarce. Because we insist on the polynomial structure of the models, the learned models are amenable
for analysis and interpretation. In particular, the stability bias imposed by the roll outs can be observed in
increased bounds of the stability radii of the domain of attraction of the learned models. Furthermore, linear
dynamics can be interpolated in a structure preserving way to make predictions at new, previously unseen
physical inputs. Finally, the polynomial structure is also in agreement with wide engineering practice, where
non-linear behavior is often approximated via polynomials corresponding to truncated Taylor expansions.
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Figure 11: Surface quasi-geostrophic dynamics (Section 4.3): In this example, increasing the roll-out length improves
the prediction accuracy of the learned model.

While the training is more involved, operator inference with roll outs is straightforward to implement with
automatic differentiation and tractable in large settings due to advances in stochastic gradient descent
methods. The numerical experiments with shallow water wave and surface quasi-geostrophic dynamics
demonstrate the increased robustness and stability of the models learned with roll outs.
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Figure 12: Surface quasi-geostrophic dynamics (Section 4.3): If data are scarce, e.g., the number of training trajec-
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Figure 13: Surface quasi-geostrophic dynamics (Section 4.3): Operator inference with roll outs (Mtrain = 12, R =
200, ξ = 5) trained on data with ρ = 10% noise, leads to models that accurately predict the surface
buoyancy at the test parameters. In contrast, traditional operator inference without roll outs fails to make
meaningful predictions across various test parameter values.
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Figure 14: Surface quasi-geostrophic dynamics (Section 4.3): Operator inference with roll outs leads to models that
are predictive even when the training data are polluted by 25% noise. The accuracy achieved by operator
inference with roll outs is close to the projection error of the ground-truth data on the reduced space.
In contrast, traditional operator inference mostly learns unstable models that cannot make meaningful
predictions at test inputs.
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Figure 15: Surface quasi-geostrophic dynamics (Section 4.3): When training data are both scarce and noisy, increasing
the roll length leads to more accurate models because the objective function accounts for the model misfit
at multiple times for larger roll-out lengths. Thus, operator inference with roll outs prevents overfitting
to the noise and achieves a prediction error that is close to the projection error.
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Figure 16: Surface quasi-geostrophic dynamics (Section 4.3): Models learned with roll outs achieve larger bounds of
the stability radii than the models obtained via traditional operator inference in this example.
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