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Abstract—Patients often have their healthcare data stored
in centralized systems, leading to challenges when reconciling
or consolidating their data across providers due to centralized
databases that store patient identities. The challenges disrupt the
flow of patient care where time is sensitive for both patients and
providers. Decentralized technologies have enabled a new identity
model-Self-Sovereign Identity (SSI)—-that grants individuals the
right to freely control, access, and share their own data. This
work proposes a system that achieves SSI in a semi-permissioned
blockchain network using an open protocol as the certificate of
authority and several guidelines for securely handling transac-
tions in the network. Open protocols like Keccak can grant access
to a permission-based network such as Hyperledger Fabric. The
network architecture ensures data security and privacy through
mechanisms of multi-signature transactions and guidelines for
storing transactions locally, making this architecture ideal for
privacy-centered use cases, such as healthcare data-sharing
applications. The ultimate goal is to give patients full control
over their identity and other data derived from their identity
within a semi-permissioned network.

Index Terms—self-sovereign identity, semi-permissioned
blockchain, healthcare interoperability, data sharing, privacy-
preserving identity model, multi-signature transaction

I. INTRODUCTION

The cyber-identities of most patients today are created
and managed by centralized systems owned by providers,
who construct patients’ identities using a set of attributes
collected during the patient’s registration [1]. Given the current
provider-owned systems, as a patient visits different providers,
the same patient information is constructed repeatedly. This
centralization prevents patients from consolidating their data
across systems, creating a bottleneck for the healthcare in-
dustry [2]. Decentralized technology has allowed for a new
identity model: Self-Sovereign Identity (SSlI), which aims to
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grant individuals full control over their own personal data and
allow them to selectively reveal and share it with others [3].

In healthcare, traditional identity systems rely on centralized
authorities to verify and issue identities, whereas SSI grants
providers and patients full authority, enabling direct proof of
identity claims to others [4]. Within a blockchain network, SSI
offers a secure and decentralized approach for participants to
prove their identities and qualifications [5], granting access to
resources and transactions based on their identity or qualifica-
tion document features [6].

A permissioned blockchain restricts access to network re-
sources by issuing hierarchical credentials, allowing a network
administrator to authorize participants, enable consensus, and
control resource access [7]. It is commonly used in private or
consortium settings, where participants are trusted and control
over network and resource access is crucial [8].

In contrast, a permissionless, or public, blockchain is a type
of blockchain that allows anyone to freely join the public
network, participate in consensus, and view or query the data
on the blockchain. This type of blockchain is typically used
for applications that require a high degree of transparency and
decentralization, such as cryptocurrencies [8].

In privacy-preserving applications where public blockchain
storage is not feasible, a model is needed to provide open
access while restricting transactions between trusted service
providers and users [9]. Patient privacy is crucial in healthcare,
and a permissioned blockchain can securely store and manage
healthcare data, ensuring limited access to authorized par-
ties [10]. This implementation aims to prevent data breaches,
protect patient confidentiality, and facilitate secure sharing of
sensitive data among authorized parties.

This work proposes a semi-permissioned model for the
healthcare industry to store and transact patient information



securely. In doing so, our model makes use of

1) Open protocols for issuing and verifying credentials

2) A permissioned platform for entities to communicate
and share information privately and securely

3) Multi-signature transactions for added security

4) Local storage of the ledger within nodes directly owned
and managed by users and service providers

5) An Ethereum network to map a user’s publicly available
ID to data in the permissioned network

The following sections present relevant context and related
work, components of our proposed identity model withina
semi-permissioned blockchain, analysis of the framework
focusing on security, privacy, and concluding remarks.

Il. BACKGROUND AND RELATED WORK

This section presents how a decentralized, permissioned
network, using Hyperledger Fabric [11], can be implemented
to give patients control over their digital identity and associ-
ated healthcare data, how a centralized authority (CA) can be
modified to support it, and related work. Decentralized tech-
nology offers a solution by providing standards for achieving
privacy and individual control over data, such as Hyperledger
Indy [12] and Self-Sovereign Identity [13]. Open protocols
such as Keccak can be utilized to implement user identities
for a permissionless state while maintaining the need for and
validity of permissioned components on the network.

A. Hyperledger Fabric and Certificate Authorities

Hyperledger Fabric is an open-source enterprise platform for
building distributed ledger solutions. It supports flexible per-
missioned access to the network through a variety of modular
consensus and membership algorithms and services, such as
the Practical Byzantine Fault Tolerance (PBFT) algorithm [14]
and the Membership Services Provider (MSP) mechanism.
PBFT is a consensus algorithm that allows for efficient and
secure agreement on the state of the ledger among validating
nodes. At the same time, MSPs are a mechanism that allows
the Fabric network to manage and validate the identity of its
members. Together these algorithms allow Fabric to provide
control over its network’s activity.

Identities in Hyperledger Fabric are managed through a
Certificate of Authority (CA), which issues digital certificates
to network entities. These certificates establish and validate
the identities of users, peers, and orderers, ensuring authorized
access to the network [15]. Multiple signatures and hierarchi-
cal structures can be implemented in a network [16], [17],
and MSP configuration allows for a subset of identities to
attain scoped access to resources on the network. However, a
CA’s failure can disrupt network operations, hindering identity
validation and certificate issuance. To mitigate this risk, a
robust infrastructure and capacity for handling requests are
essential. While having multiple CAs adds redundancy, each
CA remains a potential point of failure. Therefore, self-
healing and duplication capabilities provided by a container
orchestrator are necessary for network reliability [18].

B. Open Protocols as Alternative to CAs

This work proposes using Keccak, an open protocol, as the
foundation of public key infrastructure in a Hyperledger Fabric
network. In permissioned networks, CAs are hidden, but using
an open protocol like Keccak can provide transparency to a
user’s identity. Keccak256 is a cryptographic hash function
accepting variable-length input and generating 256-bit fixed-
length [19] output commonly used in blockchain networks,
including Ethereum [20], to generate unique cryptographic
keys for users and entities.

Using Keccak256 in the public key infrastructure enables
users to generate cryptographic keys for network access [21].
Similar to permissionless networks, anyone can participate
without central authority permission. However, Hyperledger
Fabric for blockchain transactions requires permission to ac-
cess and interact with the ledger. Participants gain authorized
access by requesting permission from an MSP or meeting
specific requirements like background checks or proof of iden-
tity [22]. Once granted, users can utilize their keys to interact
with the ledger based on their permissions. In healthcare,
patients can gain network access by verifying their identity
with healthcare providers and associating it with the generated
public key. Ultimately, the network would be a hybrid of
permissioned and permissionless elements, making it a semi-
permissioned blockchain network.

C. Decentralized Identity Management Frameworks

Hyperledger Indy and Serto are digital identity management
systems that leverage blockchain technology to create and
validate decentralized identities (DIDs) that can be crypto-
graphically validated by authorities [12], [23]. They operate
based on the principles of self-sovereign identity, giving users
control over their data management. In traditional SSI systems,
individuals receive a unique DID linked to a blockchain wallet
containing verified identification information [13]. These sys-
tems eliminate the need for centralized databases or authorities
to create, store, and share personal information, improving
data privacy and security. In healthcare, self-sovereign identity
enables patients to independently validate, control, and transfer
their data, replacing the trust model with verifiable credentials.
Previous work has proposed a multi-signature model where the
public keys of all signers are aggregated to form a compact
conjoined statement, enhancing data transmission efficiency,
ensuring signer participation, and providing security against
rogue key attacks through the Decisional Diffie-Hellman as-
sumption [24].

Differentiating proposed work from related work:
Existing SSI frameworks often lack ownership features
within a permissioned blockchain network. Our work
presents a framework combining SS| benefits with a semi-
permissioned network, detailing recovery, identity verifi-
cation, data transfer, and user relationships across both
permissionless and permissioned blockchains.



I1l. PROPOSED ARCHITECTURE

We propose a new decentralized framework with a set of
rules to dictate the flow of healthcare information. Our
framework uses the Ethereum network and a Hyperledger
Fabric network to securely build an interface for Hospitals and
Patients to interact with each other. The Ethereum network is
responsible for identity management and the Fabric network
for communication between entities. Using the open proto-
col Keccak, the public identity will reside on the Ethereum
network and have smart contracts to proxy validation and
verification of identities for the Fabric network.

A. Ethereum Network

The Ethereum Network can be used to provide identities for
entities through certificates, creating a relationship between
data and the entity. This network will host several Smart
Contracts to enable identity management. One Smart Contract
will provide CA functionality by using an open protocol that
accepts an input, applies the algorithm, and provides an output.
In our framework, we leverage the Keccak256 open protocol.
Now that our CA is represented by a Smart Contract, we
will need to create three more Smart Contracts responsible
for Creating, Reading, and Validating an identity. Creating
will alter the state of the blockchain by appending a new
transaction with a new DID for the user, while Reading and
Validating will perform a lookup operation on the blockchain.

B. Hyperledger Fabric Network

The purpose of the Hyperledger Fabric Network is to
facilitate communication between different verified entities,
including healthcare organizations, patients, and delegates.
There will be two overarching MSPs to validate identity and
provide finer control for organizations.

1) Structure for Healthcare Organizations: One MSP (be-
longing to the Fabric Network) will be responsible for the
validation of Healthcare Organizations (HO), which are estab-
lished as independent Fabric organizations. These independent
organizations will have their own MSP, which can communi-
cate with the open protocol on the Ethereum chain, for finer
control over healthcare data. For example, an organization
may want sub-clinics to have different identity requirements,
allowing patients to share this information with specific sub-
clinics only. Moreover, every independent organization will
also contain at least one Anchor Peer Node which allows for
cross-organizational communication (enabling patient commu-
nication) via a Fabric Gossip Channel.

2) Structure for Patient and Delegate Organizations: A
single MSP will be established for both the patient and the
delegate organizations, as these organizations are comprised of
individuals as users on the network. Within the organizations,
each individual identity (i.e., a single patient) will have a corre-
sponding Anchor Peer Node for establishing Gossip Channels
with the providers and between each other (for shared access).
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Fig. 1. In our model, the CA (on the Ethereum Network) is responsible for
verifying identity and validating permission/access for both individuals and
organizations. When a patient (user) attempts to access the network, they must
be verified through the public CA first, as each user would have a unique digital
certificate issued on first contact that is derived from the open protocol (Keccak)
by the CA. On the other hand, organizations (providers) must also be verified
and validated to access users’ information. Providers and users are connected in
the Fabric Channel Network through Gossip Channels, which can be established
by and between Anchor Peer Nodes (i.e., H.O nodes, Patient nodes, and
Delegate Nodes).

C. Multi-Signature Transactions

In a typical blockchain, each transaction is signed with a
single private key to prove the authenticity and authorization
of the transaction. When a transaction is signed with a private
key, it is cryptographically secured and can only be validated
by a user with access to the corresponding public key.

In addition to signing transactions with a user’s private key,
it is also possible to sign transactions with the private key of
an organization. This is known as a multi-signature (multi-
sig) transaction, and it can provide additional security and ac-
countability for the transaction. By requiring the organization
to sign the transaction in addition to the user, it can provide an
additional level of assurance that the transaction is legitimate
and authorized by both parties. This is particularly useful in
applications that require a high level of security and privacy,
such as those in the healthcare and finance sectors.

D. Storing Transaction Data

In Hyperledger Fabric, channels partition and isolate data
within sub-ledgers for privacy. Each channel has its own ledger
copy, visible only to member nodes. This allows private and
secure data sharing between parties without exposing it to
the entire network. For instance, a healthcare organization
can use a channel to share medical records with a specific
hospital while maintaining confidentiality from others. Data
within a channel is stored on member nodes and replicated
for consistency and reliability.
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Fig. 2. The interaction between an organization and a user begins with the
organization curating the information of a transaction into a document (1).
The organization then signs this document (2) to validate the document’s
origin. The signed document is then returned to the organization where the
organization will store this document, in their desired local storage choice, for
recording purposes (3) and (4). The organization then sends this signed
transaction to the user (5). The user will doubly sign this document validating
that the information in the document pertains to them, and will store the
document in their storage of choice (6). The user then has the optional choice to
send this doubly signed transaction back to the organization where the
organization can store the finalized record of the transaction (7).

The proposed architecture involves the utilization of two
main Fabric channels. One channel is used per organization to
ensure all nodes in the organization have access to the same
ledger. This organization can represent any administrative
entity that users transact with on the network. The second
channel includes all organizations available on the network
and contains a registry of the public keys associated with
each organization. The information in this registry can be
accessed by other organizations to verify user transactions that
have been carried out externally. Then, after each transaction
between a user and an organization, the transaction data
will be stored locally on both the organization channel’s
ledger and the user device’s file system. This local storage
approach safeguards the data from unauthorized access or
tampering, which is especially important when the transaction
data contains sensitive or confidential information.

Furthermore, storing transactions locally on both the orga-
nization’s and the user’s file systems can facilitate easier data
access and retrieval for later use. This local storage approach
allows the user or anyone in the organization to access the data
more quickly and easily when compared to remote storage.
Overall, our proposed storage approach is especially useful for
sensitive transactions that are accessed or processed regularly
and for transactions that are part of a larger workflow..

E. Scalability

Fabric nodes can be run in pods managed by Kubernetes,
a container orchestrator that can templatize operations of the
network (e.g., creating a new organization) while keeping the
critical configurations in sync. We propose that each organi-
zation manages its own Kubernetes cluster with Fabric nodes,
integrating into a larger network of other Hyperledger Fabric

clusters. A custom API will facilitate communication between
organizations for easier node deployment and management.

1) Standard Platform: Fabric is a complex network to
operate largely due to its multitude of components and multi-
ple organizations maintaining a distributed ledger. Kubernetes
can ease the operational burden by providing automation for
configuring organization nodes. It also provides distributed
system functionality to each organization’s cluster, including
mechanisms for auto-scaling, resiliency, and duplication [18].

2) Distributed System Capabilities: Kubernetes can be con-
figured to autoscale the Fabric peer nodes if transaction metrics
hit a certain threshold. The same can be done for storage based
on utilization using Persistent Volumes [18] to store the ledger
data. Kubernetes also provides resiliency by making the nodes
self-healing, monitoring them for failures, and restarting them
as necessary. It can replicate the peer nodes based on metrics
such as transaction count and load-balance of incoming traffic,
providing availability and fault tolerance. [25].

3) Decentralized configuration: Configuration for the
multi-cluster network will be decentralized on a private ledger
shared with participating organizations. This way, off-the-shelf
tooling can be configured with agreement and co-ownership
from the organizations in terms of how Kubernetes clusters
run on the network. Policies in Fabric can be used to require a
consensus among the organizations to change this underlying
configuration. This prevents any single organization from own-
ing the network alone and allows each organization to access
and propose maintenance on the particular configuration.

IV. DISCUSSION

In this section, the proposed architecture for achieving
SSI in a semi-permissioned network will be analyzed for
security, privacy, and various use cases. Detailed analysis of
multi-signature transactions, an individual’s recovery process,
delegate association, and potential issues will also be outlined.

A. Multi-Signature Strategy

Signing a transaction with both the user’s and the organiza-
tion’s certificate enhances accountability and provides a verifi-
able trail for auditing purposes. This approach improves secu-
rity by mitigating identity theft, transaction forgery, and errors.
In a single-signature system, imposters can post seemingly
legitimate transactions if a user’s key pair is compromised.
However, compromising the accounts of all required signatures
is necessary for such transactions in a multi-signature model.
Multi-signature can also reduce the number of mistakes that
typically occur as another party or reviewer will approve the
transaction and sign off on it.

However, there are also potential disadvantages to signing
transactions with both the user’s and the organization’s certifi-
cate. One potential disadvantage is that it can add complexity
and overhead to the transaction process, as it requires multiple
parties to coordinate and sign the transaction. This can slow
down the transaction process for users to access the network
and interact with the ledger.
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Additionally, signing transactions with both the user’s and
the organization’s certificate can also create potential points of
failure or vulnerability. For example, if the user’s private key
is lost or stolen, they may not be able to sign transactions on the
network. Similarly, if the organization’s private key is
compromised, it could potentially disrupt the operation of the
network and impact the ability of users to access the network.
In mitigation for the loss of a user’s key pair, a user can
delegate a number of other users to help with identity recovery,
in which case, a new key pair can be issued, and delegates
that were originally assigned to the old key pair can create a
majority signed attestation to their DID [26] to inform users
on the network of their new public key.

B. Recovery Process

One of the key requirements of modern-day EMR software
is the ability to reissue credentials if a patient loses certain
identifying information, given the healthcare organization is
the CA [27], [28]. This is fairly straightforward technically
since healthcare providers run centrally, but it is a complex
problem in decentralized systems with CAs [29].

While cryptographic certificates are highly secure, they’re
infeasible to reissue. This means that if a device is lost, it
is typically impossible to recover the certificate. The case
of disclosing a certificate to third parties, no matter how
trustworthy, poses a security risk and potential for identity
theft. Nonetheless, a recovery process is viable to associate
patient information with a new device and certificate, update
their network identity, and continue service access.

The process begins with an arbitrary Patient K, prior to
losing their original device, creating Delegate Transaction(s)
(i.e., designating delegates) and appending it to their DID
store on the Ethereum Network, as detailed in Figure 3. Thus,
when a device loss happens, the trusted users (delegates)
can initiate a vote with a clear transactional trail, to update
Patient K’s identity with their new device DID and thereby

new certificate. To begin the recovery process, Patient K will
set up a new identity on both Ethereum and Fabric networks
with a new device. Patient K will contact majority delegates
and inform them to create a Recovery Linking Transaction to
link Patient K’s old DID to Patient K’s new DID, effectively
linking the old certificate to the new certificate. The Recovery
Linking Transaction will be posted to the Ethereum Network.
Following the posting of the transaction, the delegates will
contact the healthcare organizations to verify the transaction if
it contains majority delegate signatures and if Patient K’s old
DID exists in their system. Because Patient K registered
themselves on both networks with their new device, the
healthcare organization will create a Gossip Channel on the
Fabric network with Patient K’s new device’s Anchor Peer
Node and forward all healthcare information via the channel.
Patient K will then aggregate and store all incoming data on
their new device’s local storage, see Figure 4.

Alternatively, another recovery process that could be im-
plemented involves Patient K adding delegates to all gossip
channels with healthcare organizations - making the delegate a
spectator. The recovery would require Patient K to contact the
delegates and have them gather the data in the gossip channels
and provide it to Patient K’s new device.

The first recovery mechanism is beneficial when a user has
a lot of delegates and is arguably more secure as no single
person can steal the user’s healthcare information, whereas the
second recovery mechanism hinges on having fewer delegates
and exposes the possibility of individual delegates stealing the
user’s healthcare information. The first recovery mechanism
is liable to both delegates and healthcare organizations to
perform work on Patient K’s behalf, while the second recovery
mechanism is liable to only the delegates. The main drawback
of the first recovery mechanism is the lack of efficiency, as
gathering a majority delegate signature could be a difficult
process. In rare cases, when some delegates can no longer
provide signatures, there exists the possibility that a majority
delegate signature is not attainable. On the other hand, the
risk of the second recovery mechanism is the possibility of a
delegate stealing a patient’s healthcare information because the
delegate is essentially granted access to the patient’s healthcare
information as a spectator of the gossip channel between the
healthcare organization and the patient. However, it is arguable
that no recovery process can be done without some degree
of risk or inefficiency [30]. Overall, both of these recovery
methods will enable Patient K to obtain all of their healthcare
data on a new device and restore their SSI with a new identity.

C. Complex Transaction Trail

A key drawback to the multi-signature approach is that for
transactions that reference other transactions or have several
signatures, it becomes non-trivial and time-consuming to ver-
ify each signature or subsequent transaction. This is especially
frustrating where the environment of seeking information
needs to be swift and with little training in understanding the
system at hand. An additional challenge comes with privacy:
by following a transaction trail, signatures of private parties,
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Fig. 4. The entire recovery process begins with a patient losing their verified (original) device (1). The patient would receive a new device and set it up on the
Ethereum and Hyperledger Fabric Network. In turn, the user will receive a new DID and Anchor Peer Node (2). The patient would contact their delegates to create
a new transaction to be posted to the Ethereum network and signed with a majority of delegates where the contents contain their old DID and their new DID (4).
The Healthcare Organization(s) would verify the document linking the patient’s old DID and new DID and fetch the data if the old DID existed (5) (6). The
Healthcare Organization would establish a gossip channel with the patient’s new device and send the related healthcare information (7).

who may wish to stay anonymous, can be identified. This
poses a problem for certain individuals given the sensitivity
in the healthcare industry. A potential mitigation would beto
aggregate transactions over some predefined period into a
separate node that indicates the user’s transaction history for
a given time frame. By componentizing a time period to
delimit all transactions into a single one, the sheer volume of
transactions a user would be sorting through would be reduced.

D. Challenges Associated with Local Storage

Saving transactions on local file systems can present storage
and maintenance overhead drawbacks. Users and organizations
must manage storage capacity, backups, and data protection,
which can be time-consuming and costly, particularly for high
transaction volumes. However, our proposed architecture ad-
dresses this by leveraging Kubernetes pods, enabling automatic
scaling of storage capacity based on usage.

Moreover, storing transactions locally introduces potential
points of failure and vulnerability. If local file systems are
corrupted or lost, accessing transaction data becomes im-
possible, potentially disrupting network operations and user
interaction with the ledger. Some strategies for mitigation
would include redundant storage across nodes/devices or via
distributed storage, implementing backup strategies as well as
and recovery strategies as illustrated in Figures 3 and 4, and
working monitoring and fault tolerance into the systems.

V. CONCLUSION

In conclusion, self-sovereign identity is a digital identity
system that allows individuals or organizations to have control
over their own personal data and share it selectively with
others. This is in contrast to traditional identity systems, which

rely on centralized authorities to verify and issue identities.
The proposed SSI mechanism offers a secure, decentralized
method for identity and qualification verification within a
semi-permissioned blockchain network, enabling authorized
transactions and resource access.

The proposed model replaces the Certificate Authority with
open protocols for issuing or validating credentials, employs a
multi-signature approach for identity verification, and stores
ledgers locally to address privacy concerns. Specifically, this
model uses Hyperledger Fabric, an open-source enterprise
platform, for flexible, permissioned network access using var-
ious consensus and membership algorithms — with the caveat
of using an open protocol CA. Unlike a fully permissioned
network, our model proposes an open protocol with distributed
control among individuals and the governing entity.

The semi-permissioned model proposed in this paper bal-
ances open access and trusted transactions, ideal for privacy-
preserving applications like healthcare. Additionally, this
model supports scalability through Kubernetes, a container-
orchestrated deployment network ensuring privacy, security,
and data ownership. Overall, the semi-permissioned model
presented in this paper provides a secure, efficient solution for
managing sensitive data on a blockchain, with access limited to
authorized parties.
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