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Abstract—Online reinforcement learning (RL) based systems
are being increasingly deployed in a variety of safety-critical
applications ranging from drone control to medical robotics.
These systems typically use RL onboard rather than relying
on remote operation from high-performance datacenters. Due
to the dynamic nature of the environments they work in,
onboard RL hardware is vulnerable to soft errors from radiation,
thermal effects and electrical noise that corrupt the results of
computations. Existing approaches to on-line error resilience in
machine learning systems have relied on availability of the large
training datasets to configure resilience parameters, which is
not necessarily feasible for online RL systems. Similarly, other
approaches involving specialized hardware or modifications to
training algorithms are difficult to implement for onboard RL
applications. In contrast, we present a novel error resilience
approach for online RL that makes use of running statistics
collected across the (real-time) RL training process to configure
error detection thresholds without the need to access a reference
training dataset. In this methodology, statistical concentration
bounds leveraging running statistics are used to diagnose neuron
outputs as erroneous. These erroneous neurons are then set to
zero (suppressed). Our approach is compared against the state
of the art and validated on several RL algorithms involving the
use of multiple concentration bounds on CPU as well as GPU
hardware.

Index Terms—Neural Networks, Fault Tolerance, Resilience,
Soft Errors, Reinforcement Learning

I. INTRODUCTION AND PRIOR WORK

Reinforcement Learning (RL) leveraging Deep Neural Net-
works (DNNs) is being increasingly deployed in a wide
range of fields, including safety-critical applications such
as autonomous systems [1]. Such RL systems (e.g. robotic
controllers) run on onboard hardware and require a high level
of accuracy and reliability for mission performance. However,
uncertainties in hardware operation due to the unpredictable
nature of the environments these systems work in can induce
malfunctions due to soft errors in hardware. Typical causes
include radiation, thermal effects, noise due to low voltage
hardware and field electrical degradation. To maintain the
reliability of such systems in the field, work is needed on low-
overhead on-line methods for RL to provide resilience against
soft errors that can impact RL system performance.

On-line soft error resilience in standard DNNs has been
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examined in prior work. As discussed in [2], [3], the use of a
parallel DropOut training methodology for neuron outputs or
weights with specified failure modes allows for increased DNN
error resilience at the cost of increased training time. In [4], the
authors alter DNN training to generate invariant relationships
between neuron outputs, setting neuron outputs that violate
these invariants to zero (error suppression). Later work [5]
applied median filtering to neuron outputs to filter out extreme
erroneous values, altering DNN training to prevent median fil-
tering from degrading DNN inference. Statistical thresholding
of inter-neuron gradients to diagnose erroneous neuron outputs
for on-line error suppression without modifying DNN training
was explored in [6], but not applied to RL systems.

Error resilience through restriction of output ranges has been
examined in [7]. Layer-wise quantization is used, adding a
regularization term to DNN loss functions to prevent outlier
values from being generated. Dynamic fixed-point quantization
of the DNN network and a random variability-aware training
methodology for RRAM based DNNs has been examined in
[8]. Later work [9] presented Ranger, a method for restricting
output ranges of neurons in inference by clamping them to
the extrema observed across a fraction (approx. 20%) of the
training dataset. As opposed to traditional learning paradigms,
the neuron output statistics of RL systems evolve over time
with the training the RL system has undergone based on
stimulus it has seen and corresponding decisions made. This
is different from the training of traditional DNNs and CNNs,
which are trained on a fixed dataset with corresponding labels
prior to deployment. Hence, error resilience approaches in
an RL system need to evolve with the amount of learning
performed. This requires a rethink of prior error resilience
approaches, as approaches such as [9] and [4] relying on
training statistics or fully trained DNN behavior on training
data are unreliable.

Hardware-level resilience to compute errors and device
faults has been examined in [10] through resilience-aware
scheduling, running vulnerable computations on more error re-
silient parts of the hardware. However, this assumes the avail-
ability of error-hardened computational resources. Extensions
to Algorithm-Based Fault Tolerance (ABFT) [11] to detect
errors in convolutional neural network computations [12] and
detect and correct errors in matrix multiplications on GPUs
[13] allowed fast, accurate detection of errors and correction of



a restricted range of errors. Error correction using extensions
of ABFT [11] remains a problem due to limitations in the
ability to correct multiple errors with one or a small number of
algorithmic checks without correction being compromised by
error aliasing effects. The work of [14] presents a framework
for per-layer voltage underscaling to balance error rate and
energy use by modulating erroneous neuron computations.
Extensions of Algorithmic Noise Tolerance (ANT) to DNNs
[15], [16] use low-precision redundant computations to correct
for errors, again focusing more on voltage scaling effects
rather than soft errors.

Prior reinforcement learning work in the resilience space
has to the best of our knowledge, not examined on-line soft
error resilience in the RL system itself, focusing mainly on
resilience to input and action perturbations. Recent work [17]
uses causal learning frameworks to filter out and minimize the
effects of input space perturbations, marking perturbed inputs
in training with ‘interference labels’ and allowing the system
to estimate the true output label and confounder (perturbation)
latent state in inference. Action space perturbations such
as actuator attacks in robotics are rectified in [18] through
‘robustifying’ the trained RL system via adversarial training.
Actuator degradation correction through reinforced re-learning
is addressed in [19]. The effects of hardware-induced noise
in quantum RL is examined in [20], and mitigated in part by
altering the training process to reduce the number of measure-
ments needed to update the model. However, this examination
focuses on quantum hardware rather than conventional digital
systems.

Key Contributions: The key contributions of this work are:

e Our approach provides an on-line error resilience ap-
proach that evolves over time with the amount of learning
performed in the network, providing a statistical method
that evolves with RL network training to provide on-line
error resilience without the need for a fixed represen-
tative training dataset, unlike earlier methods built for
traditional DNNs and CNNs.

e Our approach is a statistically grounded method for
thresholding neuron outputs and suppressing erroneous
values to zero in online RL systems. It does not require
modification of the core RL training algorithm itself. This
approach is validated on two benchmarks using different
RL approaches for a variety of test cases.

Section II presents preliminaries regarding RL training and
inference and an overview of the proposed approach. Section
IIT discusses the proposed approach in detail, while Section
IV presents experimental results. We conclude in Section V.

II. OVERVIEW
A. Preliminaries: Reinforcement Learning

Reinforcement Learning is commonly framed [21] as an
interaction learning paradigm. The RL agent when training
interacts with the environment, evaluates the reward from the
actions it takes, and uses this to adjust its future actions.
The RL agent balances exploration, taking random decisions
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Fig. 1: RL training process overview: Dotted lines indicate the
quantities used for updating the weights of the DNN used to generate
the RL policy .

to generate new strategies, and exploitation, iterating on past
experience to optimize its current strategy. This can be framed
as a Markov Decision Process, where the RL agent has a
set of states S with associated distribution of starting states
p(s), a set of possible actions A and a state transition function
T(S¢41]8¢, at) (as shown in Fig. 1) that yields new states s;1
from current states s; and actions a; taken at time step t.
Furthermore, the RL agent gains a reward R(s¢, at, S¢+1) from
its actions taken at the current time step and the following
state. The past rewards are modulated by a discount factor
v € [0,1] (as seen in Fig. 1), which emphasizes more
immediate rewards. The RL agent in this manner learns a
policy w, mapping from states to a distribution of actions
w8 = p(A = alF). A complete interaction with the
environment from an initial to an end state, generating an
aggregate reward over the series of states for the RL agent
that leads to a policy update is termed an episode. The optimal
policy maximizing the expected reward function is termed
the optimal policy 7* = argmax_E[R|x]. This policy can be
learned or approximated using a Deep Neural Network (DNN).
The DNN updates its weights during training based on the
reward function to predict the optimal action for each state
to maximize expected reward (as in Fig. 1’s RL agent). This
is done using standard optimizers and a training loss function
designed to maximize expected reward.

B. Approach Overview

As shown in Figure 2, the proposed error resilience ap-
proach for RL DNNs consists of two major parts: (1) Statistics
collection, and (2) Thresholding-based error suppression. The
statistics collected in (1) are used to set periodically-updated
flexible statistical thresholds for (2) to enable error resilience.
The statistical thresholds are updated after a set number of RL
training episodes to adapt to changing RL agent behavior.

In statistics collection (Block-1 of Fig. 2), the mean and
variance of each neuron output in each layer except the
final layer are recorded in an on-line manner during training
episodes while the RL system learns the optimal policy. Due
to the lack of an explicit, fixed dataset and the need for the RL
system to interact with its environment while training, methods
such as [9] and [4] are inapplicable. On-line methods are thus
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Fig. 2: Flow of statistical threshold-based error resilience in RL Deep Neural Networks. For clarity, statistics collection (Block-1) is shown
separately from error suppression during the forward (inference) pass (Block-3).

needed to compute statistical bounds for neuron outputs. This
can be done after layer MAC operations from the MAC output
f(X) (Block la), per the dotted line in Block 1 of Fig. 2,
or after the layer activation functions from layer outputs Y
(Block 1c). These layer output statistics are used to calculate
the mean and standard deviation of neuron outputs for each
layer after training (Block 2). The process of RL DNN training
is unaffected by the statistics collection process.

The mean and standard deviation calculated on completion
of training are then used to build an upper and lower statistical
threshold for error suppression during RL DNN inference
(thresholds fed to Block-3c in Fig. 2). These thresholds are
based on standard concentration inequalities, allowing adjust-
ment of the threshold sensitivity to detect less severe errors
(tight threshold, high sensitivity) or minimize impact on per-
formance from false alarms (low sensitivity, looser threshold).
These thresholds are updated as the statistics collected in
(1) change, with a user-chosen number of training episodes
between threshold updates (using statistics from Block-2 to up-
date Block-3c). Depending on the activation function, different
inequalities can be used to set thresholds - for a linear layer
two-sided bounds can be used, while for a ReLU activation
(zero for all negative inputs), a one-sided (upper) bound is used
and the output is lower-bounded at zero. These thresholds are
applied to neuron outputs during the network forward pass,
and any neuron output violating these thresholds is deemed to
be erroneous and set to zero (suppressed). As we see in Fig. 2
Block-3, the thresholding is applied to the same location as the
statistics are collected. This can be done after activation (Block
3c¢) if statistics are collected from layer outputs Y, or after the
MAC operations (dotted line from Block 3b) if the statistics
are collected from MAC outputs f(X). The proposed zeroing
approach cannot be used at the final (output) layer. Due to
the output layer’s small size we propose to use conventional
methods such as TMR [22] for resilience.

The proposed resilience framework is examined in more
detail in the following section, beginning with a discussion of
DNN computations in Section III-A.

III. APPROACH DETAILS
A. Neural Network Computations: Overview

RL DNNs considered in this work can use both dense
and convolutional layers. The layer input is denoted by X
and the output of the layer’s Multiply-Accumulate (MAC)
computations is denoted by f(X) (as in Fig. 2). For a dense
layer, this is done through weight-bias matrix multiplication
such that f(X) = W.X + b, where W is the layer weight
matrix and b is the layer bias vector.

In a convolutional layer, the layer itself consists of C\,:
convolutional neurons (output channels) having Cj, inputs,
so that the layer input tensors have a shape (Ciyn, I, In)
where for each of the C;, input channels there is an image
of dimension I, x Ij,. The MAC output tensor f(X) thus has
dimension (Cyyt, O, Op,), where for each of the C,,; output
channels there is an output image of dimension O, X Oj.
Each of the convolutional neurons is associated with a kernel
W and a bias b, so that the output of the ith neuron MAC
computations is denoted by f;(X) = k;"ofl Wi * Xj, + b,
where * is the 2-D convolution operator.

DNN activation follows the MAC operations. In this work,
two activations are used in the networks examined. Each of
them is applied elementwise to f(X) to give the layer output
Y as in Fig. 2. The ReLU activation takes the form y
maz(0, ), giving a one-sided output. The hyperbolic tangent

activation takes the form y = ilij,:, ranging from -1 to 1.

B. On-Line Statistical Threshold Generation and Resilience

During the training of the RL system, we use Welford’s
online algorithm [23] to collect the mean and standard devi-
ation of neuron outputs. These statistics are collected at the
same locations in the network at which thresholding is later
performed. Welford’s algorithm works in three major steps:
(1) First, we initialize the aggregate triple of [sample count
(N), mean (u), M2] as [0,0,0], where sample count refers
to the number of outputs seen, the mean refers to the mean
of the outputs and M2 denotes the sum of squared squared
differences from the mean. In step (2) this aggregate is updated



at each forward pass conducted by the RL network using the
network layer outputs Y, so that in each forward pass: (2a)
N=N+1,20) 6 =Y —p, (2) p = p+2,2d) d2 = Y —ps,
and finally (2e) M2 = M2 + § x d5 for each neuron output.
Finally in step (3) we finalize the neuron output statistics
to generate [u,0,05] where o denotes the standard deviation
and o denotes the sample standard deviation. The mean p is
directly taken from the aggregate vector generated above, and
the standard deviations are calculated as:

[ M2
Os = ﬁ (2

In the case of a convolutional layer, this yields two tensors
of identical dimension to the convolutional outputs, one tensor
for averages and the other for the standard deviation of neuron
outputs. For a dense layer these statistics form two vectors of
identical dimension to the dense layer outputs, one vector of
averages and one vector of standard deviations.

The 1 and o values from the training statistics are then used
to set statistical thresholds for error detection and suppression.
The statistical thresholds are tuned using confidence parame-
ters to flag and enable suppression of extreme values indicative
of errors (discussed further in Section III-C). In this work,
the thresholds are applied during RL DNN inference. For a
ReLU function this is simply a single upper threshold, with
the lower threshold set at zero due to the one-sided nature of
the ReLU output (see Section III-A). In the case of hyperbolic
tangent (tanh) activation, the thresholding and suppression
(and by extension statistics collection) is performed at the
linear layer preceding activation, as the tanh’s bounded nature
allows thresholds at the activation to be used for suppressing
activation errors. Suppression of linear layer errors prevents
these errors from causing the tanh activation to saturate at 1
or -1, which can affect RL performance.

In the event that a neuron output breaches either statistical
bound (lower or upper), that output is deemed erroneous and
set to zero (suppressed). The bounds are set such that values
at the extreme tails of the distributions are suppressed.

C. Neuron Output Statistical Thresholding

The statistical thresholds for flagging erroneous neuron
outputs are set using different concentration inequalities de-
pending on the location of error suppression. For two sided
outputs such as those from a linear layer, we use Chebyshev’s
concentration inequality [24] to flag and suppress errors:

Pr(]Y — p| = ko) < w2 3)
where Y indicates the neuron outputs being thresholded (or
the MAC outputs for a tanh activation), p is the mean from
Section III-B, o is the corresponding standard deviation (see
Equation 1) and £k is a user-defined tuning parameter that sets
the ‘tail’ thresholded by the inequality.

For single sided neuron outputs such as those from a ReL.U
activation, Chebyshev’s inequality is insufficiently tight. We
instead use Cantelli’s inequality [25] for one-sided bounds
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Fig. 3: Error injection test cases: (a) The inverted pendulum state-
space system, and (b) The Atari Pong game. RL methods used for
each are discussed in Section IV-A. Reward details are discussed in
Section IV-B and IV-C respectively for each.

(since ReLLU outputs are greater than or %qual to zero always):
Pr(Y —u>k) < 5 @)

. . o2 + k2
where k is again a tunable parameter and Y, p and o are
identical to Equation 3. The & values in Equations 3 and 4 are

used to set the ‘tail’ probability of the left hand side, allowing
thresholding and suppression of extreme (erroneous) outputs.

IV. EXPERIMENTAL RESULTS
A. Experimental Details
1) Test Platform Details

Our proposed RL DNN error resilience approach has been
validated on two different reinforcement learning benchmarks.
The first test platform is a policy gradient network using the
REINFORCE [26] algorithm for learning the optimal policy
distribution directly to swing up and balance an inverted pen-
dulum. The second test platform is the Atari Pong benchmark
for Deep Q-Learning [21]. The REINFORCE test platform is
trained using the Gymnasium library code [27] with statistics
collection for threshold generation and compared against a
baseline using median feature selection [5]. Difficulties in
adapting training of the Atari Pong neural network (memory
and convergence issues) prevented the use of a median feature
selection baseline. The Pong network is trained using the
CleanRL library [28] with statistics collection for threshold
generation. All networks were implemented in PyTorch [29].
REINFORCE for inverted pendulum: REINFORCE aims to
maximize the Monte Carlo reward [26] by swinging up and
balancing an inverted pendulum as long as possible (See Fig.
3a). This RL approach parameterizes the policy using a neural
network (run on a CPU), estimating the mean and standard
deviation of the policy distribution (assumed Gaussian). The
action is then sampled from this distribution. The network in
this case is a linear DNN with two hidden layers (the first
using 16 neurons and the second using 32 neurons), each
using a hyperbolic tangent activation, followed by two output
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Fig. 4: Error injection results for the Inverted Pendulum swingup
REINFORCE benchmark.

linear layers. One output layer yields the mean of the policy
distribution and the other yields the standard deviation.

Atari Pong Q-Learning: Deep Q-Networks (DQNs) are used
to train RL agents to be as effective as possible at winning
games of Atari Pong, minimizing misses by the agent and
maximizing misses by the opposing player in [21] (See Fig.
3 for screenshot). This is done by using DNNs (running on
a CPU) to learn an approximation of the optimal action-
value function Qx = max, E[r; + yrei1 + Y2repo + ...|s¢ =
s,a; = a, |, maximizing the sum of rewards r; subject to
the discount factor v and achieved by a policy 7 that is not
explicitly estimated. The method implemented here (that of
[21] as in [28]) uses experience replay, randomly sampling
from prior observations (state-action pairs in prior timesteps)
to remove correlations in data. It iteratively updates the Q-
values, adjusting them towards periodically updated target
values to further reduce correlations with the target. Unlike
the REINFORCE DNN, the DQN uses ReLU activation.

2) Experimental Parameters and Metrics

The REINFORCE test platform was trained for 8000
episodes with statistics collection for threshold generation
and 10K episodes using median feature selection. The REIN-
FORCE network used statistical thresholds after each linear
layer (before tanh activation). Here, k& was set to 31.62
(thresholding the 0.1% tails of the distribution) in Chebyshev’s
bound (Equation 3). This network used 32-bit floating point.

The Atari Pong DQN was trained for 10 million episodes
normally with statistics collection for threshold generation.
The DQN used statistical thresholds for error resilience after
each ReLU activation, with the upper bound provided by
Cantelli’s inequality (Equation 4) and lower bound set to zero

(ReLU lower bound). Here, the inequality thresholded at the
0.025% upper tail of the distribution (Pr(Y — p > k) <
0.00025). This network used 16-bit floating point.

Error injection into RL DNN inference post-training was
done using the PyTorchFI [30] library. Error injection was
governed by an error rate parameter, denoting the probability
of each neuron output in each layer (except the final layer)
being erroneous. Erroneous neuron outputs were subject to
varying error severity, varying the number of bits flipped.

Each error injection experiment recorded average and stan-
dard deviation of reward over a number of test (inference)
episodes, varying error rate and error severity. Over the
REINFORCE test platform, overhead was recorded using CPU
program counter measurements via the PyPAPI library [31].

B. Error Injection: REINFORCE for Inverted Pendulum

Figure 4 shows results for error injection into the inverted
pendulum using REINFORCE. The reward here consists of +1
for each timestep the inverted pendulum remains upright, up to
a maximum episode length of 1000. The average reward over
600 test episodes is shown in Fig. 4, for a range of error rates
and 4- and 8-bit errors. It was found that 1-bit errors caused
little to no drop in performance until high error rates even in
the absence of any error resilience method. Fig. 4a and Fig.
4c show the mean and standard deviation of reward under 4-
bit error injection for the proposed approach, median filtering
(baseline) and the case of no error resilience enabled. Figs. 4b
and 4d show the same quantities for 8-bit error injection.

We see that the average performance of the RL DNN
degrades as error rate and error severity increase in the absence
of error resilience methods, shown by a gradual decline in
average reward both across error rates (in Figures 4a and 4b)
and across error severity (a greater decrease in reward is seen
in Fig. 4b than Fig. 4a). Median filtering shows a similar trend
with more graceful degradation, ending in a slight average loss
of performance at the cost of nominal reward. When using
the proposed resilience method we see no material change in
average reward across the error rates and severity.

The standard deviation in reward for the RL. DNN shows
a similar trend - showing a rise in reward standard deviation
without any resilience method (indicating less consistent per-
formance) for rises in error rate and error severity. The use
of median filtering is seen to show a similar rise in reward
standard deivation across the 4-bit error injection (Fig. 4c)
and 8-bit errors (Fig. 4d). The use of the Chebyshev threshold
restores near-nominal reward standard deviation (consistent
performance) across the error rates on 4-bit and 8-bit errors.

Table I shows the overhead of our approach on the RL
PPO network used for the inverted pendulum, compared to the
overhead of the median filtering approach. All modules were
implemented in PyTorch using off-the-shelf functions, and run
on an Intel Xeon W-2123 CPU. Floating point operations and
vector operations incurred no overhead over the RL DNN
for both the thresholding approach and the median filtering
approach. We can see that the thresholding-based approach
incurs highest overhead for cache reads (due to threshold
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Fig. 5: Error injection results for the Atari Pong DQN benchmark.

. Statistical Thresholding | Median Filtering
Measured Indicator Overhead (%) Overhead (%)
Cache Reads (L2 and L3) | 38.271 129.03
Cache Writes (L2 and L3) | 26.21 97.43
Condmgnal Branch 19.152 64.51
Instructions
Unconditional Branch
Instructions 36.75 119.1

TABLE I: Average overhead (CPU program counter data) for
Chebyshev-based thresholding and the median filtering baseline, as
a percentage of the RL DNN overhead.

comparisons for neuron outputs) and unconditional branch
instructions (additional calls for the thresholding module), and
is still sub-40% even when using off-the-shelf PyTorch code.

C. Error Injection: Atari Pong Q-Learning

Fig. 5 shows results on the Atari DQN benchmark. Due
to the larger size of this network, its much longer training
time (10 million episodes) and its use of convolutional layers
(as opposed to the linear (dense) layers of the test case in
Section IV-B), this network was used to test the scalability of
our approach. The Atari Pong agent earns +1 reward for the
opponent missing the ball, -1 for missing the ball and zero for
neither event happening in that timestep. One episode consists
of one game of Pong, where a side wins if it reaches 21 points.
Reward thus ranges from +21 to -21 per episode.

The plots in Fig. 5a, 5b and 5c show average reward over
50 inference episodes for a range of error rates and error
severity (1, 4 and 8-bit errors). It can be seen that more severe

errors have a greater effect on average reward for the case
of no error resilience approach (comparing Fig. 5b and 5c
to Fig. 5a). Similarly, higher error rates cause greater losses
in performance (average reward) for the case of no error
resilience approach. The use of Cantelli-based thresholding
(Equation 4) restores near-nominal performance in all cases.

The plots in Fig. 5d, 5e and 5f show the standard deviation
in reward for the same 50 test episodes. For less severe
errors (1-bit errors) the DQN without any error resilience
approach sees a steady rise in reward standard deviation (less
consistent performance). For 4- and 8-bit errors, the DQN sees
a similar rise and then fall in standard deviation as the average
reward drops, indicating consistently poor performance. The
use of Cantelli-based thresholding again restores near-nominal
reward standard deviation (consistent performance).

V. CONCLUSION

In this work we present an on-line, theoretically grounded
error resilience approach for RL DNNs, validating our ap-
proach on two different RL algorithms as well a variety
of error rates and error severity conditions. In all examined
tests cases in Section IV, RL agent performance degrades
under error injection, while on-line statistical error suppression
allowed more consistently optimal behavior than the baselines.
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