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complexity of one root cause, in this paper, we only focus on two
categories, namely KACV-M which is due to missing permission
checks, and KACV-I which is due to misusing permission checks.
According to the Common Vulnerability Scoring System (CVSS),
24.4% of the KACV-M and KACV-I were scored as high or critical
security severity, and 38.8% were scored as the medium severity. In
addition, our study found that KACV-M and KACV-I cause a variety
of security threats, including bypass security checking, privileged
escalation, denial of services, etc.

To the best of our knowledge, existing approaches can only detect
KACV-M, and no work has been proposed to detect KACV-I. Zhang
et al. [62] propose a static analysis tool called PeX, which is the
state-of-the-art KACV-M detector. PeX conducts its static analysis in
three steps including 1) the permission check identi�cation, 2) the
privileged function identi�cation, and 3) the invariant analysis over
the permission checks and privileged functions to uncover KACVs.
To identify permission checks, PeX requires users to provide an
incomplete list of permission checks. It then performs program
slicing [28] to identify the wrappers of the initially provided per-
mission checks as the new permission checks. Next, PeX �nds an
over-approximation of the privileged functions with a control-�ow
analysis to collect the kernel functions which always execute after
permission checks. Last, it performs a control-�ow based invariant
analysis to search for the potentially vulnerable paths where a priv-
ilege function is not preceded by any permission checks. However,
PeX su�ers from signi�cant false-positive rates due to the limitation
in each step. First, the permission check identi�cation is unsound
especially when the user-provided permission checks lack diversity.
Second, the privileged function identi�cation is imprecise due to
the weak over-approximation. Third, the invariant analysis is also
imprecise due to the weak invariant.

To mitigate the limitations of PeX, we present a precise, scalable
KACV detector called ACHyb which is capable of detecting both
KACV-M and KACV-I. ACHyb is a hybrid analysis approach, which
�rst applies static analysis to identify the potentially vulnerable
paths and then applies dynamic analysis to further reduce the false
positives of the paths. For the static analysis, ACHyb follows the
three steps of PeX, but with its own improvements for each step to
enhance both the precision and the soundness. For permission check
identi�cation, ACHyb performs a semi-automated interface analysis

which is a soundy (i.e., mostly sound [32]) approach. For privileged
function identi�cation, instead of using control-�ow analysis as PeX,
ACHyb performs our proposed callsite dependency analysis which is
a data-�ow analysis that could signi�cantly improve the precision.
For invariant analysis, ACHyb proposes a stronger invariant and per-
forms a constraint-based analysis to check the invariant. To improve
the e�ciency, instead of conducting the standard inter-procedural
analysis, ACHyb conducts the lightweight intra-procedural analysis
by exploiting the features of access control .

Moreover, instead of requesting human e�ort to do the manual
inspection as PeX, ACHyb applies dynamic analysis to reduce the
false positives of the potentially vulnerable paths identi�ed. The
idea is to identify the feasible potentially vulnerable paths in which
the access control decisions are either missing (potential KACV-M) or
denied (potential KACV-I). To achieve this, ACHyb injects invariant
checks on the potentially vulnerable paths and conducts greybox
fuzzing to trigger these checks. To improve the fuzzing e�ciency,

ACHyb adopts our novel clustering-based seed distillation approach
to generate high-quality seed programs.

For static analysis, we implement ACHyb on top of the LLVM
pass framework [45]. For dynamic analysis, we build ACHyb based
on the greybox fuzzer called Syzkaller [57]. We perform an em-
pirical evaluation of ACHyb on the Linux kernel v4.18.5. As a result,
ACHyb reports 76 potential KACVs, 22 of which are KACVs includ-
ing 19 KACV-M and 3 KACV-I. In contrast, PeX reports 2,088 potential
KACVs, 14 of which are KACV-M. Besides, the KACVs detected by
ACHyb contain all the KACVs detected by PeX. We report 7 new
KACVs (5 KACV-M and 2 KACV-I) to kernel developers. By the time
of the paper publication, 2 new KACVs (1 KACV-M and 1 KACV-I)
have been con�rmed. The results show that ACHyb is not only more
precise than PeX, but also capable of detecting new KACVs. In addi-
tion, ACHyb takes less than 8 hours to detect the KACVs while PeX
takes more than 11 hours, which shows that ACHyb is more e�cient
than PeX. The source code of ACHyb and the dataset of our study
are publicly available at https://github.com/githubhuyang/achyb.
The contributions of this paper are:

• Study. We did an empirical study on KACVs mainly in two
aspects: the root causes and the security impacts of KACVs.
• Approach. We present ACHyb, which combines static and
dynamic analysis to detect both KACV-M and KACV-I precisely
and e�ciently. To the best of our knowledge, ACHyb is the
�rst tool that is capable of detecting KACV-I.
• Implementation.We implement ACHyb on top of the LLVM
and Syzkaller with about 5,000 lines of code.
• Empirical Evaluation.We did an empirical evaluation of
ACHyb on the Linux kernel v4.18.5 The experimental results
show that ACHyb is more precise and scalable than the state-
of-the-art tool PeX.
• Practical Impacts ACHyb is able to detect 7 new KACVs, 2
of which have been con�rmed by the kernel developers.

2 A STUDY ON KACVS

We study the KACVs mainly in two aspects: the root causes and the
security impact of KACVs. In order to get KACVs, we �rst collect all
the CVE reports related to KACVs from the National Vulnerability
Database [40]. We use the cve-search tool [11] to �nd the CVE
reports that contain the keywords related to the access control,
such as “ACL”, “capability”, “permission”, etc. We �ltered out the
old CVE reports on the kernel version lower than v2.6, since we
want to focus on the KACVs in the newer kernel versions. As a
result, 101 CVE reports were collected. Fig. 1a shows the number
of CVE reports related to the KACVs in the recent 10 years. We can
observe that from 4 to 18 KACVs were reported each year since
2010. Next, we extract the key information from the collected CVE
reports including the vulnerability descriptions, the CVSS ratings
(version 3.0), and the patches that �x the KACVs.

We manually inspect the vulnerability descriptions and patches
in our collected CVE reports to identify the root causes of the
KACVs. As a result, we classify the KACVs into three categories
based on the identi�ed root causes, as shown in Fig. 1b. The �rst
category is called KACV-M, which refers to the KACVs due to miss-

ing permission checks. The second category is called KACV-I, which
refers to the KACVs due to misusing permission checks. The third
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when its corresponding access control decision is denied or not gen-

erated at all. One straightforward way to check this invariant is
to apply Symbolic Execution [5] on every path from each entry of
the kernel (i.e., the system calls) to the callsites of the privileged
function, and solve the constraints collected along the paths. How-
ever, this method su�ers from the path explosion and the high
complexity of the path constraints. ACHyb adopts two strategies to
make the constraint-based invariant analysis scalable.

One strategy is to perform an intra-procedural analysis instead of
the inter-procedural analysis, based on the observation mentioned
in Section 3.2.2 that the access control decision is rarely propa-
gated across the kernel functions. For every path which reaches a
privileged function, ACHyb only collects the constraints inside the
caller of the privileged function. By replacing the inter-procedural
analysis with the intra-procedural analysis, both the path space
and the complexity of the constraints can be largely reduced. How-
ever, since only partial path constraints are collected, this analysis
can only �nd potentially vulnerable paths. ACHyb further reduces
false positives among these paths using dynamic analysis which is
introduced in Section 3.3.

The other strategy is to perform the above analysis only on the
non-privileged functionswhich call at least one privileged functions.
This is based on our observation that the non-privileged functions
usually need to request access control decisions before they call the
privileged functions, while the privileged functions rarely request
access control decisions with the assumption that their callers re-
quest and check the access control decisions beforehand. Besides,
there is no need to conduct the analysis on permission checks, as
they never call privileged functions.

Algorithm 2 shows our invariant analysis algorithm. ACHyb �rst
collects all the kernel functions excluding the permission checks
and the privileged functions. Inside each of these functions, ACHyb
collects the callsites of the privileged functions (line 2-5). It then gets
all the intra-procedural paths (with �nite loop unrolling) that reach
these callsites (line 6-7). For each path, ACHyb obtains the callsites
of the permission checks in the path (line 8-9). If no such callsite
is found, the path is taken as a potentially vulnerable path (line
10-11). Otherwise, ACHyb fetches the access control decision and
the path constraints, and checks the satis�ability of the constraint
which is the conjunction of the path constraints and an additional
constraint stating that all the access control decisions are denied
(line 13-15). If the constraint is satis�able, which means that the
path to the privileged function is feasible but the access control
decisions in the path are denied, the path is then identi�ed as a
potentially vulnerable path (line 16-17).

We demonstrate our static invariant analysis using the relevant
path conditions of the KACV-I example shown in Fig. 3. Since there
is a callsite of a privileged function in line 16, ACHyb analyzes the
path to the callsite inside the function vfs_dedupe_file_range.
For simplicity, we consider the loop is unrolled only once. The
path to the callsite of the privileged function includes lines 2-10, 12,
14-16. First, ACHyb collects 3 path constraints inside the function
vfs_dedupe_file_range: �1 ,¬�2, and ¬�3. Next, ACHyb gener-
ates an additional constraint �4 := (8B_03<8= = 5 0;B4), which
indicates that the access control decision of the function capable

is denied (line 4). Then, ACHyb checks if the following constraint

Algorithm 2 Static invariant analysis algorithm.

Input: the kernel intermediate representation '

the set of permission checks �?4A<
the set of privileged functions �?A8E

Output: the set of potentially vulnerable paths %?>C

1: function ()�)��_�#+ _�#�!.(�((', �?4A< , �?A8E )
2: �>Cℎ4A ← '.64C_5 D=2C8>=B () − �?4A< − �?A8E
3: %?>C ← ∅

4: for 5 ∈ �>Cℎ4A do

5: (?A8E ← 5 .64C_?A8E_20;;B8C4B (�?A8E)
6: for B ∈ (?A8E do

7: %;>20; ← 5 .64C_?0CℎB (B) ⊲ get paths inside 5
which reach the callsite B .

8: for ? ∈ %;>20; do

9: (?4A< ← ?.64C_?4A<_20;;B8C4B (�?4A<)
10: if (?4A< = ∅ then

11: %?>C ← %?>C ∪ {?}

12: else

13: � ← ?.64C_342_E0A ((?4A<)
14: � ← ?.64C_?0Cℎ_2>=BCA08=CB ()
15: � ← � ∪ {3 = denied|3 ∈ �}

16: if 8B_B0C8B 5 801;4 (
∧

2∈�
2) then

17: %?>C ← %?>C ∪ {?}

18: return %?>C

is satis�able:
�1 ∧ ¬�2 ∧ ¬�3 ∧�4 .

Since the constraint is satis�able, the path is identi�ed as a poten-
tially vulnerable path.

3.3 Dynamic Analysis

The dynamic analysis focuses on reducing false positives among the
potentially vulnerable paths detected by the static analysis. ACHyb
achieves this in two steps. First, ACHyb injects the run-time invariant
checks to the kernel image, as introduced in Section 3.3.1. Then,
ACHyb conducts greybox fuzzing to cover the potentially vulnerable
paths so that the invariant checks can be triggered and the KACVs
can be revealed, as presented in Section 3.3.2.

3.3.1 Invariant Check Injection. As mentioned in Section 3.2.3, the
intra-procedural invariant analysis would cause false positives. To
remedy this problem, ACHyb rigorously checks the access control in-
variant in the run time. For each potentially vulnerable path, ACHyb
instruments the kernel with a run-time invariant check which is
added exactly before the callsite of each privileged function. As
introduced in Section 3.2.3, the static invariant analysis can detect
two kinds of potentially vulnerable paths reachable to the priv-
ileged functions: the paths with missing permission checks and
the paths with denied access control decisions. If a test execution
triggers the run-time checks and covers the potentially vulnerable
path with missing permission checks, the potentially vulnerable
path is feasible and thus it is taken as the path that could reveal
KACV-M. Similarly, if the potentially vulnerable path with denied ac-
cess control decision is feasible, the path is considered to reveal the
KACV-I. For the KACV-I example in Fig. 3, ACHyb injects a run-time
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Table 1: The KACV detection precision of ACHyb and Pex. # perm refers to the number of detected permission checks. # priv

refers to the number of detected privileged functions. # pvp refers to the number of detected potentially vulnerable paths. #

wrn refers to the number of warnings. # kcav refers to the number of detected KACVs.

AC ACHyb PeX

Module # perm # priv # pvp # wrn # kacv precision # perm # priv # pvp # wrn # kacv precision

CAP 28 560 108 38 9 23.7% 19 3,245 850 850 4 0.5%
LSM 243 2,254 90 31 9 29.0% 243 10,260 1,017 1,017 7 0.7%
DAC 27 609 29 7 4 57.1% 22 537 221 221 3 1.4%

Total 298 3,423 227 76 22 28.9% 284 14,042 2,088 2,088 14 0.7%

converted to seed programs. Suppose that the trace slice C2 in Fig.
8 has been sampled from a selected cluster. The seed program
converted from C2 consists of two system calls from C2, which is
=1 (01);=2 (02).

3.4 Implementation

We implement the static analysis of ACHyb based on the LLVM pass
framework [45] with about 3,200 lines of C++ code. For the dynamic
analysis, we build the greybox fuzzing and the seed distillation on
top of the kernel greybox fuzzer called Syzkaller [56] with about
1,100 lines of GO code and 600 lines of Python code.

4 EVALUATION

4.1 Experimental Setup

Baseline. To evaluate the KACV detection performance of ACHyb,
we choose PeX [62], the state-of-the-art tool for KACV detection
which has its publicly available implementation1, as our baseline.
Besides, to evaluate our seed distillation approach, we choose
Moonshine [42] which is the state-of-the-art seed distillation tool,
as our baseline.
Kernel Version and Compilation. We evaluate ACHyb on the
Linux kernel v4.18.5, the version PeX uses in its evaluation. We
compile the kernel source with the allyesconfig con�guration
using the clang-9 toolchain [55] and the wllvm tool [46].
Subjects. We take all the three subject modules in the PeX evalua-
tion as our subjects. They are commonly used kernel access control
modules, including Linux Capabilities (CAP), Linux Security Mod-
ules (LSM) and Discretionary Access Control (DAC).

Environment. All the experiments are conducted on a machine
with two Intel(R) Xeon(R) E5-2620 v4 processors (32 logical cores
in total) and 256-GB RAM. The operating system is Ubuntu 20.10.

4.2 Research Questions

We try to answer the three following research questions in our
experiments:
Question 1. How precisely can ACHyb detect KACVs?
Question 2. How e�ciently can ACHyb detect KACVs?
Question 3. Can ACHyb detect new KACVs?

4.3 RQ1: Detection Precision

To evaluate the detection precision, we need to identify the KACVs
from the warnings (i.e., potential KACVs) reported by ACHyb and

1https://github.com/lzto/pex

PeX. To do so, we conduct a three-step manual inspection. First, we
manually inspect all the warnings reported by both tools, among
which we obtain 15 KACVs that have been con�rmed by the kernel
developers or reported by the authors of PeX. Then, we manually
inspect the rest warnings reported by ACHyb and identify 7 warn-
ings as new KACVs. Next, we report these 7 new KACVs to the
kernel developers. By the time of the paper publication, they have
con�rmed 2 new KACVs.

4.3.1 The Overall Detection Precision. Table 1 shows the detection
precision of ACHyb and PeX. For CAP module, the detection pre-
cision of ACHyb is 23.7%, while the precision of PeX is only 0.5%.
For LSM module, the detection precision of ACHyb is 29.0%, while
the precision of PeX is only 0.7%. For DAC module, the detection
precision of ACHyb is 57.1%, while the precision of PeX is only 1.4%.
We can also observe that, among the three modules, both tools
perform with the highest precision on module DAC; perform with
the second highest precision on module LSM; perform with the
lowest precision on module CAP. In total, for all the three modules,
28.9% of the warnings reported by ACHyb are KACVs, while only
0.7% of the warnings reported by PeX are KACVs. Furthermore,
the KACVs detected by ACHyb contain all the ones detected by PeX.
Overall, we can say that ACHyb is much more precise than PeX in

KACV detection.

4.3.2 Static and Dynamic Analysis. Table 1 also shows the inter-
mediate analysis results, which can help us understand how each
analysis in ACHyb contributes to its precise detection.
Permission Check Identi�cation. As for the permission check
identi�cation, ACHyb reports 14 more permission checks than PeX.
We manually inspect these permission checks and con�rm that all
of them are the real permission checks. The results show that the

soundy interface analysis of ACHyb can help identify more permission

checks than PeX.
Privileged Function Identi�cation. From Table 1, we can ob-
serve that ACHyb reports much less privileged functions than PeX.
To study the quality of the reported privileged functions, we ran-
domly sample 400 functions reported by ACHyb and PeX, respec-
tively. After manually inspecting the sampled privileged functions,
we found that 83% of the sampled privileged functions identi�ed
by ACHyb are the real privileged functions, while only 8% of the
sampled privileged functions identi�ed by PeX are the real privi-
leged functions. In addition, the real privileged functions detected
by ACHyb contain all the real ones detected by PeX. In general, we

can conclude that our proposed callsite dependency analysis improves

the precision of the privileged function identi�cation.
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Table 3: New KACVs Detected by ACHyb.

ID File Path Function Type Description Status

CAP-1 net/core/rtnetlink.c do_setlink KACV-I Misusing the CAP_NET_ADMIN check. Con�rmed
CAP-2 drivers/char/random.c _extract_crng KACV-M Missing the CAP_SYS_ADMIN check. Con�rmed
CAP-3 net/ipv6/addrconf.c addrconf_join_anycast KACV-M Missing the CAP_NET_ADMIN check. Ignored
CAP-4 drivers/tty/sysrq.c sysrq_do_reset KACV-M Missing the CAP_SYS_BOOT check. Ignored
LSM-1 kernel/signal.c send_sig_info,force_sigsegv KACV-M Missing the security_task_kill check. Ignored
LSM-2 ipc/sem.c newary KACV-I Misusing the security_sem_alloc check. Ignored
DAC-1 fs/coredump.c cn_print_exe_file KACV-M Missing the inode_permission check. Ignored

only 15% of the invariant checks can be triggered. Furthermore,
there is less than 5% improvement when using the seed programs
distilled by Moonshine, compared to using the seed programs with-
out any distillation. When using the seed programs distilled by
ACHyb, more than 30% of the invariant checks can be triggered.
Furthermore, the results of the Mann-Whitney U test indicate that
the triggered checks using ACHyb seed distillation approach are
signi�cantly more than the triggered checks using the other three
approaches (all three p-values of Mann-Whitney U test are smaller
than 0.001). Based on the above results, we can conclude that ACHyb

seed distillation approach can signi�cantly improve the e�ciency of

triggering the invariant checks.

4.4.3 The Overall Detection E�iciency. As introduced, PeX requires
human e�ort to remove the false positives of the results produced
by its static analysis, while ACHyb applies dynamic analysis to re-
move the false positives. After manually inspecting the potentially
vulnerable paths, we �nd that ACHyb has successfully triggered all
the invariant checks associated with 22 KACVs in the �rst 6 hours.
In addition to the 112.5 minute time cost in the static analysis (106.5
minutes for automatic analysis and 6 minutes for manual inspec-
tion of permission check candidates), ACHyb successfully detects all
22 KACVs in less than 8 hours. On the contrary, PeX spends more
than 11 hours on only the static analysis phase without taking into
account the time taken by the manual false positive removal. The
results show that ACHyb is more e�cient than PeX.

4.5 RQ3: New KACVs

Table 3 shows the 7 new KACVs (5 KACV-M and 2 KACV-I) that we
report to the kernel developers. As a result, 2 new KACVs (1 KACV-M
and 1 KACV-I) are con�rmed by the kernel developers. We are still
waiting for the feedback for the rest of 5 new KACVs. In detail,
4 KACVs (CAP-1, CAP-2, CAP-3, and CAP-4) are due to missing or
misusing CAP checks in drivers or the net subsystem; 2 KACVs
(LSM-1 and LSM-2) are due to missing or misusing LSM checks
in the signal mechanism or the semaphore mechanism; 1 KACV
(DAC-1) is due to missing a DAC check in the �le system. Overall,
we can say that ACHyb is able to detect new KACVs.

5 DISCUSSION

In this section, we want to discuss the limitations of ACHyb and
our future work. We recognized four limitations of ACHyb. First,
ACHyb cannot detect non-function permission checks. Second, ACHyb
cannot detect privileged functions which are never protected by
any identi�ed permission checks. However, this is a rare case, as it

is quite unlikely that kernel developers failed to add any permis-
sion checks to protect a privileged function especially in recent
kernel versions. Third, ACHyb may get false positives in terms of
privileged function detection, as there may exist non-privileged
functions which are also protected by permission checks. Fourth,
ACHyb cannot guarantee that all potentially vulnerable paths can
be covered in a given time budget, which may cause false negatives.
Nevertheless, the coverage can be improved by adding more diverse
seed programs. In future work, we will try to enhance ACHyb to
overcome the above limitations. We also plan to upgrade ACHyb

to support more access control modules in the Linux kernel. In
addition, we plan to propose e�ective approaches to detect KACV-S.
One possible direction would be to specify the correctness of the
internal access control states and validate these states using the
speci�cations dynamically.

6 RELATED WORK

Missing Check Detection.Detecting missing checks is pioneered
by Engler’s work [12], which attempts to automatically extract
the programmers’ beliefs from the source code to detect missing
checks. Following this direction, several static analysis tools have
been proposed to detect missing checks. AutoISES [54] automati-
cally infers the security speci�cation given a set of user-provided
security checks and detects the security violations in the Linux
kernel. ROLECAST [52] leverages the standard software engineering
patterns/conventions to detect the missing security checks in the
Web applications. CRIX [31] proposes a novel peer slicing approach
to detect missing checks for the critical variables in the Linux ker-
nel. LRSan [60] proposes its specialized data-�ow and control-�ow
analysis to detect missing rechecks for critical variables. PeX [62]
is the state-of-the-art tool to detect the missing access control per-
mission checks (KACV-M), which is the most related work to ACHyb.
ACHyb di�ers from PeX in two main aspects. First, ACHyb focuses
on detecting both KACV-M and KACV-I. Second, ACHyb performs a
novel hybrid analysis to make the KACV detection both scalable
and precise, while PeX is a purely static analysis tool su�ering from
high false-positive rates.
Greybox Fuzzing of OS Kernel. Greybox fuzzing achieves big
success in revealing real-world vulnerabilities in recent decades
[33, 59]. Several greybox fuzzers for OS kernel including Syzkaller
[57], TriforceAFL [19] and Trinity [22] have been released. Besides
the tool developments, researchers make great e�ort in enhanc-
ing both the e�ectiveness and the e�ciency of the kernel fuzzing.
Breakthroughs have been made in the complex path condition
solving [4, 24, 26], seed generation [17], seed distillation [42], �le
system testing [25, 61], driver/�rmware testing [10, 36, 44, 53, 63],
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error handling testing [43], etc. Di�erent from the existing greybox
fuzzers, ACHyb proposes a novel clustering-based seed distillation
approach to facilitate the greybox fuzzing in KACV detection.
Kernel Veri�cation and Validation. Several approaches [3, 13,
16, 38, 39, 50] have been proposed to verify or validate the cor-
rectness of the kernel source code. For example, Serval [38] is
a framework for verifying system software. Given an interpreter
provided by users, it performs symbolic execution on the system
code to do the veri�cation. Besides, TESLA [3] provides users a
language to specify the dynamic safety properties of the Linux
kernel. The speci�ed properties are then converted into run-time
checks to validate the kernel. Di�erent from the above approaches
which require the users to provide the speci�cation of the Linux
kernel, ACHyb is able to detect KACVs based on the invariants of
the access control.

7 CONCLUSION

In this paper, we �rst conduct an empirical study on KACVs using
National Vulnerability Database. Motivated by our study, we focus
on detecting two kinds of KACVs: KACV-M and KACV-I. We present
a precise and scalable hybrid analysis approach called ACHyb to de-
tect both KACV-M and KACV-I. ACHyb �rst performs a more precise
and more sound static analysis to identify the potentially vulnera-
ble paths, and then applies an e�cient dynamic analysis to reduce
the false positives of these paths. Our experimental results show
that ACHyb outperforms PeX, the state-of-the-art KACV detector, in
terms of both the detection precision and the e�ciency. Further-
more, ACHyb detects 7 new KACVs, 2 of which have been con�rmed
by the kernel developers.
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