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Abstract—Despite its presence for more than two decades and its
proven benefits in expanding the space of system design, dynamic
partial reconfiguration (DPR) is rarely integrated into frameworks
and platforms that are used to design complex reconfigurable
system-on-chip (SoC) architectures. This is due to the complexity
of the DPR FPGA flow as well as the lack of architectural
and software runtime support to enable and fully harness DPR.
Moreover, as DPR designs involve additional design steps and
constraints, they often have a higher FPGA compilation (RTL-to-
bitstream) runtime compared to equivalent monolithic designs.

In this work, we present PR-ESP, an open-source platform
for a system-level design flow of partially reconfigurable FPGA-
based SoC architectures targeting embedded applications that
are deployed on resource-constrained FPGAs. Our approach is
realized by combining SoC design methodologies and tools from
the open-source ESP platform with a fully-automated DPR flow
that features a novel size-driven technique for parallel FPGA
compilation. We also developed a software runtime reconfiguration
manager on top of Linux. Finally, we evaluated our proposed
platform using the WAMI-App benchmark application on Xilinx
VC707.

I. INTRODUCTION

Heterogeneous system-on-chip (SoC) architectures, which

combine general-purpose processors with multiple domain-

specific hardware accelerators, have become a dominant trend

for implementing complex systems across a wide range of

application domains. As the integration of diverse computing

elements into a single chip has become very challenging over

the years, several tools had been proposed both to reduce

the complexity and raise the abstraction of the system-level

design [1]–[3]. However, the majority of the proposed tools still

target FPGAs only for rapid prototyping or functional verifica-

tion purposes. Moreover, the dynamic partial reconfiguration

(DPR) capability, which enables to modify only a portion of

the circuit on the fly without requiring a full reconfiguration of

the FPGA, is rarely exploited by these tools.

The challenge of designing heterogeneous partially recon-

figurable SoCs is multifaceted. On one hand, the complexity

that originates from integrating several independently-designed

components requires a DPR-compliant flexible architecture and

a companion methodology. On the other hand, integrating the

partial reconfiguration flow into a SoC flow can create an

implementation quagmire. The difficulty of the integration is

even more exacerbated by the challenging DPR FPGA flow.

To date, this flow is only semi-automated by the vendor tools,

thus requiring an expert-level familiarity in low-level FPGA

architecture to efficiently implement complex designs. For

example, the allocation of partially reconfigurable accelerators

to reconfigurable regions and the subsequent floorplanning for

these regions still needs to be done manually. Furthermore,

due to the additional design constraints and steps involved

in DPR designs, the full compilation of a DPR design takes

a much longer CPU runtime when compared to equivalent

monolithic designs on commercial CAD tools. Finally, a DPR

system requires the implementation of a software framework

the provides an abstraction for a low-latency reconfiguration as

well as runtime management of different DPR-related services.

While several approaches have been proposed to address

one, or a combination of, these challenges [4]–[9], a holistic

solution is still lacking. To fill this gap we present PR-ESP, an

open-source DPR-based system-level design platform to build

partially reconfigurable heterogeneous SoCs. To realize our

platform, we adopted the heterogeneous tile-based distributed

architecture of the Open-Source ESP platform [1], [10] as a

baseline and introduced several changes to the architecture

of its tiles to enable DPR support. The ESP platform was

especially appealing to us because it simplifies the develop-

ment and integration of loosely-coupled partially reconfigurable

accelerators into complex SoC architectures. We also built a

tool that, in addition to fully automating the DPR flow on

Xilinx FPGAs, opportunistically parallelizes the FPGA physical

implementation stage (place and route, P&R) to reduce the

total FPGA compilation runtime. Finally, we developed a

software stack containing a runtime manager with a lightweight

Application Programming Interface (API) for ESP accelerators

and driver modules for the hardware reconfiguration controller

to support both Linux and baremetal applications.

The following are our key technical contributions:

• We conceived and realized a robust yet flexible automated

system-level design flow for DPR. Our flow, which extends

the current ESP FPGA design flow for monolithic (non

DPR) designs, enables the generation of full and partial

bitstreams for a complete SoC using a single make target.

• For the hardware support of our flow, we designed two

new types of tiles that augment the native ESP tile-based

architecture by providing several DPR-compliant features

in a modular way, based on its socket-based approach.

We designed a reconfigurable tile that accommodates a

partially reconfigurable subset of an SoC design. We also

modified the native ESP auxiliary tile by adding new

features to enable and control the partial reconfiguration.

• We designed and integrated a size-driven P&R parallelism

algorithm within our flow to reduce the total FPGA com-

pilation time. We developed the algorithm by performing

an extensive characterization of the Vivado tool with

several designs and then built an approximate model that

correlates the size of the design with the P&R runtime.

• At the software level, we supported our flow by augment-

ing the ESP software stack with a DPR runtime manager
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Class 1.3: when γ ≈ 1 the size of the static part is approxi-

mately equal to the sum of all the reconfigurable tiles.

Group 2: κ ≪ αav or κ ≈ αav , this category represents

designs where the size of the static part is either equal to or

much less than each of the reconfigurable tiles. Also in this

group, there are two additional classes depending on the size

of γ.
Class 2.1: when γ > 1, then a design contains one or multiple

reconfigurable tiles whose size are larger than the static region.
Class 2.2: the case γ ≈ 1 is true under the condition where the

design contains only a single reconfigurable tile.
Note that, for designs that belong in the second group, γ < 1

denotes an impossible condition, meaning if the size of a static

region is smaller than the average reconfigurable part, then it is

impossible for the ratio of the total reconfigurable area to the

static area to be smaller than one.
To perform the characterization, we designed 4 SoCs, one

for each of the first four classes described above, targeting

Xilinx VC707 FPGA. Since designs that belong to Class 2.2

can only be implemented in a serial mode, there is no need

to investigate further. The first design, SoC_1, which was de-

signed to fit in Class 1.1, has a 4x5 tile configuration containing

16 instances of a reconfigurable MAC accelerator that was

generated by using the ESP Vivado HLS accelerator flow. The

second design, SoC_2, which is of Class 1.2, has a 3x3 tile

configuration and contains four reconfigurable accelerators: (i)

2-d convolutional (Conv2d), (ii) matrix multiply (GEMM), (iii)

Fast Fourier Transform (FFT), and (iv) vector sorting (sort).

These accelerators are designed in SystemC and synthesized by

using the Cadence Stratus HLS tool. The third SoC, SoC_3,

that belongs to Class 1.3, is a variant of SoC_2 containing only

the Conv-2d, GEMM, and sort accelerators. The static part of

all three SoCs is composed of a single instance of the MEM,

AUX, and a CPU tile with an instance of a Leon3 core. The

last SoC, SoC_4, which belongs to Class 2.1, is created by

modifying the CPU tile in SoC_2 to move it from the static

part into the reconfigurable part. In this case, our goal was not

making the CPU partially reconfigurable but reducing the size

of the static part.
We performed the characterization by using several imple-

mentation runs on all four SoCs under different levels of

parallelism and recorded the total design compilation time. The

characterization took hundreds of hours and was performed

using Vivado 2019.2 on an Intel Core-i7 machine with 16 cores

running at 3.6GHz and 64GB DRAM memory. We run each test

case serially to maximize the accuracy of the characterization.

Although we run multiple instances of Vivado on the machine,

due to the inherent sequential nature of the P&R algorithms,

Vivado actually uses a limited number of the cores [18].
Table II reports the resource consumption of the accelerators,

the CPU tile, and the static part with and without the processor.

Table III provides a summary of the characterization for the

four SoCs under different levels of implementation parallelism.

The boldface values on the table denote the implementation

with the shortest compilation time. Based on these results and

a long experience working on DPR designs using the Vivado

tool, we devised an algorithm that chooses an implementation

strategy that improves the total design runtime. The algorithm,

which is based on the strategies defined in Table I, mainly relies

on the resource profile of the design to make a choice. For

example, for designs where the static part is much larger than

both the average reconfigurable accelerator and the sum of all

reconfigurable accelerators (Class 1.1), a serial implementation

is favorable. But under the previous condition, if the static part

is less than the sum of all reconfigurable accelerators (Class

1.2), then a fully-parallel or semi-parallel implementation is

likely to reduce the timing cost. The two entries of Table I that

are left unfilled correspond to impossible conditions discussed

above.

V. SOFTWARE SUPPORT FOR THE PR-ESP PLATFORM

ESP already provides a library API and auto-generated Linux

and baremetal device drivers to invoke accelerators. However,

the software stack lacks the necessary abstraction to enable a

runtime swapping of accelerators and their respective drivers.

We augmented the software stack by implementing (i) a Linux

kernel level runtime manager that handles the scheduling and

synchronization of reconfiguration requests as well as the swap-

ping of accelerator drivers during reconfiguration, (ii) Linux

and bare-metal drivers to handle the decoupling of tiles and

FPGA reconfiguration via the PRC and ICAP modules, and

(iii) a user-space API to expose DPR services to applications.

Fig 2A shows the modified software stack.

Before the start of application execution, partial bitstreams,

which are mmaped in the user-space in the DDR, are copied

into the kernel memory. This enables the runtime manager

to create a reference between the bitstreams, their physical

addresses, the tiles they will be loaded into, and their re-

spective drivers. The runtime manager uses the built-in kernel

workqueue to manage multiple reconfiguration requests. Recon-

figuration requests are queued up and executed as soon as the

PRC is ready. However, before being inserted into the queue,

the manager forces the calling thread to wait for the accelerator

in the tile to complete its execution. During reconfiguration, it

locks access to the device so that other threads trying to access

it must wait until the reconfiguration is complete (interrupt is

received from the PRC) and the new driver is loaded. The

loading of drivers is realized by modifying the ESP library

that registers and un-registers drivers.

VI. EXPERIMENTAL EVALUATION

We present the case study of an embedded SoC application

that was designed and implemented using our approach. The

SoC is composed of a set of image-processing accelerators for

the open-source Wide Area Motion Imagery (WAMI) bench-

mark suite [19]. Fig. 3 depicts the data flow of the acceler-

ators in the SoC, which include Debayer, Grayscale, Lucas-

Kanade, and Change-Detection kernels. We decomposed the

Lucas-Kanade accelerator into multiple accelerators to further

parallelize its execution. We first profiled each accelerator for

its LUT consumption and execution time by using a 2x2 SoC

with a single accelerator tile and targeting a Xilinx VC707

board. The values obtained from the profiling are annotated

next to each accelerator in Fig 3. We then used the benchmark

application to evaluate compilation runtime of the DPR flow of

PR-ESP as well as the performance (execution time and energy
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TABLE IV
SUMMARY OF THE EVALUATION OF THE P&R PARALLELLISM IN PR-ESP.

TIME IS MEASURED IN MINUTES

SoC accs (in-

dexes from

Fig 3)

αav κ γ

P&R

run-

time

fully-

par

semi-

par

serial

tstatic 98 98 -

SoC_A {4, 8, 10, 9} 9.2 29.1 1.26 ⌈Ω⌉ 52 88 -

(class 1.2) TP&R 150 186 192

tstatic 95 95 -

SoC_B {2, 3, 11, 1} 4.5 28.3 0.6 ⌈Ω⌉ 48 61 -

(class 1.1) TP&R 143 156 135

tstatic 88 88 -

SoC_C {7, 11, 8, 2} 5.5 28.2 0.97 ⌈Ω⌉ 71 64 -

(class 1.3) TP&R 159 152 167

tstatic 48 48 -

SoC_D {4, 5, 9, 2} 23.5 12.2 2.4 ⌈Ω⌉ 71 83 -

(class 2.1) TP&R 119 131 142

TABLE V
COMPARISON OF COMPILATION TIME OF THE PR-ESP IMPLEMENTATION

AGAINST MONOLITHIC IMPLEMENTATIONS. TIME IS MEASURED IN MINUTES.

PR-ESP monolithic

Synth tstatic max{Ω} Ttot τ Synth P&R Ttot

SoC_A 47 98 52 197 4 fully-par 91 152 243

SoC_B 54 135 - 189 1 serial 60 124 184

SoC_C 42 88 64 194 2 semi-par 74 129 203

SoC_D 49 48 71 168 6 fully-par 81 141 222

TABLE VI
THE PARTITIONING OF ACCELERATORS INSIDE THE THREE SOCS.

SoC_X SoC_Y SoC_Z

Reconf.

Tile

WAMI accs pbs

(KB)

WAMI accs pbs

(KB)

WAMI accs pbs

(KB)

RT 1 {1, 4, 9, 10, 8} 328 {1, 3, 7, 12} 283 {1, 6, 12} 305

RT 2 {2, 3, 6, 7, 11} 245 {2, 6, 8} 247 {2, 5, 11} 359

RT 3 - - {4, 9, 10} 378 {4, 10, 7} 317

RT 4 - - - - {3, 8, 9} 397
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Fig. 4. Total execution time and energy efficiency of the WAMI SoC
implementations.

VII. RELATED WORKS

The efficient implementation of partially reconfigurable SoCs

continues to be challenging despite the growing research on

several aspects of DPR designs. This include efforts to automate

the DPR FPGA flow [4]–[6], as well as software frameworks

to abstract several DPR related services [8], [9]. Recently some

works [7], [18] had also been proposed to enable parallel

compilations of DPR designs to reduce the daunting FPGA

design runtime. But most of the proposed approaches focus

on one or a few combinations of the challenges. Furthermore,

most of the proposed works rarely take advantage of porting

DPR into well matured SoC integration tools [1], [2], that

enable to integrate several independently-designed components.

To address the DPR-related design challenges in a compre-

hensive way, we propose PR-ESP, an open-source platform

to design partially reconfigurable SoCs. Our platform adopts

the ESP platform but augments the architecture, methodology,

and introduces a novel size-driven parallel FPGA compilation

technique to reduce design runtime.

VIII. CONCLUSION

We presented an open-source platform for a system-level

design flow of partially reconfigurable SoC architectures tar-

geting FPGA implementations. Our approach combines ESP,

an agile open-source SoC design platform, with our custom

DPR automation tool for Xilinx FPGAs. We augmented both

the architecture and the methodology of ESP with capabilities

that allow it to support dynamic partial reconfiguration in a

modular and scalable manner. Furthermore, we introduced a

robust yet flexible FPGA flow that fully automates design

implementation.
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